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Abstract: The purpose of this paper is twofold: We
derive some fundamental properties of log-likelihood ra-
tio (LLR) values and propose two novel “soft-decision”
Monte Carlo simulation techniques based on probabil-
ities or LLR values. Specifically, we prove that the
pdf of LLR values is exponential symmetric and demon-
strate that soft-decision simulation outperforms conven-
tional bit error rate simulations with respect to accuracy
and/or simulation time.

Keywords: Monte Carlo simulation, log-likelihood
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1. INTRODUCTION

In the context of iterative decoding, soft-input soft-
output decoders play an important role. A suitable com-
ponent decoder is the a posteriori probability (APP) de-
coder, which is optimal in terms of minimizing the bit
error rate in the presence of a single code, and which
provides close to optimal results in conjunction with it-
erative decoding in the presence of concatenated codes
[1], [2]. The APP decoder may output probabilities, see
for example [3], [1], [2], or LLR values, see for exam-
ple [4], among other equivalent alternatives. The use of
LLR values offers practical advantages, such as numer-
ical stability, but also provides theoretical insights (“de-
coding =̂ LLR amplification” [5]). The aim of this pa-
per is to explore further, previously unpublished, funda-
mental properties of LLR values and to use them in the
Monte Carlo simulation of rare error events.

We assume binary transmission and the existence of
an APP decoder (which implies known channel statis-
tics). The main results are as follows:

(1) The average bit error rate (BER) can be written

as Pb = lim
K→∞

1
K

K∑

k=1

Pb,k, where Pb,k is a single esti-

mate of the average BER and K the number of estimates,
i.e. the number of transmitted info bits. In classical
Monte Carlo BER simulation (see 2.1., Method 1), Pb,k

takes on the values 1 for “error” and 0 for “no error”,
whereas in soft-decision simulation (see 2.1., Method 2),
Pb,k = 1

1+exp{|Lk|}
is used. As opposed to the classical

simulation where errors are counted (i.e., only the signs
are evaluated), this formula suggests to use the APPs or
the absolute values of the LLR values, respectively.

(2) The pdf of LLR values Lk ∈ IR is exponential-
symmetric: p(Lk) = exp{Lk} · p(−Lk). This re-
sults holds for any APP decoder and channel. The
exponential-symmetric property is not only interesting
from a theoretical point of view but also from a practi-
cal, since it can be exploited for further improvement of
BER simulation (see 2.1., Method 3).

2. BIT ERROR PROBABILITY AND
LOG-LIKELIHOOD RATIOS

For the simulation of the BER, we use the setup de-
picted in Figure 1. The info bits U ∈ {+1,−1} are chan-
nel encoded (ENC) and transmitted over a discrete mem-
oryless channel (DMC). The received values Y ∈ IR are
fed into a channel decoder (DEC) which computes the
a posteriori LLRs L ∈ IR of the info bits as

L
4

= L(U |y) = log
PU (+1|y)

PU (−1|y)
= log

PU (+1|y)

1 − PU (+1|y)

= log
PU (+1)

PU (−1)
︸ ︷︷ ︸

a priori information

+ log
pY (y| + 1)

pY (y| − 1)
︸ ︷︷ ︸

channel information

. (1)

For an efficient implementation, the so-called LogAPP
algorithm (symbol-by-symbol LogMAP algorithm [4],
forward-backward algorithm, Log-BCJR algorithm) can
be applied. Finally, the sent info bits are estimated ac-
cording to the sign of their respective LLR.

The average bit error rate Pb of the transmission sys-
tem can be estimated in (at least) three different ways.

2.1. BER Simulation Methods
2.1.1. Method 1

Compare the sign of the info bit U and the sign of its
LLR L at the decoder output. If they agree, set the bit
error indicator E to 0, otherwise set it to 1:

E =

{

0 if sgn(U) = sgn(L),

1 else.

The BER is the expected value1 of the random vari-
able E:

Pb = E
e
[E] =

∑

e

PE(e) e , (2)

1The expected value is denoted by E [.] throughout this paper.
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Figure 1: Simulation setup.

with e ∈ {0, 1} denoting realizations of E. When
Method 1 is applied to a sample of K transmitted bits,
an estimate of the BER is P̂b = 1

K

∑K

k=1 Ek.

2.1.2. Method 2

Take the absolute value Λ = |L| of the LLR L and com-
pute Z as

Z =
1

1 + e|L|
=

1

1 + eΛ
.

This is the probability that the hard decision of the info
bit is wrong, i.e. that the signs of U and L differ. This
becomes obvious, when (1) is expressed as

PU (+1|y) =
1

1 + e−L
=

1

1 + e(−1)Λ
,

PU (−1|y) =
1

1 + e+L
=

1

1 + e(+1)Λ
.

Due to this property, Z can be regarded as a “soft” bit
error indicator. Like in the previous method, the BER is
the expected value of Z:

Pb = E
z
[Z] =

∫

z

pZ(z) z dz , (3)

with z ≥ 0 denoting realizations of the random vari-
able Z. When Method 2 is applied to a sample of
K transmitted bits, an estimate of the BER is P̂b =
1
K

∑K

k=1 Zk.

2.1.3. Method 3

Take the absolute value Λ = |L| of the LLR L. Then, the
BER is the estimated value of a function of Λ, namely

Pb = E
λ

[ 1

1 + eλ

]

=

∫

λ

pΛ(λ)
1

1 + eλ
dλ , (4)

with λ ≥ 0 denoting realizations of the random vari-
able Λ. This method efficiently utilizes the exponential-
symmetric property of the LLR (see 3.3.). When
Method 3 is applied to a sample of K transmitted bits,
an estimate p̂Λ(λ) of pΛ(λ) must be computed (e.g. by
means of a histogram), before the integral in (4) can be
solved numerically to obtain an estimate P̂b of the BER.
This corresponds to block processing.

Comparison: For each of these methods, the task of
estimating the BER is equivalently to the task of estimat-
ing the probability distribution of the respective random

variable. Since pΛ(λ) typically is smoother than PE(e)
and pZ(z), this might be more efficient for Λ (Method 3)
than for E (Method 1) and Z (Method 2).

Whereas in classical simulation (Method 1) the sent
info bits have to be known, this additional information
is not necessary in “soft-decision” simulation (Method 2
and Method 3). Since the latter two methods do not need
the information “phase” (the sign), they could be de-
noted as “incoherent simulation”. Correspondingly, the
first method could be denoted as “coherent simulation”.
Note the practical advantage of “incoherent simulation”.

2.2. Analysis and Evaluation of the BER
Simulation Methods

When Method 1 or Method 2 is applied, the esti-
mated BER is the mean of K random variables. There-
fore, the variance of P̂b is given by σ2

E/K or σ2
Z/K,

respectively. Since the variances are appropriate means
to compare the quality of these two methods, they are
discussed in the following.

2.2.1. Variance of Method 1

The probability distribution of the “hard” bit error indi-
cator E is given by

PE(e) =

{

1 − Pb ∀ e = 0

Pb ∀ e = 1 .

Thus, the variance of this binary random variable com-
putes as

σ2
E = E

e
[E2] − (E

e
[E])2 = Pb · (1 − Pb) . (5)

2.2.2. Variance of Method 2

The computation of σ2
Z is a bit more complicated.

Firstly, the pdf of Z is expressed by means of the pdf
of Λ. Since Z =

(
1 + eΛ

)−1
, or equivalently Λ =

ln 1−Z
Z

, the equation

pZ(z) =
1

z(1 − z)
· pΛ

(

ln
1 − z

z

)

can be derived by a simple variable substitution argu-
ment. Taking (11) into consideration, the pdf of Z can



be formulated by means of the conditioned pdf of L:

pZ(z) =
1

z(1 − z)2
· pL

(

ln
1 − z

z

∣
∣
∣+ 1

)

.

Given this result, the variance of this positive, real-
valued random variable computes as

σ2
Z = E

z
[Z2] − (E

z
[Z])2 . (6)

2.3. Applications

Uncoded system: For uncoded transmission with
BPSK over an AWGN channel with noise variance σ2

n,
Pb = Q(1/σn) and the variance of E results in σ2

E =
Q(1/σn) · [1 − Q(1/σn)] 2. The variance of Z can not
be reasonably simplified; but since pZ(z) is given ana-
lytically, σ2

Z can evaluated numerically. In Figure 2, the
standard deviations of E and Z are plotted versus the
channel SNR. The curves show that the standard devi-
ations differ by about a factor of 2. Since the standard
deviation of P̂b decreases with

√
K, an estimation with

Method 1 needs four times more samples K than an es-
timation with Method 2 to guarantee the same accuracy,
i.e. the same standard deviation.
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Figure 2: Standard deviations of E and Z for uncoded
transmission over an AWGN channel.

Coded system: The superiority of Method 2 is
demonstrated in Fig. 3 for transmission on the AWGN
channel using a memory 3 convolutional code and APP
decoding. The desired BER is Pb = 10−4. The plot il-
lustrates the standard deviation for both Method 1 (clas-
sical simulation) and Method 2 (the soft-decision simu-
lation). Furthermore, the average BER for two specific
realizations is shown. Again, the standard deviations dif-
fer by a factor of about 2.

2Q (x)
4

= 1/
√

2π
R

∞

x
exp(−t2/2)dt
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Figure 3: Comparison of different BER simulation tech-
niques for convolutionally coded binary signaling on the
AWGN channel.

3. PROPERTIES OF
LOG-LIKELIHOOD RATIOS

3.1. Exponential Symmetry
The conditioned LLR of the binary random vari-

able U is defined in (1). When the LLR is regarded as a
random variable L with realization l and when L(U) = 0
is assumed, i.e., when the input U is uniformly dis-
tributed3, then

pY (y| + 1) = elpY (y| − 1) (7)

follows from the definition of the LLR. For a transmis-
sion system comprising a symmetric channel and a linear
channel code,

pL(l| + 1) = pL(−l| − 1)
pL(l| − 1) = pL(−l| + 1) .

(8)

Combining (7) and (8), a special property of the condi-
tioned pdf of the LLR L becomes obvious:

pL(l| + 1) =

∫

y:l

pY (y| + 1) dy

(7)
=

∫

y:l

elpY (y| − 1) dy

= elpL(l| − 1) , (9)

where the integration is to be taken over all y that lead to
the LLR l according to (1). This exponential-symmetric
property is summarized in the following equation chain:

pL(l| + 1)
(9)
= el · pL(l| − 1)
(8)
= el · pL(−l| + 1) .

(10)

3A generalization is possible.



Equations (8) and (10) describe two fundamental prop-
erties of the conditioned pdf of the LLR of a binary ran-
dom variable that is transmitted over a linear, symmetric
channel (coded or uncoded).

Applying this property, the relation between the con-
ditioned pdf pL(l| + 1) of the LLR L and the pdf pΛ(λ)
of the LLR’s absolute value Λ can be derived.

Firstly, the pdf pL(l) can be expressed by the condi-
tioned pdf of L as:

pL(l) = PU (+1)pL(l| + 1) + PU (−1)pL(l| − 1)
(10)
= PU (+1)pL(l| + 1) + PU (−1)e−lpL(l| + 1)

=
[
PU (+1) + e−lPU (−1)

]
pL(l| + 1)

and

pL(−l) = PU (+1)pL(−l| + 1) + PU (−1)pL(−l| − 1)
(8),(10)

= PU (+1)e−lpL(l| + 1) + PU (−1)pL(l| + 1)

=
[
e−lPU (+1) + PU (−1)

]
pL(l| + 1) .

Then, the pdf pΛ(l) of the absolute value Λ can be com-
puted as

pΛ(l) = pL(l) + pL(−l)

= [PU (+1) + PU (−1)]
︸ ︷︷ ︸

1

[1 + e−l]pL(l| + 1) ,

which is valid for all l ≥ 0. For l < 0, pΛ(l) is obviously
equal to zero. Thus, the conditioned pdf pL(l| + 1) of L
and the pdf pΛ(l) of its absolute value Λ are linked by

pL(l| + 1) =
pΛ(l)

1 + e−l
∀ l ≥ 0 . (11)

3.2. Example for Exponential-Symmetric
Distribution

As an example, let’s look at the LLR of an un-
coded BPSK transmission over an AWGN channel with
the one-sided noise power density N0, i.e., with noise
variance σ2

n = N0/2. For the fixed input U =
+u, u > 0, the output Y is Gaussian distributed with
mean value µY = +u and variance σ2

Y = σ2
n = N0/2,

i.e.

pY (y| + 1) =
1√

2π σY

exp
(

− (y − µY )2

2 σ2
Y

)

.

Since L = 2µY /σ2
Y ·y, the pdf of L can be computed by

the variable substitution y = σ2
Y /(2µY ) · l. This results

in

pL(l| + 1) =
σ2

Y

2µY

· pY

( σ2
Y

2µY

l
)

=
1√

2π 2µY

σY

exp
(

−
(l − 2µ2

Y

σ2

Y

)2

2
(

2µY

σY

)2

)

,

which is again a Gaussian distribution with mean value
µL = 2µ2

Y /σ2
Y and variance σ2

L = 4µ2
Y /σ2

Y . Since
this is a conditioned pdf of an LLR, this distribution is
exponential-symmetric. It is easy to prove that actually
every Gaussian distribution with σ2 = 2µ shows this
property.

3.3. Proof of Method 3
Given Equations (8), (10) and particularly (11),

Method 3 can be derived as follows:

Pb = PU (+1)

∫

l<0

pL(l| + 1) dl

+PU (−1)

∫

l>0

pL(l| − 1)
︸ ︷︷ ︸

(8)
= pL(−l| + 1)

︸ ︷︷ ︸
∫

l<0

pL(l| + 1)

dl

= [PU (+1) + PU (−1)]
︸ ︷︷ ︸

1

∫

l<0

pL(l| + 1) dl

=

∫

l>0

pL(−l| + 1) dl

(10)
=

∫

l>0

e−lpL(l| + 1) dl

(11)
=

∫

l>0

e−l

1 + e−l
pΛ(l) dl

=

∫

l>0

1

1 + el
pΛ(l) dl . (12)

Note that in the derivation of the exponential-symmetric
property a uniform input distribution PU (u) was as-
sumed, but a generalization is possible. However,
Method 3 relies on two additional assumptions: the exis-
tence of a linear channel code and a symmetric channel.
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