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Abstract

We present an approach for the extraction of parameters of a damped complex exponential model from a spectrogram modified by a binary mask. The parameters are estimated by a frequency domain based methods using subspace techniques, where the core algorithm is F-ESPRIT. The sub-band defined by the binary mask provides a reduced number of DFT-samples for the parameter extractions, which results in a computational efficient scheme with high parameter estimation accuracy. The proposed synthesis system has synthesis performance comparable to the so-called LSEE-MSTFT. The estimated parameters can be used in many applications such as audio/speech coding, pitch estimation and pitch scale modification.
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1. Introduction

The concepts of short-time Fourier analysis and synthesis are important for describing quasi-stationary (slowly time-varying) signals such as audio signals. Analysis/synthesis techniques have found many applications such as speech enhancement, speech or audio coding as well as source separation. In many applications an arbitrary modification on the spectrogram is used which leads to undefined STFT. This is because of the overlapping regions between adjacent short-time segments cannot have arbitrary variations. Historically, signal estimation from the modified STFT has been performed by applying the overlap-add (OLA) and filter-bank-summation (FBS) synthesis methods on the time-frequency functions [1, 2]. The standard OLA will normally give distortions at the boundaries if the spectrogram is modified arbitrarily. An improved synthesis method termed “least-squares error estimation from the modified STFT(LSEE-MSTFT)” was developed to minimize the synthesis distortions in [3], and this algorithm gives good estimates with almost the same computational complexity as standard OLA.

Processing audio and speech signals using binary masks have received considerable attention during the last decades in areas such as audio/speech enhancement and under-determined source separation. The binary mask is defined in the time-frequency (TF) domain where each TF points assigns a value either one or zero based on the signal in the region. In the modified spectrum, the binary mask is multiplied with the noisy signal spectrum to achieve the desired signal. For further analysis of the audio and speech signal a parametric modelling of the signal is required in applications such as coding, pitch estimation, musical synthesis etc. Sinusoidal models has been shown to be an accurate and flexible way to represent a large class of signals including audio and speech signals. The extended sinusoidal model which represents signal segments as sums of exponentially damped sinusoids is able to model real recorded acoustic signals more closely. A common problem with existing parameter extraction systems is the trade-off between parameter accuracy and computational complexity. The high-resolution estimation techniques based on subspace methods are normally related with high computational complexity.

In this paper we will present a parametric estimation scheme which estimates the parameters from the DFT samples of the masked sub-bands using a frequency-domain based subspace estimation algorithm. The presented scheme combines the binary mask with the extended version of Frequency-Selected ESPRIT (F-ESPRIT) methods to create a computationally efficient parametric estimation algorithm [4, 5, 6, 7]. An example where the proposed method can be used is in various coding applications; a noise corrupted signal is first enhanced by using a binary mask, and afterward the parameters of the signal are estimated using the samples from the DFT domain. One computationally demanding operation used in many subspace based estimation methods is the singular value decomposition (SVD) where the matrix is decomposed into subspaces. Our idea is to solve the same problem by first reducing the data amount by using binary mask and then perform SVD on smaller matrices, which reduces the overall computational burden.

In Section 2 we describe the general STFT framework and the binary mask, and the related equations and matrices will be defined. Section 3 describes the proposed method, and in Section 4 we apply the method to a recorded signal and demonstrate how the synthesized signal using estimated parameters can model the binary masked signal. Finally, discussions and conclusions are given in Section 5 and 6, respectively.

2. Framework

The binary masked signal $x(n)$ of length $N$ is written in segmented vector form as $x_n$. The vector capture the signal from region $n+1 = R(m-1), \ldots, N + R(m-1)$ and the window for the time-segment is sliding forward for every time-frame index $m$. Moreover, $R$ is the STFT sampling period and defines the number of samples between two adjacent blocks. The time-frame index is denoted by $m$ with values ranging from 1 to the total number of possible frames $N$. All the data vectors are Fourier transformed and collected together into a 2-dimensional
where the transformed vector is formulated as $x_m = F\{x_m^\prime\}$ and the symbol $F$ denotes the DFT operation. Each elements of the STFT matrix is denoted with the notation $X_{km}$ where $k$ denotes row elements of different DFT frequencies and $m$ denotes the column elements of the time-frame index.

The STFT can also be expressed as

$$
X = |X| \otimes \Psi.
$$

(2)

Here $|X|$ is the short-time magnitude spectrum, $\Psi$ is the short-time phase spectrum and operator $\otimes$ denotes element wise multiplication. The inverse-STFT using the OLA synthesis method is described in [1, 3].

From an implementation point of view the STFT is computed as a series of FFTs of windowed data frames, where the window slides forward through the time. The inverse-STFT synthesized using OLA can be implemented as the inverse of the spectrogram and added together with the decimation $R$.

$$
\text{STFT matrix}
$$

$$
X = \begin{bmatrix}
    x_1 & x_2 & \cdots & x_n \\
    \vdots & \vdots & \ddots & \vdots \\
    \vdots & \vdots & \ddots & \vdots \\
\end{bmatrix}
$$

(1)

of complex exponential in that region and those DFT samples can be written in the frequency selective matrix form,

$$
Y = \begin{bmatrix}
    G_{k_1m} \\
    W_{N}^{k_1} G_{k_1m} \\
    \vdots \\
    W_{N}^{(S-1)k_1} G_{k_1m} \\
    G_{k_Mm} \\
    W_{N}^{k_M} G_{k_Mm} \\
    \vdots \\
    W_{N}^{(S-1)k_M} G_{k_Mm}
\end{bmatrix},
$$

(5)

where $W_N = e^{-j \frac{2\pi k}{N}}$, $G_{k_1m}$,..., $G_{k_Mm}$ are the DFT samples on the transformed segment of $g(n)$ in the frequency region defined by the binary mask. The matrix $Y$ have dimensions $S \times M$, where $M$ is the total number of DFT samples in the sub-band and $S$ is normally referred to as the user parameter of the F-ESPRIT algorithm.

Following the definition from [4, 5], the measured frequency selective data in (6) is decomposed into their sub-spaces using the SVD,

$$
\mathbf{Y} = \mathbf{Z} \mathbf{\Sigma} \mathbf{Z}^H
$$

(6)

where $\mathbf{\Sigma}$ is referred to as a projection matrix defined by:

$$
\mathbf{\Pi}_A = \mathbf{I} - \mathbf{U} \mathbf{H}^{-1} (\mathbf{HH}^{-1}) \mathbf{U}^T.
$$

(7)

The matrix $\mathbf{U}$ in (7) is formed from a subset of discrete Fourier transform bases.

$$
\mathbf{U} = \begin{bmatrix}
    W_N^{k_1} & W_N^{k_2} & \cdots & W_N^{k_M} \\
    W_N^{k_1} & W_N^{k_2} & \cdots & W_N^{k_M} \\
    \vdots & \vdots & \ddots & \vdots \\
    W_N^{k_1} & W_N^{k_2} & \cdots & W_N^{k_M}
\end{bmatrix}
$$

(8)

$\mathbf{Z}$, contains signal subspace and $\mathbf{\Sigma}$ is the corresponding singular values. The dimension of signal subspaces $p$ is estimated using the method proposed in [5]. The user parameter $S$ can be selected in the range of $S \in \left( \frac{N}{4}, \left\lceil \frac{N}{2} \right\rceil \right)$.

In some applications the number of complex exponentials in the sub-band might be known, and a straightforward implementation without estimating the order can be applied [4]. The minimum required amount of DFT samples for the F-ESPRIT is $M = 2p + 1$ and the user parameter is set to be $S = \frac{N}{2p + 1}$ [4], where $p$ is considered as known. In this paper, we only consider applications where the order in the sub-bands is unknown.

The frequency is estimated from the state transition matrix $\mathbf{T}$ using a technique known as shift-invariance estimation [9]. The shift-invariance relation is then

$$
J_i \mathbf{Z}_{i+1} = J_i \mathbf{Z}_{i+2}
$$

(9)

where $J_i = \begin{bmatrix} I_{i-1} & 0 \end{bmatrix}$, $J_2 = \begin{bmatrix} 0 & 1_{i-1} \end{bmatrix}$.

For a given $\mathbf{T}$, estimates of the $\lambda_i$ parameters are found from the eigenvalues of $\mu_i = [\text{eig} (\mathbf{T})]_i$, estimates of the $\omega_i = \text{arg}[\mu_i]$ and $\gamma_i = \text{Im}[\mu_i]$.

In sub-bands without any harmonics, the order estimation algorithm will still give an order estimation which is $p \geq 1$. The frequency estimation of such sub-bands will use leakage signals in the sub-band to estimate their frequency parameters. So all frequency parameters which fall outside the defined sub-band should be discarded.

Once the frequencies and damping factors are known for all sub-bands in the time segment, the calculation of amplitudes and phases become a linear problem. The modified time-domain segment of $g(n)$ can be written in the vector form $g$,
The corresponding model for the segment is $Qa$, where $a$ is the amplitude vector and $Q$ is the complex exponential matrix. Each column of $Q$ is a realization of the complex exponential using the estimated parameters. The values of the complex amplitudes are calculated to minimize the quadratic error between the original signal $g$ and the synthetic sinusoidal signal stated in (10).

$$\|W(g - Qa)\|^2,$$  \hspace{1cm} (10)

where $W = \text{diag}(w)$ and the diagonal vector $w$ is the synthesis window.

The least-square minimization gives the following solution

$$a = (Q^HW^TWQ)^{-1}Q^HW^Twg$$  \hspace{1cm} (11)

For the weighting matrix estimated based on a standard window used in speech and audio processing such as Hamming or Hanning window, the estimated amplitudes will more accurately represent the amplitudes of harmonics in the center of the time-segment $g$. The proposed method for estimation of model parameters from the spectrogram is outlined as follows:

1. Extract Sub-bands defined by $H$ for a fixed time-frame.

2. Estimate order, frequency and damping factor for all sub-bands in the modified time-frame segment $g$.

3. Estimate the complex amplitudes.

4. Repeat the procedure until all time-frames are processed.

For verification purposes the reconstruction of the estimated time-segment using extracted parameters is synthesized together into the time-domain signal using the extended OLA synthesis method described in [3], with the decimation used to create the STFT matrix. The recommended synthesis window $w$ is either using a Hamming or Hanning window. From an implementation point of view, the synthesis signal is reconstructed from a series of time-domain estimation of the modified spectrogram, OLA, with the decimation $R$.

4. Numerical Examples

In the evaluations we investigate the estimated parameters from real recorded signals. A number of simulation experiments were conducted to study and evaluate the estimated parameters of the proposed method. Different audio and speech signals from [10] sampled at a frequency of 44.1 kHz were used in the
experiments. A fixed frame length of $N_w=2048$ was used. In the case of analysis and synthesis, frames were extracted with an overlap of 50% ($R_s=1024$). A Hanning window was used in OLA. Mixed signals were created by adding two pre-recorded signals; see in Fig. 1(A). The signal is a combination of a sequence of male speech and a melodic phrase of clarinet, one of them is assumed to be the desired signal and the other is the noise. In this example we selected the speech signal to be the desired signal shown in Fig. 1(B).

The binary mask used for the signal enhancement is assumed to be known and estimated based on the ideal-binary mask criteria. Parameters extracted using the proposed method are synthesized using the OLA on estimated time-segments to create the time domain estimate of the desired signal. A power spectrogram of the estimated signal is shown in Fig. 2(A). The corresponding reference signal modified by the binary mask synthesized using the standard method [3] is shown in Fig. 2(B). Because of the high sample frequency of the signal, the energy of our desired signal is mainly concentrated in the lower frequency region of the plotted power spectrogram. Therefore only frequencies from 0 to 0.25π are plotted in Fig. 1 and 2. From informal listening test, we conclude that the proposed method gives a very high quality of reconstruction on the synthesized signal compared to synthesized signals based on traditional methods. The effect of good parametric reconstruction can be seen in the spectrogram shown in Fig. 2(B); we see that the spectrogram with parameters estimated using our proposed scheme is almost identical to the spectrogram synthesized using [3] except for regions with stochastic components.

5. Discussion

The proposed method has been tested under different merged sound files, which gives an accurate parameter estimation in most cases. The synthesized signal using estimated parameters preserves high perceptual quality compared with the binary mask modified signal. There are mainly two main factors which will affect the quality of the reconstructed signal using estimated parameters.

First, there are regions where the model assumed in the algorithm does not perfectly match the real recorded signals. The signal model is defined as complex exponentials in white noise which is a good model for voiced part of the speech and many instrumental sounds. From the recorded signals, we can no longer assume that the signal always contains harmonics embedded in white noise. In fact, some recorded signals have a colored background noise. To minimize disturbance due to the colored noise, a common solution used in many adaptive filtering applications is implemented where the total number of DFT samples fed to the proposed algorithm is limited to increase whiteness of the noise. Experiments have verified that the proposed method becomes more robust against colored noise. The trade off between increased robustness and limited amount of data samples is the “slightly” reduced parameter estimation accuracies. A balance should be selected depending on the estimated signal characteristics.

The algorithm requires a certain number of consecutive samples in the sub-band to estimate the parameters of the complex exponentials. Blindly masking the signal spectrogram using the ideal binary-mask will not guarantee that all masked sub-bands are satisfied by the algorithm. For increased robustness, resolution of the sub-bands must be decreased so that the minimum amount of masked data covered by the sub-band can satisfy the sample number requirement. Interference will be introduced according to the resolution of the sub-bands. The trade-off between resolution and suppression should be balanced based on the actual applications.

The proposed method gives high accuracy on the estimated parameters for both synthetic and recorded signals. However, in case of real recorded signals, the sub-bands which do not perfectly match our defined model are unavoidable so that some inaccuracies will still occur.

6. Conclusion

This paper presents a scheme for parameter extraction based on frequency domain data samples which is computationally cheaper than traditional time-domain ESPRIT. Informal listening test conclude that the quality of synthesized signals based on the estimated parameters can be comparable to the modified signal synthesized using [3]. The proposed method provides a computationally cheaper method for parameter estimations on the binary masked signals. The estimated parameters can be used in many existing applications where the sinusoidal model plays a vital part of the algorithms. Applications such as audio/speech coding and speech modification are especially interesting.
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