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1. Introduction

Augmented Reality is about inserting computer graphics objects into images of reality. One of the main difficulties in achieving a convincing illusion is to obtain a model of the illumination conditions in the scene so as to be able to render the virtual objects with shading and shadows that are consistent with the real scene.

Most work in Augmented Reality is based on recording and storing the scene illumination in an image, a so-called environment map or a light probe image. An environment map is a 360 by 180 degree (full omni-directional) image where each pixel corresponds to a direction in space, and the value of the pixel is the incident radiance from that particular direction.

Light probe images are used extensively for special effects in movie production and a tried and tested approach delivering very high illumination precision and convincing results. The main problem is that the approach assumes the illumination is static in the scene. Once acquired it is not allowed to change.

We have developed a new technique for estimating the illumination conditions in outdoor scenes from a single image. This technique does not require acquisition of a light probe image. Rather it assumes that some additional information is available for the image: 1) date and time for the acquisition of the image, 2) the longitude and latitude for the position on Earth where the image is taken, and 3) knowledge of the direction of gravity relative to the camera. These pieces of information can easily be made available building a clock, and GPS received and an inertial sensor into the camera.

With this information available it is straightforward to compute the position of the Sun relative to the camera coordinate system. Using this knowledge we have developed a technique which, based on the shadows present in the image, can estimate the radiances from the Sun and the Sky, respectively.

Using these radiances we can render augmented objects into the images with very realistic illumination regarding both shading and shadowing.

2. Approach

The approach is quite simple, and rests on a few assumptions: 1) there are predominantly diffuse surfaces in the scene, and 2) the Sun is shining. The steps are as follows:

1. Acquire the image, noting the date, time and position on Earth
2. Compute the Sun’s position relative to the camera
3. Detect areas in the image which are in shadow which, with the technique we are using, as a bi-product yields the ratio between Sun + Sky irradiance to Sky irradiance
4. Use Sun’s position and estimated irradiance ratio to compute the radiance of the Sky and of the Sun (up to a scaling factor)
5. Render virtual objects into the image

Figure 1: Image acquired on a sunny day
Figure 2: Image with shadows removed

Figure 3: Image with virtual objects rendered with estimated illumination

Figure 4: Example image involving multiple surfaces and textures

Figure 5: The checkered surface is used for calibrating the camera to the ground plane since we do not at present have an inertial sensor to provide the direction of gravity.

Conclusions

Our approach is based on an assumption that there are shadows in the image. We are presently working on developing techniques that will very robustly detect shadows if they exist, and we are also combine this work with another technique which can estimate the illumination in overcast weather conditions.
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