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Abstract
We propose a new look at one of the most fundamental types of behavioral interfaces: discrete time specifications of communication—directly related to the work of de Alfaro and Henzinger [2]. Our framework is concerned with distributed non-blocking asynchronous systems in the style of Lynch’s I/O-automata [11], relying on a context dependent notion of refinement based on relativized language inclusion.

There are two main contributions of the work. First, we explicitly separate assumptions from guarantees, increasing the modeling power of the specification language and demonstrating an interesting relation between blocking and non-blocking interface frameworks. Second, our composition operator is systematically and formally derived from the requirements stated as a system of inequalities. The derived composed interfaces are maximal in the sense of behavior, or equivalently are the weakest in the sense of assumptions. Finally, we present a method for solving systems of inequalities as used in our setup.
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1 Introduction
Interfaces play an essential role in any software engineering methodology supporting component based system development. Traditionally static type information, type checking, annotations and inference have been used to decide whether or not two components are compatible. Static types, or static interfaces, are necessarily very conservative and usually very weak. Most typically type correctness implies only simple safety properties and rejects many pairs of components as incompatible, even if they could effectively cooperate in practice. The goal of the work presented in this article is grossly the same as that of de Alfaro’s and Henzinger’s in [2,3]: to provide a more expressive way of describing component interfaces, especially for model driven development processes, when most typically finite state models can be used.
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Following our predecessors, we believe that enriching interfaces with descriptions of behaviors gives enough power to meet the typical requirements. Thus we choose to model behavior of the components using automata. We explicitly split the assumptions and guarantees about a given component into two different automata though. Each interface consists of an environment and a specification. An environment automaton describes the assumptions that the component makes about the behavior of its surroundings. A specification automaton describes the guarantees that the component gives about the output that it will deliver.

A significant advantage of composite interfaces is that one of the parts can be changed without changing the other part. Thus the same assumptions can be used for multiple interfaces. It has been argued before [8] that such a setup is useful for modeling software product lines: a family of component variants may be specified using a single specification (guarantee) and multiple environmental restrictions. A clever compiler may use such a restricted interface to derive specialized versions of components from a single source code.

An interesting theoretical side effect of our exposition, is an implicit correspondence drawn between blocking and non-blocking interface theories. A single blocking interface automaton of [2] expresses both the assumptions of a component and the guarantees that it provides. When an interface is not able to accept some input, it effectively assumes that any compatible environment will never provide it. Once we make our systems non-blocking, the same effect is achieved by enriching interfaces with an explicit description of permissible behavior of the surroundings (the environment component of the interface in our case). We demonstrate that in this way a very similar kind of theory is obtained for non-blocking systems. Rightly so, the theory is obtained with solely use of standard notions such as I/O-automata, relativized refinement, modal transition systems that were available long before research in the interface theories emerged. There seems to be no indication that a blocking theory could not be obtained in the same way.

Composition of interfaces is a central construction in any interface theory: what is the interface implemented by any two components implementing two given interfaces? A new achievement of our work is that the composition is derived systematically. Instead of proposing the operator and proving properties about it, we state requirements for it in form of a system of inequalities, and derive a result of the composition systematically as a maximal solution of this system. As a result properties of composition hold by construction.

The next section introduces the framework by means of an adapted version of an example originating from [3]. In sections 3 and 4 we define the Input/Output automata and interfaces. Section 5 defines the composition of interfaces, and section 6 gives a method for solving systems of inequality used in earlier sections. Sections 7 and 8 discuss the related work and conclude.
2 Example

An interface of a component is given by two automata: the environment automaton describes the assumptions that are made about the environment in which the component can function, while the specification automaton states the guarantees that the component provides about the output delivered.

Figure 1 gives an interface for a simple client component having two inputs and one output. Figure 1(a) shows the environment part, $Env_{\text{Client}}$, which describes the assumptions that the component designer has made about the environment. The arrows going into or away from the rounded box around the automaton describe the static type (signature) of the environment. The specification, which for the $Client$ is shown in Figure 1(b), will always have the inverse signature. The environment automaton specifies that even though the static type allows the possibility of the $fail$ input, the emission of this input is disallowed by the dynamic type for all compliant execution environments. One can still use the $Client$ component in a context that syntactically permits $fail$, but the behavior of the $Client$ is only guaranteed in environments never actually producing this input.

Both $Env_{\text{Client}}$ and $Spec_{\text{Client}}$ are input enabled, meaning that they accept any input in any state, as long as the input belongs to the signature. We adopt a notational convention that transitions corresponding to ignoring an input (input self-loops) are not drawn. Thus in the above example there is one implicit transition $1 \xrightarrow{\text{send} \, ?} 1$ in the environment $Env_{\text{Client}}$. One of the implicit transitions of $Spec_{\text{Client}}$ is $0 \xrightarrow{\text{fail} \, ?} 0$.

Fig. 2 gives the environment assumptions of a component $TryTwice$ that is composable with the $Client$ component. Fig. 3 gives the output guarantees of $TryTwice$. The two components do not form a closed system, but are intended for use together with a $LinkLayer$ component, which remains unspecified.

Observe that all the environments, which we have shown until now, are just reflections of their accompanying specifications, in the sense that what is
an input in the specification is an output in the environment and vice versa. This is caused by the fact that they have been created directly from a blocking example in [3], which closely links the assumptions to guarantees. However, our motivation behind modeling the environment and the specification separately was that one component could be used in several environments or several components can be used in the same environment. Fig. 4 gives an alternative environment for the Spec\textsubscript{TryTwice} specification. This environment disallows sending of a \textit{nack} as a response to a \textit{trnsmt} request. It is also unable to send a \textit{fail} event to the \textit{Client} component. Now consider an implementation
of a communication layer in which it is indicated that the implementation of TryTwice will run in the environment Env$_{NoNack}$. The actual source code of TryTwice’s implementation could be automatically specialized to the environment of this specific configuration. In this particular case the error handling code could be removed as the component no longer needs to be able to handle a nack reply.

The two environments impose different restrictions on a possible LinkLayer component. The original Env$_{TryTwice}$ together with Spec$_{TryTwice}$ requires that LinkLayer does not send two nack replies in a row, whereas the Env$_{NoNack}$ environment would enforce that the LinkLayer never sends a nack reply at all. At the same time Env$_{TryTwice}$ composed with the Client will never produce two nack messages sent in a row, as this may lead to a failure in the Client (the environment may produce a disallowed fail).

3 Input/Output Automata

Definition 3.1 An I/O automaton $A = (states_A, start_A, in_A, out_A, steps_A)$ is a 5-tuple, where $states_A$ is a set of states, $start_A \subseteq states_A$ is a non empty set of initial states, $in_A$ is a set of input actions, $out_A$ a set of output actions ($in_A \cap out_A = \emptyset$), and $steps_A \subseteq states_A \times (in_A \cup out_A \cup \{\tau\}) \times states_A$ is a set of transitions, where $\tau$ is a fixed internal action contained in neither $in_A$ nor $out_A$. I/O automata are input enabled: for every state $s$ and any input action $i \in in_A$ there exists a state $s'$ and a transition $(s, i, s') \in steps_A$.

It is convenient to abbreviate $in_A \cup out_A$ as $ext_A$ and $ext_A \cup \{\tau\}$ as $act_A$. In order to increase clarity we often explicitly suffix actions with direction of communication. If $(s, a, s') \in steps_A$, then we write $s \xrightarrow{a!} s'$ if $a \in out_A$, and $s \xrightarrow{a?} s'$ if $a \in in_A$. Notice that labels $a!$ and $a?$ still denote exactly the same action, and we can drop the suffixes whenever the direction of communication is clear from the context or irrelevant.
Definition 3.2 An execution of an I/O-automaton $A$ starting in a state $s_0$ is a finite sequence of labels $s_0, a_0, s_1, a_1, s_2, a_2, \ldots, s_{n-1}, a_{n-1}, s_n$ such that all $s_i$’s are members of $\text{states}_A$, all $a_i$’s are members of $\text{act}_A$ and for every $k = 0 \ldots n - 1$ it is the case that $s_k \xrightarrow{a_k} A s_{k+1}$.

Definition 3.3 A trace $\sigma$ of an I/O-automaton $A$ is an execution $\psi$ of $A$ starting in a state $s_0 \in \text{start}_A$, with all the states and internal $\tau$ actions deleted:

$$\sigma = \psi \upharpoonright \text{ext}_A$$

where $\sigma \upharpoonright X$ denotes the trace created from $\sigma$ by removing all symbols that are not in the set $X$. The set of all traces of automaton $A$ is denoted $\text{Tr}_A$.

Two I/O-automata $A$ and $B$ are syntactically composable if their input and output sorts do not overlap: $\text{in}_A \cap \text{in}_B = \emptyset$ and $\text{out}_A \cap \text{out}_B = \emptyset$. Two syntactically composable automata $A = (\text{states}_A, \text{start}_A, \text{in}_A, \text{out}_A, \text{steps}_A)$ and $B = (\text{states}_B, \text{start}_B, \text{in}_B, \text{out}_B, \text{steps}_B)$ can be composed into a single automaton $A \upharpoonright B = (\text{states}_{A \upharpoonright B}, \text{start}_{A \upharpoonright B}, \text{in}_{A \upharpoonright B}, \text{out}_{A \upharpoonright B}, \text{steps}_{A \upharpoonright B})$, where $\text{states}_{A \upharpoonright B} = \text{states}_A \times \text{states}_B$, $\text{start}_{A \upharpoonright B} = \text{start}_A \times \text{start}_B$, $\text{in}_{A \upharpoonright B} = \text{in}_A \cup \text{in}_B \setminus \text{out}_A \setminus \text{out}_B$, $\text{out}_{A \upharpoonright B} = \text{out}_A \cup \text{out}_B \setminus \text{in}_A \setminus \text{in}_B$, and $\text{steps}_{A \upharpoonight B}$ are all the transitions defined according to the following rules:

<table>
<thead>
<tr>
<th>$s_1 \xrightarrow{a} s_1'$</th>
<th>$a \in \text{ext}_A \setminus \text{ext}_B$</th>
<th>$s_2 \xrightarrow{a} s_2'$</th>
<th>$a \in \text{ext}_B \setminus \text{ext}_A$</th>
<th>$s_1 \xrightarrow{a} s_1'$</th>
<th>$s_2 \xrightarrow{a} s_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(s_1, s_2) \xrightarrow{a} (s_1', s_2)$</td>
<td>$(s_1, s_2) \xrightarrow{a} (s_1', s_2')$</td>
<td>$(s_1, s_2) \xrightarrow{a} (s_1', s_2')$</td>
<td>$(s_1, s_2) \xrightarrow{a} (s_1', s_2')$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In practice unreachable states may be removed from the product, without affecting any of the results presented below.

The standard notion of refinement for I/O automata is based on language inclusion:

Definition 3.4 An I/O-automaton $A$ refines (implements) an I/O-automaton $B$, written $A \preceq B$, if they have the same signatures, $\text{in}_A = \text{in}_B$ and $\text{out}_A = \text{out}_B$, and the language of $A$ is included in the language of $B$: $\text{Tr}_A \subseteq \text{Tr}_B$.

4 Interfaces

An interface is a specification of services provided (or guaranteed) by a component and a specification of assumptions under which these services will be provided. To emphasize this dual nature of interfaces, we define an interface model to be a pair $(E, S)$ of I/O-automata: $E$ modeling the environmental assumptions, and $S$ modeling the provided guarantees.

Definition 4.1 A pair of I/O-automata $(E, S)$ is an interface if $E$ models an environment closing a specification $S$, i.e. $\text{in}_E = \text{out}_S$ and $\text{out}_E = \text{in}_S$.

The environment automaton $E$ drives the specification automaton $S$. Any implementation $I$ of $S$ may only, if it is communicating with a component conforming to $E$, provide the behaviors of $S$. The behavior of $I$ on sequences
of inputs that cannot be provided by \( E \) is not constrained. The notion of language inclusion (Def. 3.4) is not suitable for expressing this kind of context-dependent refinement. To remedy this deficiency we introduce a relativized form of refinement that directly treats the two parts of interfaces:

**Definition 4.2** An I/O-automaton \( I \) refines an I/O-automaton \( S \) in the environment \( E \), written \( E \models I \preceq S \), iff both \( I \) and \( S \) are syntactically composable with \( E \) (\( \text{in}_I = \text{in}_S = \text{out}_E \) and \( \text{out}_I = \text{out}_S = \text{in}_E \)) and

\[
\text{Tr}_E \cap \text{Tr}_I \subseteq \text{Tr}_E \cap \text{Tr}_S
\]

We say that \( I \) implements the interface \((E, S)\), if \( I \) refines \( S \) in \( E \) (\( E \models I \preceq S \)).

If \((E, S)\) is an interface, then \((F, S)\) is an interface with **stronger assumptions** if \( F \) is an environment that can see more differences between potential implementations than \( E \) can see. In other words \( F \) allows a smaller set of implementations than \( E \). We will also say that \((E, S)\) has **weaker assumptions** than \((F, S)\) (allows a bigger set of implementations). We formalize this intuition by introducing an information ordering on environments:

**Definition 4.3** An I/O-automaton \( F \) is more discriminating than an I/O-automaton \( E \), written \( E \preceq F \), if \( F \) can distinguish more systems than \( E \) (so \( F \)-relativized refinement is a stronger relation than \( E \)-relativized refinement):

\[
E \preceq F \quad \text{iff} \quad \forall S_1, S_2. F \models S_1 \preceq S_2 \Rightarrow E \models S_1 \preceq S_2
\]

There exists a very powerful and simple characterization of discrimination based on trace inclusion:

**Theorem 4.4** Let \( E, F \) be two I/O-automata such that \( \text{in}_E = \text{in}_F \), \( \text{out}_E = \text{out}_F \), and \( \text{in}_E \) is nonempty. Then \( E \preceq F \) if and only if \( E \preceq F \).

Note that while the definition of discrimination is intentional and abstract (quantifies over all possible systems), the characterization given by Theorem 4.4 is reduced to a machine checkable procedure like model checking. Moreover the proofs involving discrimination can now be reduced to language inclusion proofs, which greatly simplifies further developments.

The notion of discrimination and its simple characterization will soon prove fundamental. If \( E \preceq F \) and some implementation \( I \) implements \((F, S)\) it is also known to implement \((E, S)\). So we can reason about the classes of environments that \( I \) is suitable for. Moreover such strengthening of the environment part of the interface allows performing optimizations on implementations: if \( I \) implements \((E, S)\) in general, but in the specific network of distributed systems \( I \) interacts with an environment that is not more discriminating than \( F \), the compiler is allowed to optimize the implementation with respect to this specific environment, for example removing unnecessary behavior.

Perhaps most importantly for the current work, we will use discrimination as the order on the space of automata, which will be instrumental to
characterize the power of the interfaces synthesized in the framework.

5 Interface Compositions

We would like to approximate compositions of components by compositions of their interfaces. For any two compatible interfaces we should be able to derive an interface of their composition, or more precisely the one that is implemented by any two implementations of the respective interfaces.

We say that two interfaces are syntactically composable if the I/O-automata comprising them are pointwise syntactically composable (see p. 6). This guarantees that any two components \( I_1 \) and \( I_2 \) implementing two syntactically composable interfaces \((E_1, S_1)\) and \((E_2, S_2)\) respectively, are also syntactically composable. The question that we want to address is whether \( I_1 \) and \( I_2 \) are also dynamically compatible, so that \( I_1 \) does not violate the environmental assumptions of \( E_2 \) and that \( I_2 \) does not violate the environmental assumptions of \( E_1 \).

Moreover we shall be interested in establishing what is the interface implemented by \( I_1 \| I_2 \), if they are indeed compatible. We may be tempted to say that the interface of the composed system is the composition of interfaces: \((E_1|E_2, S_1|S_2)\). Unfortunately the construction proposed in such an ad hoc, unmotivated way, will likely be unsound.\(^2\) Instead we state the requirements for the resulting composition intentionally, in general terms. We want to require that the result of composition of \((E_1, S_1)\), with \((E_2, S_2)\) is an interface \((E, S_1|S_2)\), such that composition of any two implementations \( I_1, I_2 \) of \((E_1, S_1)\) and \((E_2, S_2)\), implements \((E, S_1|S_2)\):

\[
\forall I_1, I_2. E_1 \models I_1 \leq S_1 \text{ and } E_2 \models I_2 \leq S_2 \text{ implies } E \models I_1|I_2 \leq S_1|S_2 . \quad (1)
\]

We shall hope that there exists a maximal such environment \( E \) with respect to \( \sqsubseteq \). In such a case no other environment \( F \) satisfying (1) could be more critical about comparing the implementations to their specifications. This corresponds to \( E \) being the weakest assumption possible for the composed interface, which is a highly desirable property of any composition operator.

Finally the environment satisfying requirement (1) may not always exist. For example this is the case, if \( S_1 \) unconditionally, independently of \( E \)'s behavior, violates the assumptions of \( S_2 \) expressed in \( E_2 \). In this case \((E_1, S_1)\) and \((E_2, S_2)\) are said to be incompatible.

Figure 5 shows an interface AlwaysFail, which has a signature compatible with the signature of Client. Nevertheless the dynamic types of Client and AlwaysFail are incompatible in that they share only one nonempty trace, consisting of one step, and this trace ends in a deadlock.

Let us now continue more formally with a theorem stating that the requirement (1) given above is well defined, i.e: we can find a unique solution

\(^2\) Indeed the construction mentioned here uses too weak assumptions to be generally correct.
Fig. 5. The interface $\text{AlwaysFail}$. 

to it, where uniqueness is understood in terms of the discriminating power:

**Theorem 5.1** For any two interfaces $(E_1, S_1)$ and $(E_2, S_2)$, if there exists an environment $E$ such that

$$\forall I_1, I_2, E_1 \models I_1 \leq S_1 \text{ and } E_2 \models I_2 \leq S_2 \text{ implies } E \models I_1|I_2 \leq S_1|S_2 \quad (2)$$

then there also exists a greatest such $E$ with respect to $\sqsubseteq$.

The above theorem can be treated as a sanity check on our requirements for interface composition. Still, although sane, the requirements themselves seem very general. They include a universal quantification over all possible implementations. Even if the requirement is known to have a solution with a unique set of traces in the general case, the existence proof is not constructive, or frankly, it is completely useless if one wanted to implement the framework. For that reason we propose a conservative characterization of the composition operator, and then develop it formally, showing a constructive algorithm computing it.

Intuitively we should require that any environment $E$ satisfying (1) should not force $S_1$ into behavior towards $S_2$ that would violate $S_2$’s environmental assumptions. Similarly $E$ should not drive $S_2$ into behavior that would violate $S_1$’s environmental assumptions expressed in $E_1$. This intuition brings us to the following system of behavioral inequalities:

$$\begin{cases} 
E|S_1 \sqsubseteq E_2 \\
E|S_2 \sqsubseteq E_1
\end{cases} \quad (3)$$

It turns out that this characterization subsumes the first one. Any solution of (3) also satisfies (1), or alternatively the set of solutions of (3) is embedded in the lattice of solutions of (1):

**Theorem 5.2 (Soundness)** Consider any two interfaces $(E_1, S_1)$, $(E_2, S_2)$
and an environment $E$ such that

$$
\begin{align*}
E|S_1 &\subseteq E_2 \\
E|S_2 &\subseteq E_1
\end{align*}
$$

For any two I/O-automata $I_1$ and $I_2$ if

$$
E_1 \models I_1 \leq S_1 \text{ and } E_2 \models I_2 \leq S_2
$$

then also

$$
E \models I_1|I_2 \leq S_1|S_2.
$$

Now briefly consider the theorem in the opposite direction. Can we indeed prove that the set of solutions of (1) is the same as the set of solutions to (3)? In fact this is not possible in the general case, as $E_1$ and $E_2$ can be made artificially small: in such a case there will be many $E$’s that satisfy (1), but do not satisfy (3). Consider the following counterexample.

Let $E_1$ and $E_2$ both be mute environments, i.e. they do not produce any outputs, despite their signatures containing some. A mute environment $M$ consists of a single state with self-loop transitions for all the inputs contained in its signature and no other transitions. At the same time let $S_1, S_2$ be universal specifications, i.e. they can produce all input-enabled traces allowed by their signatures. A universal specification $U$ consists of a single state with self-loops for all inputs and outputs contained in the signature.

We can easily conclude that $E_1 \models I_1 \leq S_1$ for any $I_1$ (because $S_1$ has all possible traces and thus implies $Tr_{I_1} \cap Tr_{E_1} \subseteq Tr_{S_1} \cap Tr_{E_1}$ for all $I_1$). Similarly $E_2 \models I_2 \leq S_2$ for any $I_2$. Also $E \models I_1|I_2 \leq S_1|S_2$ for any statically suitable $E$ because of the maximality of $S_1$ and $S_2$. Since the latter holds for any $E$ it also holds for the universal (the maximal) one. But then $E|S_1 \nsubseteq E_2$ because the left hand side of the inequality is universal while the right hand side is mute. By Theorem 4.4 we arrive at $E|S_1 \nsubseteq E_2$. So a universal $E$ is a valid set of assumptions for the interface $(E, S_1|S_2)$ according to (1), but it cannot be derived as a solution of (3) due to unnecessary restrictiveness of $E_1$ and $E_2$.

We conjecture that it is possible to prove a restricted form of the completeness theorem (the reverse of Thm. 5.2), where some assumptions about the strength of the environmental parts of interfaces are made (namely that $E_1$ and $E_2$ are not too strong with respect to $S_1$ and $S_2$). Nevertheless we envision that this result would only be of theoretical interest. In practice the designer wants to have the freedom to produce his interfaces by combining variants of environments with the same system specification and vice versa, without worrying about their relative strength. Thus, it is necessary to allow non-maximal versions of environment components.

Consider the above example once again. The problem with $E$ being universal is that it obeys our intended property (1), but still is able to drive $I_1$ and
I\textsubscript{2} into some states that environments satisfying (3) would never be able to force them into. This cannot possibly cause any correctness problems because of the generality of S\textsubscript{1} and S\textsubscript{2} that indeed allow all possible behavior. Nevertheless it may affect the product line derivation process. A clever compiler can specialize I\textsubscript{1} and I\textsubscript{2} with respect to E\textsubscript{1} and E\textsubscript{2} so that the size of the generated code (or other objective function) is minimized, without E\textsubscript{1} and E\textsubscript{2} noticing any difference. If we then use such specialized implementations in the composition (I\textsubscript{1}/I\textsubscript{2}), the synthesized general environment E will potentially see the difference between their original versions and the specialized ones. For that reason it is better for the interface derivation framework to respect the instructions of the designer and avoid synthesizing environment components of interfaces that are more general (weaker) than the environment components of interfaces being composed. So ultimately we recommend adhering to the stronger characterization (3). After all the designer might have strengthened the assumptions in E\textsubscript{1} and E\textsubscript{2} intentionally.

Last but not least we have to consider the case where the interfaces are incompatible. If no E exists that can ensure that the assumptions of the components are met then we term the two components incompatible, as given by the following definition:

**Definition 5.3** Interfaces (E\textsubscript{1}, S\textsubscript{1}), (E\textsubscript{2}, S\textsubscript{2}) are incompatible if there is no I/O-automaton E such that:

\[ E|S_{1} \subseteq E_{2} \text{ and } E|S_{2} \subseteq E_{1}. \]

The method for solving systems of inequalities presented in the next section will also detect this situation.

### 6 Systems of Behavioral Inequalities

As we have just argued, computing compositions of interfaces requires a method for finding solutions of systems of linear inequalities. In particular we are interested in systems of inequalities of the following form:

\[
C(E) : \begin{cases} 
E|S_{1} \subseteq F_{1} \\
\vdots \\
E|S_{m} \subseteq F_{m}
\end{cases}
\]

where \( \{S_{i}\}_{i=1..m} \) and \( \{F_{i}\}_{i=1..m} \) are constants (fixed known I/O-automata) and E is a single unknown. We are interested in finding one of the greatest such E’s with respect to \( \subseteq \). If no solutions exist then incompatibility between components should be reported.

Notice that for all i such that \( in_{E|S_{i}} \) is empty (and correspondence between refinement and simulation breaks) the ith constraint can be removed from the system. It does not restrict E’s behavior in any way. Ultimately, thanks
to Theorem 4.4, we can restrict our problem to solving inequalities of the following kind:

$$\mathcal{C}(E) : \begin{cases} E|S_1 \leq F_1 \\ \vdots \\ E|S_m \leq F_m \end{cases}$$

(5)

where all $in_{E|S_i}$ sets are nonempty. For simplicity of exposition we shall also assume that all I/O-automata involved in the systems are deterministic. Otherwise they can be determinized without loss of information, as long as our refinement criterion is based on language inclusion. It should be emphasized though, that this assumption is not inherent to the method.

We should now state a property similar to Theorem 5.1, but formulated for systems of inequalities instead of our intentional requirements for composition. This time we expand it to any number of constraints and do not require that all the I/O-automata come from the same interfaces.

**Theorem 6.1** Let $\{(E_i, S_i)\}_{i \in 1..m}$ be a finite set of interfaces, and $\{F_i\}_{i \in 1..m}$ be a finite set of environments, such that for each $i \in 1..m$. $in_{E_i} = in_{F_i} \neq \emptyset$ and $out_{E_i} = out_{F_i}$. Let $\mathcal{C}(E)$ be a system of inequalities containing a constraint $E|S_i \leq F_i$ for each $i \in 1..m$:

$$\mathcal{C}(E) : \begin{cases} E|S_1 \leq F_1 \\ \vdots \\ E|S_m \leq F_m \end{cases}$$

If $\mathcal{C}(E)$ has a solution (an I/O-automaton satisfying all the constraints), then $\mathcal{C}(E)$ also has a greatest solution with respect to $\subseteq$.

We solve the systems of inequalities by first constructing a corresponding modal transition system, and then choosing a maximal solution from its states and transitions. Intuitively modal transition systems can be seen as I/O-automata with transition set partitioned into two may and must classes.

**Definition 6.2** A modal transition system is a quadruple $S = (Q, A, \rightarrow_{\text{may}}, \rightarrow_{\text{must}})$, where $Q$ is a set of systems of constraints (states), $A$ is a set of actions, $\rightarrow_{\text{may}} \subseteq Q \times A \times Q$ is the may transition relation, and $\rightarrow_{\text{must}} \subseteq Q \times A \times Q$ is the must transition relation.

Systems of inequalities can be seen as sets of constraint pairs $\{(S_1, F_1), \ldots, (S_m, F_m)\}$ over the solution $E$. The constraints evolve over time, when any of their components, including the unknown $E$, take some actions. This evolution comprises not only state changes of the I/O-automata, but also removing and introducing constraints. Clearly, legal actions of the unknown component $E$ in any of its states are dependent on the states of the constraints—on what all the $S_i$’s and all the $F_i$’s can do. This is why we label states of our modal transition systems with systems of inequalities (sets of constraints). All the
steps that are allowed by the constraints, but are not strictly required should give rise to *may* transitions in the modal transition system. While all the steps that are strictly required give rise to corresponding *must* transitions.

Formally a set of constraints \( \{(S_1, F_1), \ldots, (S_m, F_m)\} \) induces a modal transition system \( \mathcal{E} = (Q, A_0, \rightarrow_{\text{may}}, \rightarrow_{\text{must}}) \) where \( Q \) is the set of constraints over states of \( S_i \)'s and \( F_i \)'s enriched with a distinct primitive constraint False, \( A_0 \) is equal to the set \( \{(S_1, F_1), \ldots, (S_m, F_m)\} \) of initial constraints, and the transition relations are defined according to the following rules:

\[ E \xrightarrow{a_{\text{may}}} E' \text{ if and only if both of the following rules are satisfied:} \]

(i) For all \((S, F) \in E\) such that \(a \in \text{out}_E \setminus \text{in}_S\): if there exists \(F'\) such that \(F \xrightarrow{a} F'\) then \((S, F') \in E'\) else False \(\in E'\)

(ii) For all \((S, F) \in E\) such that \(a \in \text{out}_E \cap \text{in}_S\) and \(S \xrightarrow{a} S'\) also \((S', F) \in E'\)

\[ E \xrightarrow{a_{\text{must}}} E' \text{ if and only if both of the following rules are satisfied:} \]

(i) For all \((S, F) \in E\) such that \(a \in \text{in}_E \setminus \text{out}_S\) and \(F \xrightarrow{a} F'\) also \((S, F') \in E'\)

(ii) For all \((S, F) \in E\) such that \(a \in \text{in}_E \cap \text{out}_S\) if \(S \xrightarrow{a} S'\) then \((S', F) \in E'\)

Each state \(E \in Q\) of \(\mathcal{E}\) is minimal such that it satisfies the above transition rules and the following *closure rules*:

(i) whenever \((S, F) \in E\) and \(a \in \text{ext}_S \cap \text{ext}_F\) and \(S \xrightarrow{a} S'\) and \(F \xrightarrow{a} F'\) then also \((S', F') \in E\).

(ii) whenever \((S, F) \in E\) and \(a \in \text{ext}_S \cap \text{ext}_F\) and \(S \xrightarrow{a} S'\) and there is no \(F'\) such that \(F \xrightarrow{a} F'\) then also False \(\in E\).

**Definition 6.3** A state consistency relation \(S\) over a modal transition system \(\mathcal{E} = (Q, A, \rightarrow_{\text{may}}, \rightarrow_{\text{must}})\) is a subset of \(Q\) such that if \(E \in S\) then False \(\notin E\) and whenever \(E \xrightarrow{a} \rightarrow_{\text{must}} E'\) then \(E' \in S\).

**Definition 6.4** A consistent set of transitions \(T\) of a modal transition system \(\mathcal{E} = (Q, A, \rightarrow_{\text{may}}, \rightarrow_{\text{must}})\) with respect to a state consistency relation \(S\) is a maximal subset of \(\rightarrow_{\text{may}} \cup \rightarrow_{\text{must}}\), where whenever \((s, a, s') \in T\) then \(s \in S\) and \(s' \in S\).

**Theorem 6.5 (Soundness & Completeness)** Let \(C(E)\) be a system of inequalities

\[
C(E) : \begin{cases}
E|S_1 \leq F_1 \\
: \\
E|S_m \leq F_m
\end{cases}
\]
and $\mathcal{E} = (Q, A, \rightarrow_{\text{may}}, \rightarrow_{\text{must}})$ be a modal transition system induced by $C$. Then the maximal solution of $C(E)$ is an I/O-automaton $E$ such that its set of states $\text{states}_E$ is a maximal consistency relation over $\mathcal{E}$,

$$\text{start}_E = \{(F_1, S_1), \ldots, (F_m, S_m)\},$$

$$\text{in}_E = \bigcup_{i=1}^{m} (\text{in}_{F_i} \setminus \text{in}_{S_i}) \cup \bigcup_{i=1}^{m} (\text{out}_{S_i} \setminus \text{out}_{F_i})$$

$$\text{out}_E = \bigcup_{i=1}^{m} (\text{out}_{F_i} \setminus \text{out}_{S_i}) \cup \bigcup_{i=1}^{m} (\text{in}_{S_i} \setminus \text{in}_{F_i})$$

and its set of transitions $\text{step}_E$ is a maximal consistent set of transitions of $\mathcal{E}$ with respect to states $\text{states}_E$. If the maximal state consistency relation of $\mathcal{E}$ is empty then $C$ has no solutions.

In practice a greatest solution can be found without constructing the entire modal transition system induced by $C(E)$. Instead a fixpoint computation is applied, which only constructs the consistent part. We start with the set of states $Q$ equal to the initial set of inequalities and then add transitions and new states applying the transition rules and the closure rules described above. If a state containing FALSE is found then the exploration is not pursued beyond that point. Also all may transitions targeting this state, so far and in the future, should be dropped. If there are any must transitions targeting a FALSE state then not only the transitions leading to it, but also their source states (transitively backwards over must transitions) are dropped. The computation reaches a fixpoint on a greatest solution of $C(E)$, or on the empty sets of states and transitions, when the system of inequalities has no solutions at all.

## 7 Related Work

Interface automata have been originally proposed by de Alfaro and Henzinger in [2,3], and then extended with time and resource information in [1] and [4]. Our work relates directly to the original, discrete version of [2]. It can be seen as an alternative, more systematic approach of reaching similar results. To strengthen the case, we have used some examples from [3] in this presentation, adapting them to our framework. We have also aligned our terminology with [2] as much as possible.

Alfaro’s and Henzinger’s setting considers blocking systems, natural in modeling of transaction services (like web services). A similar approach is taken in [12], also targeting compatibility of web services. We work in the input-enabled asynchronous setting of I/O-automata [11], which is closer to implementation of embedded systems, and preferred in design of distributed algorithms. Interestingly we reach very similar results to [2], as we exploit models of environments to encode information similar to blocking.

Another advantage of our work is that we explicitly guarantee maximality
of the interface composition, and that our composition operator is formally derived as a solution to a system of constraints, while in [2] it is proposed in a more arbitrary fashion. Last, but not least, the explicit separation of assumptions (environments) and guarantees (specifications), absent in [2] increases the modeling capabilities allowing modeling variants of similar components, by embedding them in various environments [8]. Interestingly the authors of [3] discuss stateless interfaces with explicit assume/guarantee separation, but they do not take this division all the way into the behavioral framework.

To the best of our knowledge similar properties have not been studied in the I/O automata community yet.

The notion of relativized refinement and equivalence (more precisely simulation and bisimulation) is due to Larsen [5,6]. It was also applied in the setting of protocol verification [10], automatic program testing [9] and modeling software product lines [8]. Here we have adapted it to a relativized language inclusion based refinement.

The general method of solving systems of behavioral equations using disjunctive modal transition systems and bisimulation as a requirement was published in [7]. The method presented in section 6 is an adaptation of this earlier work to an input-enabled setting and language-inclusion based refinement. The original method does not assume determinism of processes in the system of constraints.

8 Conclusion & Future Work

We have proposed an interface theory for networks of distributed asynchronous components modeled as input-enabled I/O automata. The very characteristic feature of our interfaces was an explicit separation of assumptions from guarantees. Apart from the usual software engineering advantages offered by such separation, here it allows a possibility of describing families of related interfaces that model families of related components (product lines).

Our derivation of interface composition has been systematic: we have stated requirements for composition and reduced the problem to finding a solution of a corresponding system of behavioral inequalities. We have described an automatic method for solving systems of inequalities arising in our setup.

In the future we would also like to investigate systematic derivation of the specification part of an interface composed from \((E_1,S_1)\) and \((E_2,S_2)\). In the present work we have somewhat arbitrarily decided to set it to \(S_1|S_2\), whereas it would be interesting to arrive at this result from general requirements in a more systematic manner. The second awaited extension is the support for contravariant refinement: namely one that would allow refinement between specification of various signatures in the spirit of [2]. Finally it may prove interesting to weaken the power of environment components by introducing concepts similar to color-blindness [8], in order to increase the modeling power for defining software product lines.
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