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ABSTRACT

Each user in the uplink of an Orthogonal Frequency Division Multiple Access (OFDMA) system may experience a different carrier frequency offset (CFO). These uncorrected CFOs destroy the orthogonality among subcarriers, causing inter-carrier interference and multi-user interference, which degrade the system performance severely. In this paper, novel time-domain multi-user interference cancellation schemes for OFDMA uplink are proposed. They employ an architecture with multiple OFDMA-demodulators to compensate for the impacts of multi-user CFOs at the BS’s side. Analytical and numerical evaluations show that the proposed schemes achieve a significant performance gain compared to the conventional receiver and a reference frequency-domain multi-user interference cancellation scheme. In a particular scenario, a maximum CFO of up to 40% of the subcarrier spacing can be tolerated, and the CFO-free performance is maintained in the OFDMA uplink. The proposed schemes outperform the multi-user interference cancellation techniques for Orthogonal Frequency Division Multiple Access (OFDMA) available in literature with comparable or lower complexity.
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I. INTRODUCTION

In recent years, Orthogonal Frequency Division Multiple Access (OFDMA) has emerged as the primary transmission and multiple access scheme for broadband wireless networks. It has been adopted as the Physical Layer (PHY) layer for different broadband wireless networks standards, including the IEEE 802.16 (WiMax), ETSI HiperMAN and SK Telecom’s WiBro. OFDMA is also now a part of the Universal Mobile Telecommunications System (UMTS), the European standard for the 3rd Generation
(3G) cellular mobile communications. Being a multi-user version of the famous Orthogonal Frequency Division Multiplexing (OFDM) technique, OFDMA operates by separating data into multiple lower-rate streams and transmitting them in parallel over orthogonal carrier frequencies, or subcarriers. Due to the orthogonality, those subcarriers are allowed to overlap in the frequency-domain, therefore high spectral efficiency can be achieved. The low-rate parallel subcarriers transmission turns multipath fading channels into flat fading ones, thus simplifying the equalization task at the receiver. In OFDMA, available subcarriers are grouped into sub-channels, which are assigned to different users operating simultaneously. This allows a finer granularity for multiple access, compared to Orthogonal Frequency Division Multiplexing - Time Division Multiple Access (OFDM-TDMA) multiple access scheme, in which all subcarriers are given to one user only at any given time.

OFDMA inherits from OFDM its sensitivity to Carrier Frequency Offset (CFO) and phase noise [1]. The carrier frequency mis-alignment destroys the orthogonality of the subcarriers, which causes Inter-Carrier Interference (ICI) and consequently produces Multi-User Interference (MUI) among users [2]. While the CFO can be estimated and corrected relatively easily in the downlink, preserving orthogonality in the uplink is much more demanding. In the uplink, the received signal is the sum of multiple signals coming from different users, each of which experiences a different CFO due mainly to oscillator instability and/or Doppler shift [3]. These relative CFOs among users must be corrected, otherwise the system performance degrades severely. Downlink CFO correction methods, which are designed for single-user scenario, are unable to correct multiple CFOs in the uplink, as correction to one user’s CFO would misalign the other users [4].

Various studies have been carried out to tackle the multiple CFO problems in the OFDMA uplink scenario, which can be divided into two categories: Interference Avoidance (IA) and Interference Cancellation (IC) methods. Examples of IA schemes includes windowing, self-ICI cancellation and feedback-and-adjust approaches. The windowing approach in [5], [6] shapes the output of the Inverse Discrete Fourier Transform (IDFT) by a window to suppress the side-lobes of the subcarriers, thus reduces the sensitivity to frequency errors. This approach normally causes Carrier to Noise Ratio (CNR) loss, and ICI in the case of no CFOs [7]. The self-ICI cancellation approach is performed in frequency-domain, where a set of codewords with low ICI is used to reduce the side-lobes of the output spectrum. Since the code rate is less than one, the spectrum efficiency is reduced [8]. The feedback-and-adjust schemes are described in [3], [4], which suggest that the Base Station (BS) performs only Timing Offset (TO) and CFO estimation, whereas adjustment of the synchronization parameters is made at the Mobile Station (MS)’s side based on instruction transmitted on the BS’s control channel. The feedback-and-adjust approach requires an established connection between BS and MS, which is not applicable for some scenarios, and additional signalling overhead, which reduces
the system throughput. Also note that, in this approach, there is always a delay between the estimation and adjustment processes, during which the CFO estimation can be outdated (e.g. because of Doppler frequencies) [9].

On the other hand, the IC schemes aim at removing the unwanted ICI and recovering the ideal waveform: In [10], [11], a multiple CFOs estimation and compensation algorithm is introduced based on subspace method. This scheme works only with interleaved subcarrier allocation. A linear multiuser detection scheme is proposed in [2], hereby referred to as Cao-Tureli-Yao-Honan (CTYH), which attempts to restore the orthogonality among users by applying a linear transformation to the Fast Fourier Transform (FFT) output. The interference due to CFOs is suppressed at the price of additional complexity [12]. In [9], a MUI cancellation scheme in frequency-domain is proposed, hence it is referred to as Frequency-Domain Multi-User Interference Cancellation (FD-MUIC) in this paper. In this scheme, circular convolutions are employed after the FFT processing to correct the CFOs, and to calculate the MUI terms, which are then subtracted from the subcarrier of interest. This scheme suffers from the loss of subcarrier’s power when the CFOs are large, and it is unable to completely remove the self-ICI, which occurs among subcarriers of the same user [9].

In this paper, we propose simple but effective IC schemes to mitigate the effects of different CFOs coming from multiple users in the uplink of OFDMA systems. The proposed schemes consist of two stages: Prior to uplink transmission, MS performs a coarse synchronization to BS, using well-known single-user CFO estimation techniques, such as [13], [14], so that the CFO is within a tolerable range. In the second stage, novel signal processing techniques are employed at the BS’s side to estimate and correct the residual CFOs, and to compensate for the ICI. The ICI compensation is performed in time-domain, thus our proposals are hereafter referred to as Time-Domain Multi-User Interference Cancellation (TD-MUIC) schemes. No further adjustment at MS’s side is needed, thus, no additional signalling overhead is required. The maximum tolerable CFO can be as large as 25% of the subcarrier spacing, which is a significant improvement compared to the stringent requirement in Institute of Electrical and Electronics Engineers (IEEE) 802.16a, which is 2% of the subcarrier spacing [15]. A loose CFO requirement means low-cost and simple terminals are allowed in the system. The scheme works with both block and interleaved subcarrier allocations, and does not require special processing block, except the basic and readily-available FFT. Analytical and numerical results show that the proposed schemes offer much better performance compared to the FD-MUIC scheme.

This paper is organized as follows. The system model and conventional receiver structures for the OFDMA uplink are presented in Section II. Section III provides the proposed schemes, along with numerical evaluation assuming perfect CFO knowledge. Simulation results with a practical CFO estimation technique are reported in Section IV, and finally conclusions are drawn in Section V.
II. UPLINK OFDMA RECEIVER STRUCTURES

Let’s consider an OFDMA system using a FFT of size $N$. In this system, the $u^{th}$ user is given a set of subcarriers, denoted as $\Delta_u$, which is independent from the other users, i.e. $\Delta_u \cap \Delta_{u'} = \emptyset$ for $u \neq u'$. The transmitted information of the $u^{th}$ user, after Inverse Fast Fourier Transform (IFFT) operation and Cyclic Prefix (CP) insertion, is given by:

$$x_u(t) = \frac{1}{N} \sum_{k \in \Delta_u} X_u[k] e^{j2\pi \frac{k}{N}(t-T_o)} \Xi_T(t)$$  (1)

where $T_o$ is the OFDMA symbol duration without guard interval, $T_g$ is the guard interval, and $\Xi_T(t)$ is the unity amplitude gate pulse of length $T_s = T_o + T_g$. $X_u[k]$ denotes the information symbol for the $k^{th}$ subcarrier of the $u^{th}$ user. We assume that the transmitted symbols on each subcarrier have zero mean and are uncorrelated, i.e. $E\{X_u[k]\} = 0$ and:

$$E\{X_u[k]X_{u'}[k']^*\} = \begin{cases} 
\sigma_X^2 & \text{for } u = u', k = k' \\
0 & \text{otherwise} 
\end{cases}$$  (2)

Assume that the $u^{th}$ user experiences an independent TO, $\delta t_u$, and frequency-selective fading channel, which are constant during the observation period, the received signal from the $u^{th}$ user is:

$$y_u(t) = \sum_{l=0}^{L-1} h_{u,l} x_u(t - \delta t_u - \tau_{u,l})$$  (3)

where $h_{u,l}$ and $\tau_{u,l}$ are the complex gain and time delay of the $l^{th}$ multipath component experienced by the $u^{th}$ user, respectively. In the OFDMA uplink, the received signal is the sum of the signal from multiple users, which can be expressed as:

$$r(t) = \sum_{u=0}^{U-1} y_u(t) e^{j2\pi \delta f_u t} + v(t)$$  (4)

where $\delta f_u$ is the CFO of the $u^{th}$ user and $v(t)$ is the complex baseband Additive White Gaussian Noise (AWGN) at the input of the OFDMA receiver.

At the receiver, the received signal is sampled at rate $1/\Delta t$ and the CP is removed to form the received vector $\mathbf{r} = [r[0], r[1], \ldots, r[N-1]]^T$, where $r[n] = r(n\Delta t)$. We assume that the CP is long enough to accommodate both the maximum TO and the channel delay spread, and thus there is no influence from the adjacent transmitted OFDM symbols.

A. Single-FFT receiver

In conventional single-FFT receiver, one FFT block is used to demodulate all users at the same time. The output of the single-FFT corresponding to the $u^{th}$ user can be written in matricial form as
follows [2], [9]:

$$Z_u = S_u F_N r = S_u \left( C^p(\epsilon f_u) Y_u + C^s(\epsilon f_u) Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C(\epsilon f_u) Y_{u_1} + V \right)$$  \hspace{1cm} (5)$$

in which $F_N$ stands for the size-$N$ FFT matrix with entries $F_N[n, k] = e^{-j2\pi nk/N}/\sqrt{N}$; $Z_u = [Z_u[0], Z_u[1], \ldots Z_u[N-1]]^T$ and $V = [V[0], V[1], \ldots V[N-1]]^T$, where $Z_u[k]$ and $V[k]$ are the $u^{th}$ user’s observed information and the AWGN contribution at the $k^{th}$ subcarriers, respectively. $Y_u = H_u X_u = [Y_u[0], Y_u[1], \ldots Y_u[N-1]]^T$ is the received signal from the $u^{th}$ user without the effects of CFO. $H_u$ is diagonal matrix of size $N$, whose the $k^{th}$ non-zero diagonal entry, $H_u[k, k] = e^{-j2\pi \frac{k}{N}\epsilon t_u} \sum_{l=0}^{L-1} h_{u,l} e^{-j2\pi \frac{f_l}{F_H} \tau_{u,l}}$ for all $k \in \Delta_u$, is the Channel Transfer Function (CTF) at the $k^{th}$ subcarrier of the $u^{th}$ user. $X_u = [X_u[0], X_u[1], \ldots X_u[N-1]]^T$ is the $u^{th}$ user’s transmitted symbol vector. $\epsilon t_u = \delta t_u/\Delta t$ and $\epsilon f_u = \delta f_u/\Delta f$ are the normalized TO and CFO of the $u^{th}$ user. $S_u$ is a diagonal matrix of size $N$, acting as a filter to select only subcarriers belonging to the $u^{th}$ user, i.e. $S_u(k, k) = 1$ for $k \in \Delta_u$, and all other diagonal elements are zero.

The $N \times N$ matrix $C_{(\phi)}$ represents the shift due to the normalized CFO $\phi$ in frequency-domain. It is a circulant matrix representing the circular convolution operation:

$$C_{(\phi)} = F_N c_{(\phi)} F_N^H = \begin{bmatrix} C(\phi) & C(1+\phi) & \ldots & C(N-1+\phi) \\ C(N-1+\phi) & C(\phi) & \ldots & C(N-2+\phi) \\ \vdots & \vdots & \ddots & \vdots \\ C(1+\phi) & C(2+\phi) & \ldots & C(\phi) \end{bmatrix}$$  \hspace{1cm} (6)$$

where $C(\phi) = \frac{\sin \pi \phi}{N \sin \pi \phi/N} e^{j\pi \phi(N-1)/N}$ is the periodic sinc-function [16], $[\cdot]^H$ in the superscript denotes the Hermitian transpose operation, and $c_{(\phi)}$ is a diagonal matrix of size $N$ representing the CFO in time-domain, whose the $n^{th}$ diagonal element is equal to $e^{j2\pi \frac{n}{N}\phi}$. The size $N$ diagonal matrix $C^p_{(\phi)}$ takes the principal diagonal entries of $C_{(\phi)}$, while $C^s_{(\phi)} = C_{(\phi)} - C^p_{(\phi)}$.

In the uplink of an OFDMA system with non-zero CFOs, the first term in (5) indicates an attenuation of the received signal, since $|C(\epsilon f_u)|$ is always less than one if $\epsilon f_u$ is non-zero. The second term represents the ICI among subcarriers of the same user, which is referred to as self-interference. And the third term is the cross-interference, which is the ICI among active users operating in the uplink. It is important to note that the conventional single-FFT receiver is not effective in multiple CFOs scenario, as it can be aligned to only one user at a given time, and the rest are mis-aligned [3].

B. The FD-MUIC receiver

In [17], the Choi-Lee-Jung-Lee (CLJL) scheme is proposed as an extension to the single-FFT receiver, which allows CFO correction after the FFT using circular convolution. The output of the
CLJL demodulator can be expressed as:

\[ Z_{u}^{\text{CLJL}} = S_u C_{(-\epsilon f_u)} Z_u \]

\[ = S_u \left( C_{(-\epsilon f_u)} S_u C_{(\epsilon f_u)} Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C_{(-\epsilon f_u)} S_u C_{(\epsilon f_u)} Y_{u_1} + C_{(-\epsilon f_u)} S_u V \right) \]  

(7)

where \( C_{(-\epsilon f_u)} \) represents the frequency-domain CFO correction by \(-\epsilon f_u\). In [9], the Carrier to Interference-plus-Noise Ratio (CINR) analysis for CLJL scheme is given as follows:

\[ \text{CINR}_{u,k}^{\text{CLJL}} = \frac{\sigma_H^2 \sigma_X^2}{\sigma_{\text{self}}^2(k) + \sigma_{\text{cross}}^2(k) + N_0} \]  

(8)

\[ \sigma_{\text{cross}}^2(k) = \sum_{u_1=0; u_1 \neq u}^{U-1} \sum_{k_2 \in \Delta_u; k_2 \neq k} \sum_{k_1 \in \Delta_u} C(k_2 - k_1 + \epsilon f_u) C(k_1 - k - \epsilon f_u) \]  

(9)

\[ \sigma_{\text{self}}^2(k) = \sum_{k \in \Delta_u} \left| \sum_{k_1 \in \Delta_u} C(k_2 - k_1 + \epsilon f_u) C(k_1 - k - \epsilon f_u) \right|^2 \]  

(10)

where \( \sigma_H^2 = \frac{E[|H_u|^2]}{\sigma_X^2} \) is the average gain of the \( u \)-th user’s channel, and \( N_0/2 \) is the power spectral density of the AWGN. (8) shows that, when the CFO is large, the CLJL scheme suffers from attenuation of the signal of interest, due to the fact that signal power does not concentrate in the prescribed subcarrier positions [9]. In addition, there exists residual self- and cross-interference terms, which cause the degradation of the system performance. The FD-MUIC scheme proposed in [9] is a Parallel Interference Cancellation (PIC) scheme, which aims at removing the cross-interference. The output of the FD-MUIC demodulator at the \( i \)-th iteration is given by:

\[ Z_{u,i}^{\text{FD-MUIC}} = Z_{u,i-1}^{\text{FD-MUIC}} - \sum_{u_1=0; u_1 \neq u}^{U-1} S_u C_{(-\epsilon f_u)} S_u C_{(\epsilon f_u)} Z_{u_1,i-1}^{\text{FD-MUIC}} \]

\[ = S_u \left( C_{(-\epsilon f_u)} S_u C_{(\epsilon f_u)} Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C_{(-\epsilon f_u)} S_u C_{(\epsilon f_u)} Y_{u_1} + C_{(-\epsilon f_u)} S_u V \right) \]  

(11)

and \( Z_{u,0}^{\text{FD-MUIC}} = Z_{u}^{\text{CLJL}} \). Since the CINR analysis for FD-MUIC scheme in [9] does not account for the fact that the signal of interest is attenuated with non-zero CFO, hence a closer approximation of CINR is introduced here:

\[ \text{CINR}_{u,k,i}^{\text{FD-MUIC}} = \frac{\sigma_H^2 \sigma_X^2}{\sigma_{\text{self}}^2(k) + \sigma_{\text{cross}}^2(k) + N_0} \]  

(12)
\[
\sigma^2_{\text{FD-MUIC}}[k] \approx \sum_{u_1=0; u_1 \neq u}^{U-1} \sum_{k_1 \in \Delta_{u_1}} \left( \sigma^2_{H_{u_1}} \sigma^2_{X_{u_1}} \left( 1 - \sum_{k_2 \in \Delta_{u_1}} \mathcal{C}^2(k_3 - k_2 - \epsilon f_{u_1}) \right) \right)^2 \\
+ \sigma^2_{\text{CLJL}}[k_2] + \sigma^2_{\text{FD-MUIC}}[k_2] + N_o \right) \sum_{k_1 \in \Delta_u} \mathcal{C}(k_2 - k_1 + \epsilon f_{u_1}) \mathcal{C}(k_1 - k - \epsilon f_u) \right)^2 \\
\text{for } i \geq 1
\]

where \( \sigma^2_{\text{FD-MUIC}}[k] = \sigma^2_{\text{CLJL}}[k] \).

To provide comparable results with [9], we consider the same OFDMA uplink system, where the number of user is \( U = 4 \). Each user is allocated 16 subcarriers \((N = 64)\), and the CFOs are \( \epsilon f_1 = 0.10, \epsilon f_2 = -0.10, \epsilon f_3 = -0.05 \) and \( \epsilon f_4 = 0.05 \), respectively. Two subcarrier allocation schemes are considered: Block- and interleaved-allocation. In block allocation, the spectrum is uniformly divided into \( U \) blocks, where each user is assigned one block. In interleaved allocation, the subcarriers are uniformly interleaved across all the users. The CNR is 40dB, and we assume perfect CFO knowledge at the receiver. In Fig. 1, the average CINR performance of the FD-MUIC scheme is plotted against the number of iterations. The average CINR is computed by averaging the CINR at all subcarrier from all users. Two methods of CINR analysis are compared to simulation results: Huang-Letaief (HL) refers to the analysis provided in [9], while Nguyen-Carvalho-Prasad (NCP) refers to equation (12). Both methods are named after their authors. It can be seen that our method provides much closer approximation, since the power loss due to filtering process has been taken into account. It is also worthy to note that, in FD-MUIC scheme, the interleaved allocation outperforms the block after few iterations. This is due to the fact that self-interference term, which cannot be removed by FD-MUIC scheme, is smaller in the case of interleave allocation, compared to the block case.

C. CTYH receiver

The CTYH receiver is based on a single-FFT receiver, which aims at reconstructing the orthogonality among users in frequency-domain [2]. This goal is obtained by means of a linear transformation applied to:

\[
Z = \sum_{u=0}^{U-1} Z_u = \Pi H X + V
\]

where \( Z_u \) is defined in (5), \( \Pi = \sum_{u=0}^{U-1} C_{(\epsilon f_u)} S_u \) is the \( N \times N \) interference matrix, \( H = \sum_{u=0}^{U-1} H_u \) is CTF matrix and \( X = \sum_{u=0}^{U-1} X_u \) is the transmitted symbol vector. The linear unbiased Minimum Mean Square Error (MMSE) estimator [18] is chosen for performance comparison in section III-A. The output CINR of the linear unbiased MMSE estimator at the \( k^{\text{th}} \) subcarrier is given by [18], [19]:

\[
\text{CINR}_k = \frac{\mathcal{C}(k_2 - k_1 + \epsilon f_{u_1}) \mathcal{C}(k_1 - k - \epsilon f_u)}{\mathcal{C}(k_2 - k_2 - \epsilon f_{u_1})}
\]
CINR\textsuperscript{CTYH,MMSE},k = \frac{\sigma^2_X}{\left[H^H \Pi H + \frac{N_o}{\sigma^2_X} I\right]^{-1} N_o}_{kk} - 1 \quad (15)

where all users transmit with equal power (i.e. $\sigma^2_X = \sigma^2_X$ for all $u$) and $[.]_{kk}$ denotes the $k\text{th}$ diagonal element. It is worth noting that the CTYH receiver cannot achieve CFO-free performance, because it is based on a linear transformation technique.

\section*{D. Multi-FFT receiver}

In multi-FFT receiver structure, each active user is assigned one OFDM-demodulator block, so that their CFOs can be compensated for independently in the time-domain. After CFO compensation, the output of the OFDM demodulator belonging to the $u\text{th}$ user can be expressed as [20]:

$$Z_{mFFT}^u = S_u F NC_{(-\epsilon f_u)} r = S_u \left(Y_u + \sum_{u_1=0,u_1\neq u}^{U-1} C_{(\epsilon f_{mFFT}^{u_1-u})} Y_{u_1} + C_{(-\epsilon f_u)} V\right) \quad (16)$$

where $c_{(-\epsilon f_u)}$ represents the time-domain CFO correction by $-\epsilon f_u$, and $[.]^\text{mFFT}$ in superscript refers to the fact that multiple FFT blocks are employed. $\epsilon f_{mFFT}^{u_1-u} = \epsilon f_{u_1} - \epsilon f_u$ denotes the relative CFO between the $u\text{th}$ and $u_1\text{th}$ user. (5) and (16) show that, by using the multi-FFT receiver, the attenuation factor and the self-interference have disappeared for the desired $u\text{th}$ user, provided that its CFO, $\epsilon f_u$, is estimated correctly. However, the cross-interference term is still present, and can sometimes become larger due to the fact that the new CFO, $\epsilon f_{mFFT}^{u_1-u}$, might be larger than the original one, $\epsilon f_{u_1}$. This tends to cause significant performance degradation [17], and the aim of the this paper is to further remove such interference to achieve the CFO-free performance.

\section*{III. OUR PROPOSALS}

(16) indicates that the cross-interference term is a deterministic function, which depends on the transmitted data symbols, the channel frequency responses, the TOs and CFOs of all other active users in the OFDMA system. In the case of cellular’s uplink, these parameters are estimated by, and therefore, available to the BS, which inspires the idea of applying the principle of multiuser interference cancellation. In this section, two MUI receiver structures are proposed for the OFDMA uplink, namely Simple Time-Domain Multi-User Interference Cancellation Scheme (SI-MUIC) and Code-Aided Time-Domain Multi-User Interference Cancellation Scheme (CA-MUIC). They are both based on the multi-FFT receiver, as illustrated in Fig. 3, and their algorithms are explained as follows:
A. The SI-MUIC scheme

Assume that users are sorted in order of their Received Signal Strengths (RSSs), and the BS processes from the user with the strongest received power to the one with lowest power, thus increases the chance of correct estimation and decoding. The iterative Successive Interference Cancellation (SIC) implementation of SI-MUIC scheme can be shown as following:

SI-MUIC’s SIC Algorithm

Initialization: Set \( i = 0 \)
\[
\hat{r}_{u,i}^{SI-MUIC} = 0 \quad \text{for} \quad u = 0, 1, \ldots, U - 1
\]  
\[ (17) \]

Loop A: \( i = i + 1 \) and \( u = 0 \)

Loop B:
\[
Z_{u,i}^{SI-MUIC} = S_u F_N c(\epsilon_f) \left( r - \sum_{u_1=0}^{u-1} \hat{r}_{u_1,i}^{SI-MUIC} - \sum_{u_2=u+1}^{U-1} \hat{r}_{u_2,i-1}^{SI-MUIC} \right)
\]
\[ (18) \]
\[
\hat{r}_{u,i}^{SI-MUIC} = c(\epsilon_f) F_N^H Z_{u,i}^{SI-MUIC}
\]
\[ (19) \]
\[
u = u + 1
\]

Go to Loop B until \( u > U - 1 \)

Go to Loop A until \( i > N_{loop} \)

In the algorithm, \( \hat{r}_{u,i}^{SI-MUIC} \) denotes the feedback signal from the \( u \) th user at the \( i \) th step. The demodulation and calculation of the feedback signal in the SI-MUIC scheme is illustrated in Fig 4. (18) can be re-written as:

\[
Z_{u,i}^{SI-MUIC} = S_u \left( Y_u + \sum_{u_1=0}^{u-1} C(\epsilon_f M_{FFT}) \hat{r}_{u_1,i}^{SI-MUIC} + \sum_{u_2=u+1}^{U-1} C(\epsilon_f M_{FFT}) \hat{r}_{u_2,i-1}^{SI-MUIC} + C(\epsilon_f) V \right)
\]
\[ (20) \]

\[
I_{u,i}^{SI-MUIC} = \begin{cases} 
Y_u & i = 0 \\
Y_u - S_u Z_{u,i}^{SI-MUIC} & i > 0 
\end{cases}
\]
\[ (21) \]
where \( I_{u,i}^{SI-MUIC} \) is the residual estimation error after the \( i \) th iteration. (16) and (20) are identical, except that, for \( i > 0 \), the received signal \( Y_{u_1} \) has been replaced by the estimation error, \( \hat{r}_{u_1,i}^{SI-MUIC} \) or \( \hat{r}_{u_2,i-1}^{SI-MUIC} \). This indicates the gain from using the SI-MUIC scheme: The cross-interference term shall be reduced, provided that the estimation error for the \( u \) th user is small, or \( S_u Z_{u,i}^{SI-MUIC} \) is a good estimate of \( Y_u \). We observe that the estimation error at the \( i \) th iteration is the sum of the other users’ estimation errors from current or previous iteration, attenuated by a periodic sinc function, \( C(\epsilon_f M_{FFT}) \).
or \( C(e^{\pm \frac{2\pi f_{\text{FFT}}}{N}}) \), respectively. In general, thanks to this attenuation, the estimation error is reduced with the increased number of iterations, which is shown afterwards by numerical evaluation.

Fig. 2 illustrates the convergence property of the SIC implementation of the SI-MUIC scheme, under the same OFDMA system’s setting as in section II-B, where \( U = 4 \), \( N = 64 \) and the CFOs are fixed. The PIC implementation of the SI-MUIC, which is similar to the one described in [9] and section II-B, is also included for comparison. The output of the OFDMA demodulator in case of PIC implementation for the \( u \)th user at the \( i \)th iteration is given by:

\[
Z_{\text{SI-MUIC,PIC}}^{\text{SI-MUIC,PIC}} = S_u \left( Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C(e^{\frac{2\pi f_{\text{FFT}}}{N}}) Z_{\text{SI-MUIC,PIC}}^{\text{SI-MUIC,PIC}} + C(-\epsilon f_u) V \right)
\]  (22)

\[
I_{\text{SI-MUIC,PIC}}^{\text{SI-MUIC,PIC}} = \begin{cases} 
Y_u & i = 0 \\
Y_u - S_u Z_{\text{SI-MUIC,PIC}}^{\text{SI-MUIC,PIC}} & i > 0 
\end{cases}
\]  (23)

Firstly, Fig. 2 shows that the performance of the SIC implementation is always superior than those of the PIC, for both FD-MUIC and SI-MUIC, even at the iteration \( i = 0 \). This can be explained by looking at (20) and (22): PIC only utilizes the estimations from the previous iteration, whereas in SIC the estimation of the \( u \)th user is done based on current estimates \( S_u Z_{\text{SI-MUIC}}^{\text{SI-MUIC}} \) of the \( u_1 \) users \( (u_1 < u) \). Since these new estimates are with less interference, the performance of SIC is always superior compared to PIC. Nevertheless, the SIC is penalized with a longer delay than PIC, since the last user can only be processed when all the others have been demodulated. Secondly, as more iterations are performed, the FD-MUIC schemes quickly come to an irreducible noise floor, due to the fact that the power loss and the self-interference term remain unchanged, compared to the CLJL scheme. The SI-MUIC scheme does not have such an irreducible noise floor. The CFO-free performance can be achieved after 4 iterations. The performance of the CTYH scheme is also plotted in Fig. 2 for comparison.

It is worth noting that the SI-MUIC scheme does not require Channel State Information (CSI), all it needs to know is the CFO value of each user. The residual noise and interference term in SI-MUIC can be further removed, which is the aim of the CA-MUIC explained in the next section.

**B. The CA-MUIC scheme**

The main different between CA-MUIC and SI-MUIC scheme is that, instead of the output of the OFDMA demodulator \( Z_{\text{SI-MUIC}}^{\text{SI-MUIC}} \), the estimation \( \hat{Y}_{u,i} \) is used to calculate the feedback.

**CA-MUIC’s SIC Algorithm**

*Initialization: Set* \( i = 0 \)

\[
r_{\text{CA-MUIC}}^{\text{CA-MUIC}} = 0 \text{ for } u = 0, 1, \ldots U - 1
\]  (24)
Loop A: \( i = i + 1 \) and \( u = 0 \)

Loop B:

\[
Z_{u,i}^{CA-MUIC} = S_u F_N c_{\epsilon f_u} \left( r - \sum_{u_1=0}^{u-1} r_{u_1,i}^{CA-MUIC} - \sum_{u_2=u+1}^{U-1} r_{u_2,i-1}^{CA-MUIC} \right)
\]  

(25)

Estimate \( \hat{Y}_{u,i} \) from \( Z_{u,i}^{CA-MUIC} \).

\[
\hat{r}_{u,i}^{CA-MUIC} = c_{\epsilon f_u} F_N^H \hat{Y}_{u,i}
\]  

(26)

\( u = u + 1 \)

Go to Loop B until \( u > U - 1 \)

Go to Loop A until \( i > N \) loop

Fig 5 shows the demodulation block for CA-MUIC scheme. Similar to the SI-MUIC scheme, (25) can be re-written as:

\[
Z_{u,i}^{CA-MUIC} = S_u \left( Y_u + \sum_{u_1=0}^{u-1} C_{\epsilon f_{u_1-f_u}} Y_{u_1,i}^{CA-MUIC} + \sum_{u_2=u+1}^{U-1} C_{\epsilon f_{u_2-f_u}} Y_{u_2,i-1}^{CA-MUIC} + C_{\epsilon f_u} V \right)
\]  

(27)

\[
I_{u,i}^{CA-MUIC} = \begin{cases} 
Y_u & i = 0 \\
Y_u - S_u \hat{Y}_{u,i} & i > 0 
\end{cases}
\]  

(28)

And the output of the CA-MUIC demodulator in case of the PIC implementation is given by:

\[
Z_{u,i}^{CA-MUIC,PIC} = S_u \left( Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C_{\epsilon f_{u_1-f_u}} Y_{u_1,i-1}^{CA-MUIC,PIC} + C_{\epsilon f_u} V \right)
\]  

(29)

\[
I_{u,i}^{CA-MUIC,PIC} = \begin{cases} 
Y_u & i = 0 \\
Y_u - S_u \hat{Y}_{u,i}^{PIC} & i > 0 
\end{cases}
\]  

(30)

where \( \hat{Y}_{u,i}^{PIC} \) is estimated from \( Z_{u,i}^{CA-MUIC,PIC} \). It is important to note that the task of estimating \( \hat{Y}_{u,i} \) and \( \hat{Y}_{u,i}^{PIC} \) in the CA-MUIC algorithm is actually boiled down to estimating the CTF, \( \hat{H}_{u,i}[k] \), and the transmitted data symbol, \( \hat{X}_{u,i}[k] \), for the \( u \)th user. If such estimations are correct, the second term in (27) will go to zero, leaving no cross-interference at the output of the \( u \)th user’s OFDMA demodulator. In order to achieve correct estimation of the data symbols, channel coding is applied in the CA-MUIC scheme, hence it is referred to as code-aided TD-MUIC scheme.
C. Computational complexity

The SI-MUIC scheme requires two FFT operations for each user in each iteration, one for demodulation and another for regenerating the corresponding time-domain signal. Therefore, the computation complexity of the SI-MUIC scheme is $O(2UN_{\text{loop}}N \log_2 N)$, where $O(\cdot)$ and $N_{\text{loop}}$ denote the order of complexity and number of iterations, respectively. Note that the SIC and PIC implementations are equivalent on complexity, as they require the same number of FFT operations per user per loop. The complexity of CA-MUIC scheme is larger than SI-MUIC, as decoding/coding, symbol demapping/mapping and channel insertion are involved. CA-MUIC’s complexity is not accounted for in this paper, as it is considered only as an enhancement to SI-MUIC.

The FD-MUIC needs only one FFT operation at the beginning, but it requires $U$ circular convolutions for each user in each iteration. The complexity of circular convolution can be reduced by considering only $P - 1$ out of $N - 1$ most dominant interfering subcarriers, at the cost of performance degradation [9]. The computation complexity of the FD-MUIC scheme in that case is $O(UN_{\text{loop}}NP)$ [12], without considering the complexity of constructing the CFO correction matrices $C(-\epsilon f_u)$. Constructing CFO correction matrices requires computation of periodic sinc-function $C(\phi)$, which can be costly and subjected to fixed-point precision problem. The CTYH scheme does not depend on the number of users and the number of iterations, but in principle it cost $O(N^3)$ due to matrix inversion [12]. The complexity of the CTYH scheme can also be reduced by considering only $P - 1$ most dominant interfering subcarriers, but the trade-off is performance degradation. Table I shows the number of arithmetic operations required for SI-MUIC, FD-MUIC and CTYH for different number of FFT size, where $U = 10$ and $N_{\text{loop}} = 5$. The complexity of the SI-MUIC is comparable to that of the FD-MUIC with $P = 25$, while its performance exceeds that of the FD-MUIC with $P = N$.

IV. Numerical Evaluation

A. CFO estimation

In the previous section, the performance of the proposed schemes has been analyzed under assumption of perfect CFO knowledge. In this section, we demonstrate the feasibility of the proposed schemes by using a realistic CFO estimation technique.

To assist CFO estimation during data transmission, pilot subcarriers are inserted repeatedly in the first two OFDMA symbols by all active users. Let $\Delta_u^p$ denote the indexes of pilot subcarriers for the $u^{th}$ user, and $Z_{u,1} = \{z_{u,1,p}, p \in \Delta_u^p\}$ and $Z_{u,2} = \{z_{u,2,p}, p \in \Delta_u^p\}$ are the sets of pilot subcarriers transmitted at the first and the second symbol, respectively. The Maximum Likelihood (ML) estimate
of the CFO $\hat{f}_u$, given the observations $Z_{u,1}$ and $Z_{u,2}$, is the value of $\hat{f}_u$ that maximizes the conditional joint density function of the observations:

$$
\hat{f}_u = \max_{\hat{f}_u} [f(Z_{u,1}, Z_{u,2}|\hat{f}_u)] 
$$

(31)

The result of this estimate is given by [14]

$$
\hat{f}_u = \frac{1}{2\pi} \tan^{-1} \left( \frac{\sum_{p \in \Delta_u^e} \text{Im}(z_{u,2,p} \bar{z}_{u,1,p}^*)}{\sum_{p \in \Delta_u^e} \text{Re}(z_{u,2,p} \bar{z}_{u,1,p}^*)} \right) 
$$

(32)

where $\tan^{-1}$ is the arctangent function, and $\text{Im}(.)$ and $\text{Re}(.)$ are imaginary and real part of the complex value, respectively. The limit of this estimator is half of the subcarrier spacing. Therefore, prior to uplink data transmission, a coarse frequency synchronization must be performed, for example using estimation techniques described in [13], [14] or via the initial or periodic ranging procedures stated in IEEE 802.16 standard [15], to bring the CFO down to tolerable value.

B. Simulation results

Unless otherwise stated, the basic simulation parameters are taken from Table II. Thanks to a coarse synchronization stage, the TOs of all users are well within the CP and the CFOs are less than the maximum tolerable value of the system, $\epsilon_{f_{\text{max}}}$. We assume the received powers of all active users are equal and the CTF is perfectly estimated. Note that the CTF information is only required for CA-MUIC, not SI-MUIC. There are 5 users in the system, and at each transmission they experiences a CFO between $[-\epsilon_{f_{\text{max}}}, +\epsilon_{f_{\text{max}}}]$. Both block and interleaved subcarrier allocation schemes are used for evaluation, and there is no guardband between users in frequency domain. Only SIC implementation is evaluated for the sake of simplicity.

Fig. 6 shows the uncoded Bit Error Rate (BER) performance of the proposed schemes with different maximum CFO values. While the performance of the single-FFT receiver drops dramatically with the increase of the maximum CFOs value, both the SI-MUIC and CA-MUIC schemes can tolerate up to 10% of subcarrier spacing with little degradation. Especially in block allocation setting, the CA-MUIC scheme can achieve offset-free performance with up to 40% of subcarrier spacing.

For a fair comparison, the performance of FD-MUIC is only compared to that of the SI-MUIC, which also does not utilize channel coding. In general, the SI-MUIC extends the maximum tolerable CFO by about 5% of subcarrier spacing, compared to the FD-MUIC. This is due to the fact that the SI-MUIC can avoid the power loss and the self-interference problems occurring in the FD-MUIC scheme. Negligible performance degradation is observed for most of the discussed IC schemes when $\epsilon_{f_{\text{max}}} = 0.25$, therefore we will hereafter use this value.
Fig. 7 shows the convergence properties of the CA-MUIC scheme, plotted along with the SIC implementation of FD-MUIC and SI-MUIC. In case of block allocation, the CA-MUIC converges faster than SI-MUIC, achieving the CFO-free performance in only two iterations. In interleaved allocation setting, it converges much slower than the SI-MUIC scheme. The main source of performance degradation in this case is the error propagation phenomenon: the applied convolutional code is not strong enough to overcome large MUI from neighboring users, thus produce bit errors in detection, and those errors propagate from one iteration to the others. A stronger code is required to achieve better performance in interleaved subcarrier allocation scenario, or alternatively, the SI-MUIC can be applied in the first few iterations to clean up the received signal to a level which the the CA-MUIC scheme can work effectively. Similar to SI-MUIC, the PIC implementation of the CA-MUIC scheme performs worse than its SIC version.

The uncoded BER performance versus CNR is shown in the Fig. 8. In the single-FFT receiver, the self- and cross-interference causes an irreducible error floor, which cannot be overcome by increasing the transmit power. This error floor is brought down by applying IC schemes, such as FD-MUIC, SI-MUIC or CA-MUIC. The SI-MUIC scheme shows considerable performance gain compared to the FD-MUIC, in both block and interleaved subcarrier allocation scenarios. And CFO-free performance can be achieved with CA-MUIC in block subcarrier allocation scenario.

Fig. 9 illustrates the uncoded BER performance for different numbers of users. All available subcarriers are divided equally among users using both block and interleaved allocation schemes. The number of iterations is kept constant with the increase of the number of users (i.e. $N_{\text{loop}} = 5$). We observe that the single-FFT receiver works well when there is only one user, while the IC schemes can accommodate more users, each of which experiences an independent CFOs value. Again, the SI-MUIC shows much better performance than the FD-MUIC: the uncoded BER deteriorates much slower with the increase of the system load. Unlike in Code Division Multiple Access (CDMA) technique, the MUI in OFDMA does not increase linearly with the number of users, since the MUI caused by one subcarrier to another subcarrier decreases quickly as the distance between these two subcarriers increases [2]. Therefore, the performance of the SI-MUIC scheme is expected to change insignificantly when the number of users becomes greater than 10. In the block subcarrier allocation, the CA-MUIC achieves CFO-free performance even at 10 users. On the contrary, the CA-MUIC performs poorly in interleaved subcarrier allocation scheme, especially when there are only two users. This is due to the fact that all MUI to a subcarrier of the first user are coming from the second user, and vice versa. If the relative CFO between them is large, the system performance will experience great impact due to the error propagation phenomena. When the number of users increases, the MUI to a subcarrier of a user comes from several adjacent users, and the probability that all relative CFOs are simultaneously
large is small, therefore we can observe some performance gain.

Due to the limited space of the paper, we consider that each user is allocated the same number of subcarriers. However, the SI-MUIC scheme works well in any subcarrier allocation schemes, provided that the CFO estimates of users are available. The number of subcarriers dictates the coding length and the coding diversity for the CA-MUIC scheme, therefore too few subcarriers allocated to a user can cause its performance to degrade. It is also worth noting that the interleaved subcarrier allocation scheme analyzed in this paper is considered as the worst case scenario for all the other allocation schemes.

V. CONCLUSIONS

This paper has proposed novel MUI cancellation schemes, which are very effective against the effects of multiple CFOs scenario in the uplink OFDMA. Analytical and numerical evaluation has shown that the schemes outperform the performance of the conventional OFDMA receiver and the FD-MUIC scheme, for both block and interleaved subcarrier allocations. The proposed schemes are especially useful in scenarios where BS cannot instruct users to adjust their CFO or implementation of such instruction is expensive (e.g. there is no feedback channel or low cost terminal does not have ability to adjust its frequency base accurately). They are compatible with current standard for MS using OFDMA technique, for example IEEE 802.16, since all changes are transparent for MS. The proposed schemes introduce additional complexity, which can be justified by the fact that the complexity is added only to BS and the lower cost and faster operation of FFT processing chip. It worth noting that the complexity of the proposed schemes is comparable or lower than the existing frequency-domain MUI cancellation techniques in literature. The schemes show good performance under practical CFO estimator, and the performance converge after several iterations.
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TABLE I

NUMBER OF ARITHMETIC OPERATIONS (IN THOUSAND)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>N=1024</th>
<th>N=2048</th>
<th>N=4096</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI-MUIC</td>
<td>1.024</td>
<td>2.253</td>
<td>4.915</td>
</tr>
<tr>
<td>FD-MUIC (P=5)</td>
<td>256</td>
<td>512</td>
<td>1.024</td>
</tr>
<tr>
<td>FD-MUIC (P=15)</td>
<td>768</td>
<td>1.536</td>
<td>3.072</td>
</tr>
<tr>
<td>FD-MUIC (P=25)</td>
<td>1.028</td>
<td>2.560</td>
<td>5.120</td>
</tr>
<tr>
<td>FD-MUIC (P=N)</td>
<td>52.429</td>
<td>209.715</td>
<td>838.861</td>
</tr>
<tr>
<td>CTYH</td>
<td>1.073.742</td>
<td>8.589.935</td>
<td>68.719.477</td>
</tr>
</tbody>
</table>

TABLE II

SYSTEM PARAMETERS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>System bandwidth</td>
<td>40MHz</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>1024</td>
</tr>
<tr>
<td>CP length</td>
<td>400 samples</td>
</tr>
<tr>
<td>Subcarrier allocation scheme</td>
<td>Block and Interleaved</td>
</tr>
<tr>
<td>Modulation</td>
<td>Quadrature Phase Shift Keying (QPSK)</td>
</tr>
<tr>
<td>Channel coding/decoding</td>
<td>1/2 convolution code with Viterbi decoder [21]</td>
</tr>
<tr>
<td>Channel model</td>
<td>7-tap exponential decay Rayleigh fading channel [22]</td>
</tr>
<tr>
<td>Channel rms delay spread</td>
<td>1us</td>
</tr>
<tr>
<td>CNR</td>
<td>40dB</td>
</tr>
<tr>
<td>Number of users</td>
<td>5</td>
</tr>
<tr>
<td>Number of subcarriers per user</td>
<td>200</td>
</tr>
<tr>
<td>Number of iterations (N_{loop})</td>
<td>5</td>
</tr>
</tbody>
</table>

Fig. 1. Average CINR performance of the FD-MUIC scheme. Solid line indicates block allocation, and dotted line represents interleaved allocation.
Fig. 2. Average CINR performance of the PIC and SIC implementations of the FD-MUIC and SI-MUIC schemes. Solid line indicates block allocation, and dotted line represents interleaved allocation.

Fig. 3. General receiver structure for the Time-domain multi-user interference cancellation schemes

Fig. 4. Demodulation block for SI-MUIC scheme

Fig. 5. Demodulation block for CA-MUIC scheme
Fig. 6. Comparison of uncoded BER performances with different maximum CFO values. Solid line indicates block allocation, and dotted line represents interleaved allocation.

Fig. 7. Uncoded BER performances versus number of iterations. Solid line indicates block allocation, and dotted line represents interleaved allocation.
Fig. 8. Uncoded BER performances with different CNR values. Solid line indicates block allocation, and dotted line represents interleaved allocation.

Fig. 9. Uncoded BER performance versus number of users. Solid line indicates block allocation, and dotted line represents interleaved allocation.
ANSWERS TO REVIEW’S QUESTIONS

Reviewer 1

Question 1: The reviewer thinks that one major issue of these proposed schemes is the complexity. The multi-FFT receiver’s complexity will be very high if the number of users and the number of subcarriers are relatively large. And the complexity of CA-MUIC will be much higher since it needs a extra IFFT for each user. Although Authors mention that the complexity is added only at BS, too much complexity is not applicable. Authors may need to provide the complexity comparison between different methods to show the equality.

Answer: A complexity comparison between different methods has been introduced. We have added the following paragraphs in page 12; as well as Table I in page 19:

“The SI-MUIC scheme requires two FFT operations for each user in each iteration, one for demodulation and another for regenerating the corresponding time-domain signal. Therefore, the computation complexity of the SI-MUIC scheme is \( O(2UN_{loop}N \log_2 N) \), where \( O(.) \) and \( N_{loop} \) denote the order of complexity and number of iterations, respectively. Note that the SIC and PIC implementations are equivalent on complexity, as they require the same number of FFT operations per user per loop. The complexity of CA-MUIC scheme is larger than SI-MUIC, as decoding/coding, symbol demapping/mapping and channel insertion are involved. CA-MUIC’s complexity is not accounted for in this paper, as it is considered only as an enhancement to SI-MUIC.

The FD-MUIC needs only one FFT operation at the beginning, but it requires \( U \) circular convolutions for each user in each iteration. The complexity of circular convolution can be reduced by considering only \( P - 1 \) out of \( N - 1 \) most dominant interfering subcarriers, at the cost of performance degradation [9]. The computation complexity of the FD-MUIC scheme in that case is \( O(U(N_{loop}NP)) \) [12], without considering the complexity of constructing the CFO correction matrices \( C_{(-\epsilon f_u)} \). Constructing CFO correction matrices requires computation of periodic sinc-function \( C(\phi) \), which can be costly and subjected to fixed-point precision problem. The CTYH scheme does not depend on the number of users and the number of iterations, but in principle it cost \( O(N^3) \) due to matrix inversion [12]. The complexity of the CTYH scheme can also be reduced by considering only \( P - 1 \) most dominant interfering subcarriers, but the trade-off is performance degradation. Table I shows the number of arithmetic operations required for SI-MUIC, FD-MUIC and CTYH for different number of FFT size, where \( U = 10 \) and \( N_{loop} = 5 \). The complexity of the SI-MUIC is comparable to that of the FD-MUIC with \( P = 25 \), while its performance exceeds that of the FD-MUIC with \( P = N \).”

Question 2: If we do not consider the complexity, frequency compensation methods through linear
multi-user detection was introduced in [2], which yield better performances than the scheme in [9]. Authors may need to compare the proposed schemes with the ones presented in [2]. It would be fairer to compare the two schemes with close complexity.

**Answer:** For completeness, we have included a performance comparison with the scheme in [2]. We introduce this scheme in page 3:

“A linear multiuser detection scheme is proposed in [2], hereby referred to as Cao-Tureli-Yao-Honan (CTYH), which attempts to restore the orthogonality among users by applying a linear transformation to the FFT output. The interference due to CFOs is suppressed at the price of additional complexity [12].”

And on page 7-8, a section for CTYH is presented, where the expression of the CINR corresponding to the scheme is given. We have also added the performance curve of the CTYH scheme in Fig. 2:

“The CTYH receiver is based on a single-FFT receiver, which aims at reconstructing the orthogonality among users in frequency-domain [2]. This goal is obtained by means of a linear transformation applied to:

\[
Z = \sum_{u=0}^{U-1} Z_u = \Pi X + V
\]  

(33)

where \(Z_u\) is defined in (5), \(\Pi = \sum_{u=0}^{U-1} C(\epsilon f_u) S_u\) is the \(N \times N\) interference matrix, \(H = \sum_{u=0}^{U-1} H_u\) is CTF matrix and \(X = \sum_{u=0}^{U-1} X_u\) is the transmitted symbol vector. The linear unbiased MMSE estimator [18] is chosen for performance comparison in section III-A.

The output CINR of the linear unbiased MMSE estimator at the \(k\)th subcarrier is given by [18], [19]:

\[
\text{CINR}_{MMSE,k}^{CTYH} = \frac{\sigma_X^2}{(H^T \Pi H + \frac{N_o}{\sigma_X^2} I)^{-1} N_o}_{kk} - 1
\]  

(34)

where all users transmit with equal power (i.e. \(\sigma_X^2 = \sigma_X^2\) for all \(u\)) and \([\cdot]_{kk}\) denotes the \(k\)th diagonal element. It is worth noting that the CTYH receiver cannot achieve CFO-free performance, because it is based on a linear transformation technique.”

**Question 3:** Although the SIC may outperforms the PIC scheme, it will increase the complexity and process latency. Authors should mention this.

**Answer:** The fact that SIC has longer processing latency are mentioned in page 10:

“Nevertheless, the SIC is penalized with a longer delay than PIC, since the last user can only be processed when all the others have been modulated.”
On complexity, the SIC and PIC schemes require the same number of operation blocks, thus their complexity is equivalent. The difference between SIC and PIC is only the order of processing, i.e. SIC processes users one after another, while PIC processes all users simultaneously. To reflect this point in the paper, we have added the following sentence in page 12, section III-C:

“Note that the SIC and PIC implementations are equivalent on complexity, as they require the same number of FFT operations per user per loop.”

**Question 4:** In the middle of Page 11, Fig 5 is mistakenly noted as Fig??

**Answer:** The missing number of the figure has been added.
Reviewer 2

Question 1: It is better to give the references of conventional systems for the results given in Equation 5 and Equation 17

Answer: References have been added for these two equations:
+ Equation 5: Reference to [2], [9]
+ Equation 17: Reference to [20]

Question 2: Page 5 line after the equation 9, $[\cdot]^H$ should be Hermitian transpose.

Answer: The definition of $[\cdot]^H$ has been re-defined as “Hermitian transpose”.

Question 3: Page 7 last line of the page ‘the’ is repeated twice.

Answer: One “the” has been removed.

Question 4: Page 9 line before the last line, it is not clear what is meant by “same OFDMA system’s settings as in section II-B”. Is it related to table 1 system parameters?

Answer: No, the sentence “same OFDMA system’s settings as in section II-B” is not related to Table 1 (system parameters) in section IV. It means “an OFDMA system with $U=4$, $N=64$ and fixed CFO as described in section II-B”. The original text has been edited to make it more clear:
“Fig. 2 illustrates the convergence property of the SIC implementation of the SI-MUIC scheme, under the same OFDMA system’s setting as in section II-B, where $U=4$, $N=64$ and the CFOs are fixed.”

Question 5: After the equation 27 Figure number is missing, which should be Fig.5.

Answer: The missing number of the figure has been added.

Question 6: Any suggestions if the number of carriers per user is not equal always. (Eg you have use here 200 carriers per each user).

Answer: Both of the SI-MUIC and CA-MUIC schemes do not require each user to have an equal number of subcarriers. The SI-MUIC scheme should work well with any number of subcarriers, provided that the correct CFO estimates are available. For CA-MUIC scheme, the number of subcarrier dictates the coding length and diversity, therefore too few subcarriers allocated to a user can cause its performance to degrade. To reflex this explanation in the paper, we have added in page 15:
“Due to the limited space of the paper, we consider that each user is allocated the same number of subcarriers. However, the SI-MUIC scheme works well in any subcarrier allocation schemes, provided that the CFO estimates of users are available. The number of subcarriers dictates the coding length and the coding diversity for the CA-MUIC scheme, therefore too few subcarriers allocated to a user
can cause its performance to degrade. It is also worth noting that the interleaved subcarrier allocation scheme analyzed in this paper is considered as the worst case scenario for all the other allocation schemes."

**Question 7:** What about CA-MUIC PIC implementation?

**Answer:** The PIC implementation of CA-MUIC is added in page 11, and its performance is shown in Fig. 7:

“And the output of the CA-MUIC demodulator in case of the PIC implementation is given by:

\[ Z_{u,i}^{CA-MUIC,PIC} = S_u \left( Y_u + \sum_{u_1=0; u_1 \neq u}^{U-1} C_{(f_{u_1}^{FFT})} I_{u_1,i-1}^{CA-MUIC,PIC} + C_{(-\epsilon f_u)} V \right) \]  

(35)

\[ I_{u,i}^{CA-MUIC,PIC} = \begin{cases}  
Y_u & i = 0 \\
Y_u - S_u \hat{Y}_{u,i}^{PIC} & i > 0
\end{cases} \]  

(36)

where \( \hat{Y}_{u,i}^{PIC} \) is estimated from \( Z_{u,i}^{CA-MUIC,PIC} \).

**Question 8:** SIC shows its convergence properties: number of iterations for the given scenario is only 4-5. But as the number of users are increased this number of iterations can be large. Can the authors comment on this?

**Answer:** We have removed the previous simulation results for 5 users and add new simulation results to cover a scenario with up to 10 users in Fig. 9. When the number of users are increased, only a insignificant performance degradation is observed with the same number of iterations. An explanation for this phenomenon has been added in page 14:

“Unlike in CDMA technique, the MUI in OFDMA does not increase linearly with the number of users, since the MUI caused by one subcarrier to another subcarrier decreases quickly as the distance between these two subcarriers increases [2]. Therefore, the performance of the SI-MUIC scheme is expected to change insignificantly when the number of users becomes greater than 10.”

**Question 9:** The convergence properties of CA-MUIC SIC are not presented.

**Answer:** Fig. 7 has been added to show the convergence properties of both SIC and PIC versions of the CA-MUIC scheme. The following text is added on page 14:

“Fig. 7 shows the convergence properties of the CA-MUIC scheme, plotted along with the SIC implementation of FD-MUIC and SI-MUIC. In case of block allocation, the CA-MUIC converges faster than SI-MUIC, achieving the CFO-free performance in only two iterations. In interleaved allocation setting, it converges much slower than the SI-MUIC scheme. The main source of performance degradation in this case is error-propagation phenomenon: the applied convolutional code is not
strong enough to overcome large MUI from neighboring users, thus produce bit errors in detection, and those errors propagate from one iteration to the others. A stronger code is required to achieve better performance in interleaved subcarrier allocation scenario, or alternatively, the SI-MUIC can be applied in the first few iterations to clean up the received signal to a level for which the CA-MUIC scheme can work effectively. Similar to SI-MUIC, the PIC implementation of the CA-MUIC scheme performs worse than its SIC version.”

**Question 10:** In page 7: a proper sentence is needed where authors mention: Defeng refers to the analysis provided in [9], while Huan refers to (15) - Since Huan presumably is one of the authors.

**Answer:** The methods of CINR analysis for FD-MUIC have been re-named on page 7, and Fig. 1 is updated to reflect the name changed:

“Two methods of CINR analysis are compared to simulation results: Huang-Letaief (HL) refers to the analysis provided in [9], while Nguyen-Carvalho-Prasad (NCP) refers to (12). The methods are named after their authors, respectively.”

**Question 11:** Some change is spellings in words such as ’synchronis(z)ation’ is needed.

**Answer:** The spelling of the document has been changed to American-English style.