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Abstract—Three-phase droop controlled inverters are widely used in islanded microgrids to interface distributed energy resources and to provide for the loads active and reactive powers demand. The assessment of microgrids stability, affected by the control and line parameters, is a stringent issue. This paper shows a systematic approach to derive a closed loop model of the microgrid and then to perform an eigenvalues analysis that highlights how the system’s parameters affect the stability of the network. It is also shown that by means of a singular perturbation approach the resulting reduced order system well approximate the original full order system.


I. INTRODUCTION

Microgrids consist of an interconnection of distributed energy resources, storages and loads arranged via various topologies. Typically, each of the aforementioned elements uses inverters to interface to the network in order to ensure the proper behavior of the microgrid in the widest range of the working conditions. A widely used control technique for the distributed energy resources inverters is the droop control because it allows to properly support for the active and reactive power loads demand [1], [2], [3]. Because of the nonlinearity of the control technique, even in presence of microgrids with few inverters, the closed loop model of such systems may become very complex. Nevertheless, a precise and rigorous assessment of the stability of the microgrids is very important. Many papers show, through a small-signal approach and experimental validations, that the frequency droop control parameter, which is typically designed in order to ensure the proper load sharing, strongly affects the stability of the system [4], [5], [6], [7]. More theoretical analysis of the influence of the control parameters on the stability of distributed generation systems with droop controlled inverters can be found in [8], [9], [10]. In this paper, a systematic approach to the modeling of three-phase AC microgrids with inverters under voltage and frequency droop controls is presented. In Sec. II a model of a three-phase AC microgrid consisting of two inverters connected via a resistive-inductive line and of two local resistive-inductive loads is obtained. Then, in Sec. III the closed-loop model and a corresponding reduced order model determined via a singular perturbation approach are presented. Numerical analysis of the full order model showing the time evolutions of the currents, the powers, the angle delay between the two inverters, the inverter frequencies is presented in Sec. IV. The models eigenlocus for increasing frequency control parameter and power filters time constants are investigated. By comparison, it is highlighted that the reduced order model is able to predict the instability for the same value of the frequency control parameter for which the full order model is unstable. Sec. V concludes the paper.

II. THREE-PHASE SYSTEM MODELING

An equivalent circuit of the three-phase AC microgrid under investigation is depicted in Fig. 1. Two inverters are connected by means of a balanced resistive-inductive line with phase impedances $Z_a = R_a + j\omega L_a$. The two inverters have corresponding balanced resistive-inductive local loads with phase impedances $Z_a = R_a + j\omega L_a$ and $Z_b = R_b + j\omega L_b$, respectively. We assume that the k-th inverter, represented with the corresponding local load by the circuit depicted Fig. 2, provides the three-phase voltage sequence $u_{k}^{\text{ext}} = \left[ u_k^a \ u_k^b \ u_k^c \right]^\top$ given by

$$
\begin{bmatrix}
u_k^a \\
u_k^b \\
u_k^c
\end{bmatrix} = \sqrt{2} \begin{bmatrix} U_k \cos \theta_k \\
U_k \cos (\theta_k + 2/3\pi) \\
U_k \cos (\theta_k - 2/3\pi)
\end{bmatrix},
$$

with $k = a, b$ and where $U_k, \theta_k$ are the time-varying voltage amplitude and the time-varying angle of the k-th inverter.
determined with respect to the $k$-th local reference frame. Since we do not assume communication between the two inverters, the corresponding controls are not assumed to be synchronized in phase, i.e. $\theta_u(0)$ and $\theta_v(0)$ are independent. The three-phase $k$-th inverter output current sequence $i_{ok}^{rst} = \begin{bmatrix} i_{ok}^a \\ i_{ok}^b \\ i_{ok}^c \end{bmatrix}$ and local load current sequence $i_k^{rst} = \begin{bmatrix} i_k^a \\ i_k^b \\ i_k^c \end{bmatrix}$ are defined as

$$
\begin{bmatrix}
i_{ok}^a \\
i_{ok}^b \\
i_{ok}^c
\end{bmatrix} = \sqrt{2}
\begin{bmatrix}
I_{ok} \cos(\theta_k + \varphi_k) \\
I_{ok} \cos(\theta_k + \varphi_k + 2/3\pi) \\
I_{ok} \cos(\theta_k + \varphi_k - 2/3\pi)
\end{bmatrix},
$$

(2)

and

$$
\begin{bmatrix}
i_k^a \\
i_k^b \\
i_k^c
\end{bmatrix} = \sqrt{2}
\begin{bmatrix}
I_k \cos(\theta_k + \phi_k) \\
I_k \cos(\theta_k + \phi_k + 2/3\pi) \\
I_k \cos(\theta_k + \phi_k - 2/3\pi)
\end{bmatrix},
$$

(3)

with $k = a, b$ and where $I_{ok}$, $I_k$, $\varphi_k$ and $\phi_k$ are the time-varying output current amplitude, the time-varying current amplitude, the time-varying angle delay of the $k$-th output inverter current and the time-varying angle delay of the $k$-th load current with respect to the corresponding voltages instantaneous phases $\theta_k$. Furthermore, the three-phase line current $i_k^{rst} = \begin{bmatrix} i_k^a \\ i_k^b \\ i_k^c \end{bmatrix}$ can be written as

$$
\begin{bmatrix}
i_k^a \\
i_k^b \\
i_k^c
\end{bmatrix} = \sqrt{2}
\begin{bmatrix}
I_c \cos(\theta_k + x_a) \\
I_c \cos(\theta_k + 2/3\pi + x_a) \\
I_c \cos(\theta_k - 2/3\pi + x_a)
\end{bmatrix},
$$

(4a)

where $\theta_c$ is the time-varying angle determined with respect to the local line reference frame and $x_a = \theta_c - \theta_a$ is the angle delay between the angle of $u$ and the angle of the line current $i_c$. Each $k$-th three-phase voltage and current is represented in a local $\alpha\beta$ reference frame by means of the well known Clarke transformation [11]

$$
T = \frac{2}{3}
\begin{bmatrix}
1 & -1/2 & -1/2 \\
0 & \sqrt{3}/2 & -\sqrt{3}/2 \\
1/2 & 1/2 & 1/2
\end{bmatrix}
= \frac{2}{3}
\begin{bmatrix}
T_{3to2} & 1/2 \\
1/2 & 1/2 \\
1/2 & 1/2
\end{bmatrix},
$$

(5)

with $T_{3to2} \in \mathbb{R}^{2 \times 3}$ being the matrix drawn from $T \in \mathbb{R}^{3 \times 3}$ taking the first and the second row. For balanced three-wire systems the third row can be neglected. The inverse Clarke transformation is defined as

$$
T^{-1} = \frac{3}{2}
\begin{bmatrix}
2/3 & 2/3 & 0 \\
-1/3 & \sqrt{3}/3 & 2/3 \\
-1/3 & -\sqrt{3}/3 & 2/3
\end{bmatrix}
= \frac{3}{2}
\begin{bmatrix}
T_{2to3} & 2/3 \\
2/3 & 2/3 \\
2/3 & 2/3
\end{bmatrix},
$$

(6)

with $T_{2to3} \in \mathbb{R}^{3 \times 2}$ being the matrix drawn from $T^{-1} \in \mathbb{R}^{3 \times 3}$ taking the first and the second column. By applying the Kirchhoff voltage laws one obtains

$$
L_k \frac{d}{dt} i_k^{rst} = -R_k i_k^{rst} + u_k^{rst},
$$

(7a)

and

$$
L_c \frac{d}{dt} i_c^{rst} = -R_c i_c^{rst} + u_a^{rst} - u_b^{rst},
$$

(7b)

where $k = a, b$. By representing (7) in the corresponding $k$-th $\alpha\beta$ local reference frame, that is by substituting to each voltage and current in (7) the corresponding representation in terms of $\alpha\beta$ components given by

$$
y_{y^{\alpha\beta}} = T_{2to3} y_{y^{\alpha\beta}},
$$

(8)

where $j \in \{a, b, c\}$ and $y \in \{u, i, i_c\}$, it follows

$$
L_k \frac{d}{dt} i_k^{\alpha\beta} = -R_k i_k^{\alpha\beta} + u_k^{\alpha\beta},
$$

(9a)

and

$$
L_c \frac{d}{dt} i_c^{\alpha\beta} = -R_c i_c^{\alpha\beta} + u_a^{\alpha\beta} - u_b^{\alpha\beta},
$$

(9b)

and

$$
u_a^{\alpha\beta} = \begin{bmatrix} u_a^x \\ u_a^y \end{bmatrix},
$$

(10a)

$$
u_b^{\alpha\beta} = \begin{bmatrix} u_b^x \\ u_b^y \end{bmatrix},
$$

(10b)

$$
u_k^{\alpha\beta} = \begin{bmatrix} v_k^x \\ v_k^y \end{bmatrix},
$$

(10c)

$$
u_c^{\alpha\beta} = \begin{bmatrix} v_c^x \\ v_c^y \end{bmatrix},
$$

(10d)

For each $k$-th voltage and current expressed with respect to the corresponding $k$-th reference frame define, then, the $k$-th rotation matrix

$$
\Gamma(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix},
$$

(11)

where $j \in \{a, b, c\}$. Let us apply (11) to each $k$-th voltage and current in (9) in order to deal with demodulated voltages and currents, that is define

$$
y_j^{\alpha\beta} = \Gamma(\theta_j) y_j^{dq},
$$

(12)

with $y \in \{u, i, i_c\}$. Therefore, by substituting (12) in (9) it follows

$$
L_k \frac{d}{dt} v_k^{dq} = -R_k v_k^{dq} - L_k \Omega \Delta \theta_k v_k^{dq} + u_k^{dq},
$$

(13a)

and

$$
L_c \frac{d}{dt} v_c^{dq} = -R_c v_c^{dq} - L_c \Omega \Delta \theta_a v_c^{dq} + u_a^{dq} - \Gamma(\delta)^{-1} u_b^{dq},
$$

(13b)

where $k = a, b, \delta = \theta_a - \theta_b$, and we used

$$
\Gamma(\theta_b)^{-1} \frac{d}{dt} \Gamma(\theta_b) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},
$$

(14)

and

$$
u_c^{dq} = \begin{bmatrix} v_c^x \\ v_c^y \end{bmatrix},
$$

(15a)

$$
\Gamma(\theta_b)^{-1} \frac{d}{dt} \Gamma(\theta_b) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix},
$$

(15a)

$$
i_c^{dq} = \begin{bmatrix} i_c^x \\ i_c^y \end{bmatrix},
$$

(15b)

$$
i_c^{dq} = \begin{bmatrix} i_c^x \\ i_c^y \end{bmatrix},
$$

(15c)

The $k$-th inverter output current $i_{ok}^{rst}$ defined in (2) can be written in the rotating dq reference frame by substituting (2) in (12) with (8), getting

$$
i_{ok}^{rst} = \Gamma(\theta_k) T_{3to2} i_{ok}^{rst},
$$

(16)
where \( k = a, b \). Let

\[
\Gamma_k(\delta) = \begin{cases} I & k = a, \\ -\Gamma(\delta) & k = b, \end{cases}
\]

where \( I \) is the identity matrix of suitable dimensions. Then the Kirchhoff current laws allow to write

\[
e_{\text{ok}} = i_{\text{ok}}^a + \Gamma_k(\delta)^{-1}i_{\text{ok}}^d,
\]

with \( k = a, b \). The dynamic model (13) together with the frequency and voltage droop controller equations will be used in next Sections for the closed loop stability analysis.

### III. Closed Loop Model

The closed loop model of (13) is obtained by determining the amplitude \( U_k \) and the frequency \( (d/dt)\theta_k \) of each \( k \)-th voltage, with \( k = a, b \), according to the frequency and voltage droop laws

\[
\frac{d}{dt}\theta_k = \omega + m_k(P_k - P_k),
\]

\[
U_k = \bar{U}_k + n_k(\bar{Q}_k - Q_k),
\]

where \( \omega \) is the reference frequency of each inverter, \( \bar{U}_k \) is the \( k \)-th voltage reference, \( m_k \) and \( n_k \) are the \( k \)-th frequency and voltage droop coefficients, \( P_k \) and \( Q_k \) are the \( k \)-th active and reactive power references, \( P_k \) and \( Q_k \) are the \( k \)-th active and reactive powers provided by the \( k \)-th inverter downstream the \( k \)-th measuring filter and \( k = a, b \). Each \( k \)-th \( P_k \) and \( Q_k \) is given by

\[
\tau_k^p \frac{d}{dt}P_k = -P_k + p_k,
\]

\[
\tau_k^q \frac{d}{dt}Q_k = -Q_k + q_k,
\]

where \( \tau_k^p \) and \( \tau_k^q \) are the time-constants of the \( k \)-th first order measuring filter and \( p_k \) and \( q_k \) are the \( k \)-th instantaneous active and reactive powers defined as

\[
p_k = (u_k^a)^\top i_{\text{ok}}^d,
\]

\[
q_k = (u_k^a)^\top \Omega i_{\text{ok}}^d,
\]

where \( k = a, b \). \( \Omega \) is defined in (14) and \( u_k^a \) and \( i_{\text{ok}}^a \) are the \( k \)-th dq voltage and output current given by (15). Then, by substituting (18) in (21) and then in (20), it follows that the \( k \)-th active power \( P_k \) and reactive power \( Q_k \) are given by

\[
\tau_k^p \frac{d}{dt}P_k = -P_k + (u_k^a)^\top (i_{\text{ok}}^a + \Gamma_k(\delta)^{-1}i_{\text{ok}}^d),
\]

\[
\tau_k^q \frac{d}{dt}Q_k = -Q_k + (u_k^a)^\top \Omega (i_{\text{ok}}^a + \Gamma_k(\delta)^{-1}i_{\text{ok}}^d).
\]

Therefore, the closed loop model of the microgrid is obtained by substituting (19b) in (15a) and then in (13) and (22), (19a) in (13) and recalling that \( \delta = \theta_a - \theta_b \):

\[
\frac{L_k}{R_k} \frac{d}{dt} i_{\text{ok}}^d = -\left( I + \omega \frac{L_k}{R_k} \Omega \right) i_{\text{ok}}^d - \frac{L_k}{R_k} \Omega m_k(P_k - P_k) i_{\text{ok}}^d
\]

\[
+ \frac{1}{R_k} \left[ \bar{U}_k + n_k(\bar{Q}_k - Q_k) \right] \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

\[
\frac{L_c}{R_c} \frac{d}{dt} i_{\text{ok}}^d = \left( I + \omega \frac{L_c}{R_c} \Omega \right) i_{\text{ok}}^d - \frac{L_c}{R_c} \Omega m_a(P_a - P_a) i_{\text{ok}}^d
\]

\[
+ \frac{1}{R_c} \sum_{k=a,b} \Gamma_k(\delta)^{-1} \left[ \bar{U}_k + n_k(\bar{Q}_k - Q_k) \right] \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

\[
\tau_k^p \frac{d}{dt}P_k = -P_k + \left[ \begin{bmatrix} 1 \\ 0 \end{bmatrix} (i_{\text{ok}}^a + \Gamma_k(\delta)^{-1}i_{\text{ok}}^d) \right] \cdot \left[ \bar{U}_k + n_k(\bar{Q}_k - Q_k) \right],
\]

\[
\tau_k^q \frac{d}{dt}Q_k = -Q_k + \left[ \begin{bmatrix} 1 \\ 0 \end{bmatrix} \Omega (i_{\text{ok}}^a + \Gamma_k(\delta)^{-1}i_{\text{ok}}^d) \right] \cdot \left[ \bar{U}_k + n_k(\bar{Q}_k - Q_k) \right],
\]

\[
\frac{d}{dt} = m_a(P_a - P_a) - m_b(P_b - P_b),
\]

where \( k = a, b \), and \( \Gamma_k(\delta) \) and \( \Omega \) are defined in (17) and (14), respectively. Typical values of the loads inductances \( L_k \) and resistances \( R_k \), where \( k = a, b \), allow to assume

\[
\frac{L_k}{R_k} \ll \frac{L_c}{R_c},
\]

\[
\frac{L_k}{R_k} \ll \frac{L_k}{R_k},
\]

\[
\frac{L_k}{R_k} \ll \frac{L_k}{R_k}.
\]

Therefore, by applying the singular perturbation technique [12] to (23), from (23a) one obtains

\[
0 = -\left( I + \omega \frac{L_k}{R_k} \Omega \right) z_{\text{ok}}^a + \frac{1}{R_k} \left[ \bar{U}_k + n_k(\bar{Q}_k - Q_{z,k}) \right] \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

where \( k = a, b \). ‘\( z \)’ and \( Q_{z,k} \) indicate the currents and the reactive power of the reduced order system, respectively. Notice that the assumption of small ratios \( L_k/R_k \) does not imply that \( \omega (L_k/R_k) \) is small too. The reduced order model is obtained by substituting the solutions of (25) into (23b–
(23e):

\[
\frac{L_c}{R_c} \frac{d}{dt} \varepsilon_{\text{eq}} = - \left( I + \frac{L_c}{R_c} \right) \varepsilon_{\text{eq}} - \frac{L_c}{R_c} \Omega \theta_{a} (P_a - P_{z,a}) \varepsilon_{\text{eq}} + \frac{1}{R_c} \sum_{k=a,b} \Gamma_k(\delta) - 1 \left[ \delta_k + n_k(Q_k - Q_{z,k}) \right] \begin{bmatrix} 1 \\ 0 \end{bmatrix},
\]

(26a)

\[
\tau_k \frac{d}{dt} P_{z,k} = - P_{z,k} + \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} \varepsilon_{\text{eq}} \Gamma_k(\delta) \varepsilon_{\text{eq}} \end{bmatrix},
\]

(26b)

\[
\tau_k \frac{d}{dt} Q_{z,k} = - Q_{z,k} + \begin{bmatrix} 1 & 0 \end{bmatrix} \begin{bmatrix} \varepsilon_{\text{eq}} \Gamma_k(\delta) \varepsilon_{\text{eq}} \end{bmatrix},
\]

(26c)

\[
\frac{d}{dt} \delta_k = m_a (P_a - P_{z,a}) - m_b (P_b - P_{z,b}),
\]

(26d)

where \( k = a, b \) and where \( \delta \) and \( P_{z,k} \) are the angle and the active power of the reduced order model. In next Section it is shown that the 7-th order model (26) is able to capture the stability property of the 11-th order closed loop model (23).

### IV. Simulation Results

The simulations have been carried out by considering the following realistic values of the control, loads and line parameters [13] for the microgrid depicted in Fig. 1: \( m_a = 5 \cdot 10^{-4} \text{ rad/s W}, n_a = 5 \cdot 10^{-4} \text{ V/VAr}, \tau^P_a = 0.17 \text{ s}, \tau^Q_a = 0.17 \text{ s}, P_a = 806 \text{ W}, Q_a = 384 \text{ VAr}, U_a = 127 \text{ V}, R_a = 13 \Omega, L_a = 16 \text{ mH}, m_b = 5 \cdot 10^{-4} \text{ rad/s W}, n_b = 5 \cdot 10^{-4} \text{ V/VAr}, \tau^P_b = 0.17 \text{ s}, \tau^Q_b = 0.17 \text{ s}, P_b = 750 \text{ W}, Q_b = 375 \text{ VAr}, U_b = 130 \text{ V}, R_b = 25 \Omega, L_b = 35 \text{ mH}, R_c = 0.5 \Omega, L_c = 8 \text{ mH}, \omega = 2\pi 60 \text{ rad/s} \).

An equilibrium point of the closed loop system (23) is given by \( \varepsilon_{\text{eq}} = 8.1 \text{ A}, \theta_{a,b}^{\text{eq}} = -3.7 \text{ A}, P_a^{\text{eq}} = 806.3 \text{ W}, Q_a^{\text{eq}} = 384.8 \text{ VAr}, P_b^{\text{eq}} = 750.3 \text{ W}, Q_b^{\text{eq}} = 374.1 \text{ VAr}, i_{a,b}^{\text{eq}} = -1.7 \text{ A}, \delta_{a,b}^{\text{eq}} = 0.7 \text{ A}, \delta_{a,b}^{\text{eq}} = -0.0368 \text{ rad} \).

The eigenvalues of the system’s Jacobian computed around such equilibrium point are

\[
\lambda_{1,2} = -861.81 \pm 376.98, \quad \lambda_{3,4} = -724.98 \pm 376.99, \quad \lambda_{5,6} = -62.72 \pm 376.93, \quad \lambda_{7,8} = -2.98 \pm 4.82, \quad \lambda_9 = 6.28, \quad \lambda_{10} = -6.02, \quad \lambda_{11} = -5.99,
\]

which show that the system is locally stable for the particular choice of the line, control and load parameters. Fig. 3 and Fig. 4 show the time domain evolution of the local loads direct and quadrature currents and the time domain evolution of the inverters and line direct and quadrature currents, respectively. Fig. 4 particularly shows the presence of fast and slow modes in the inverters and line currents dynamics. By comparing Fig. 3 and Fig. 4 one can notice how the loads currents evolve on the same small temporal scale of the fast modes which affect the inverters and line currents. In Fig. 5 are reported the time evolutions of the active powers \( P_a, P_b \), and reactive powers \( Q_a, Q_b \), of each inverter. Fig. 6 shows the time domain evolution of \( \delta = \theta_a - \theta_b \). The inverters start with the same angle, that is \( \delta(0) = 0 \), and in order to provide for the required active and reactive powers according to the corresponding reference values, at steady-state a non-zero angle difference is needed. Clearly, this depends also by the local loads. In Fig. 7 it is shown the time evolution of the instantaneous frequencies \( (d/dt) \theta_a \) (solid line) and \( (d/dt) \theta_b \) (dashed line) determined by the frequency droop laws. Each \( (d/dt) \theta_k \) starts from the corresponding initial value given by \( \omega + m_k \dot{P}_k \), where \( k = a, b \). Then, both \( (d/dt) \theta_a \) and \( (d/dt) \theta_b \) converge to the same steady-state value given by the frequency reference \( \omega = 2\pi 60 \text{ rad/s} \) since also \( P_a \) and \( P_b \) converge to \( P_a \) and \( P_b \), respectively. The stability of the closed loop system is influenced by the control parameters. Fig. 8 shows the eigenlocus for \( m_a \in [5 \cdot 10^{-4}, 5 \cdot 10^{-1}] \). For each \( m_a \) the new equilibrium point, given by the solution of (23) obtained setting all the derivative terms to zero, has been computed and then used to determine the eigenvalues of the system’s Jacobian. As it is shown, by increasing the frequency control parameter \( m_a \) some of the eigenvalues become positive real, and for \( m_a \geq 1.8 \cdot 10^{-1} \) the system is unstable. Fig. 9 shows the eigenlocus for \( \tau_a^{\text{eq}} \in [0.017, 0.17] \). Particularly, the final value of the active power filter time-constant \( \tau_a^{\text{eq}} \) of the inverter \( a \) is \( \tau_a^{\text{eq}} = 0.17 \text{ s} \), that is, the cut-off frequency of such active power filter is approximately an order of magnitude lower than the nominal frequency \( \omega \). The corresponding eigenlocus is drawn for \( m_a = 5 \cdot 10^{-4} \) and for \( \tau_a^{\text{eq}} = 0.036 \) s some eigenvalues become positive real. By comparing this result with those in [14], where it is shown that if no filters at all are used the system is unstable for \( m_a = 2.4 \cdot 10^{-2} \), it is clear that by means of the active and reactive power filters the system local stability is improved for higher value of \( m_a \). On the

![Fig. 3. Time domain evolution of the direct components \( i_a^d \) (solid line) and \( i_b^d \) (dashed line) of the load \( a \) and \( b \) currents and quadrature components \( i_a^q \) (solid thick line) and \( i_b^q \) (dashed thick line) of the load \( a \) and \( b \) currents for zero initial conditions, for \( m_a = 5 \cdot 10^{-4} \).](image-url)
other hand, comparing the eigenvalues around the equilibrium point with those showed in [14], in case the filters are used the system response is slower for the same value of \( m_a \). Fig. 8 and (27) show that, for \( m_a = 5 \cdot 10^{-4} \), the linearized dynamic is approximately given by a seventh order system obtained by neglecting the fast eigenvalues \( \lambda_{1,2} \) and \( \lambda_{3,4} \). This is also justified by the singular perturbation approach used in Sec. III. As Fig. 10 shows, the eigenlocus of the linearized reduced order model system predicts the instabilities for the same value of \( m_a \) for which the full order system is unstable.

Fig. 4. Time domain evolution of the direct components \( i_{oa}^d \) (solid line), \( i_{ob}^d \) (dashed line), \( i_{oa}^q \) (dotted line) and quadrature component \( i_{oa}^q \) (solid thick line), \( i_{ob}^q \) (dashed thick line), \( i_{oa}^q \) (dotted thick line) of the inverters' and line direct and quadrature currents for zero initial conditions, for \( m_a = 5 \cdot 10^{-4} \).

Fig. 5. Time domain evolution of the active powers \( P_a \) (solid line), \( P_b \) (dashed line) and reactive powers \( Q_a \) (solid thick line), \( Q_b \) (dashed thick line) provided by the inverters, for \( m_a = 5 \cdot 10^{-4} \).

Fig. 6. Time domain evolution of the angle delay \( \delta \) existing between the voltage \( u_{a,r}^{\text{rst}} \) and the voltage \( u_{b,r}^{\text{rst}} \) for zero initial conditions, for \( m_a = 5 \cdot 10^{-4} \).

Fig. 7. Time domain evolution of the frequency \( (d/dt)\theta_a \) (solid line) and \( (d/dt)\theta_b \) (dashed line) of the voltage \( u_a \) and the voltage \( u_b \) provided by the microgrid inverters, for \( m_a = 5 \cdot 10^{-4} \).

Fig. 8. Eigenlocus of the linearized system around the equilibrium point for \( m_a = 5 \cdot 10^{-4} \), for \( m_a \in [5 \cdot 10^{-4}, 5 \cdot 10^{-1}] \).
The proposed approach to model two droop controlled inverters forming a microgrid allows to compute the equilibrium points of the closed loop system and to carry out an eigenvalue analysis showing that for some values of the frequency droop control parameter $m_a$ the system becomes unstable. The technique used allows also to assess that the nominal value of $m_a$ the large signals dynamics are well approximated by those of a reduced order model derived by neglecting the loads dynamics, that is by applying a singular perturbation approach to the original model. Indeed, the reduced order model still allows to determine the value of $m_a$ which makes the system unstable. The local stability properties of the system are improved by the presence of power filters also for quite large value of $m_a$, even though the dynamic response is slower than that of the same system without power filters. Similar considerations can be operated with different values of the remaining parameters.
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