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Abstract

An increasing need for energy efficiency and high energy density has sparked a growing interest in direct methanol fuel cells for portable power applications. This type of fuel cell directly generates electricity from a fuel mixture consisting of methanol and water. Although this technology surpasses batteries in important areas, fundamental research is still required to improve durability and performance. Particularly the transport of methanol and water within the cell structure is difficult to study in-situ. A demand therefore exist for the fundamental development of mathematical models for studying their transport.

In this PhD dissertation the macroscopic transport phenomena governing direct methanol fuel cell operation are analyzed, discussed and modeled using the two-fluid approach in the computational fluid dynamics framework of CFX 14. The overall objective of this work is to extend the present fundamental understanding of direct methanol fuel cell operation by developing a three-dimensional, two-phase, multi-component, non-isotherm mathematical model including detailed non-ideal thermodynamics, non-equilibrium phase change and non-equilibrium sorption-desorption of methanol and water between fluid phases and the polymer electrolyte membrane. In addition to the performed modeling work, experiments are devised and constructed in order to provide data for a parameter assessment and modeling validation.

Throughout this work different studies have been carried out, addressing various issues of importance for direct methanol fuel cell operation and its modeling. In one study, the effect of inhomogeneous gas diffusion layer compression on cell performance was investigated. This was done to elucidate modeling capabilities with regard to liquid phase flooding of porous media assemblies and its effect on oxygen transport towards the catalyst layer. It was demonstrated that inhomogeneous compression enhances the extent of flooding under the land area, hereby significantly decreasing oxygen transport towards the catalyst layer. Moreover, it was shown that gas diffusion
layer compression also affects liquid water transport in the catalyst layer inhomogeneously.

In another study the effect of membrane hydration on the diffusivity of water in Nafion was examined to discuss the alleged existence of a local maximum. Based on state-of-the-art knowledge on water sorption isotherms and self-diffusivities of water, a new relation for the Fickian diffusivity of water was derived. This diffusivity model did not exhibit a characteristic spike as reported in other studies. Furthermore, it was shown that the existence of a local maximum cannot be validated by merely comparing water flux measurements, unless the exact sorption/desorption kinetics are known even for fairly thick membranes. Similarly, it was shown that permeation experiments falsely can predict a local maximum if care is not put on the formulation of the sorption isotherm used in its conversion.

In a final study, a complete direct methanol fuel cell was partially validated and used for investigating the coupling between the volume porosity of the gas diffusion layer and the capillary pressure boundary condition and its impact on electrochemical performance. In this study, it was shown how a pressure based boundary condition predicts considerable differences in the phase distribution of the GDL when changing its volume porosity, as opposed to a constant liquid volume fraction boundary condition, commonly found in the literature. Moreover, it was shown how this imposed difference in phase distribution causes substantial differences in the predicted limiting current density.
Dansk resumé

Et stigende behov for øget energi effektivitet og højere energitæthed har igangsat en stigende interesse i metanol brændselsceller til bærbare energi applikationer. Denne type af brændselsceller kan direkte omdanne den kemiske energi af en brændstofs blanding bestående af vand og metanol til elektricitet. Til trods for at denne teknologi overgår batterier på afgørende punkter, er fundamental forskning stadig påkrævet for at forbedre stabiliteten og virkningsgraden. I denne sammenhæng er specielt transporten af metanol og vand svær at undersøge eksperimentelt under drift. Der eksisterer derfor et behov for fundamentale matematiske modeller, der kan simulere deres transport under drift lignende betingelser.


Igennem dette arbejde er forskellige studier blevet foretaget med henblik på at behandle problemstillinger af interesse for metanolbrændselsceller og deres modellering. I et studie blev effekten af inhomogen gas-diffusions-lag-komprimering på virkningsgraden undersøgt. Dette blev gjort for at belyse den udviklede models styrke i beskrivelsen af mætningen og oversvømmelsen af porøse medier og effekten af dette på ilt transporten frem til det katalytiske lag. Igennem studiet blev det påvist, at inhomogen komprimering forstærker graden af oversvømmelse under landområder, hvorved graden af
ilttransport betragteligt falder i det katalytiske lag. Dertil blev det påvist at gas-diffusions-lags-komprimering ligeledes påvirker transporten af vand i det katalytiske lag.
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Nomenclature

Latin Symbols

Ca  Capillary number               -
CA  Complete capillary number     -
c   Concentration                mol m$^{-3}$
D   Diffusion coefficient        m$^2$/s
Eo  Eötvös number                -
n$_d$ Electro-osmotic drag coefficient S/m
H   Enthalpy                      J
EW  Equivalent weight of Nafion  kg/mole
f   Fraction                     -
m   Mass rate                    kg/s
Fr  Froude number                -
g   Gravity                      m/s$^2$
K   Hydraulic permeability matrix m$^2$
a   Interfacial area density     m$^2$/m$^3$
Kn  Knudsen number               -
J   Leverett J function         -
J   Mass flux                    kg/m$^2$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>Mass fraction</td>
<td>-</td>
</tr>
<tr>
<td>$X$</td>
<td>Mole fraction</td>
<td>-</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of moles</td>
<td>mole</td>
</tr>
<tr>
<td>OR</td>
<td>Open ratio</td>
<td>-</td>
</tr>
<tr>
<td>Pe</td>
<td>Peclet number</td>
<td>-</td>
</tr>
<tr>
<td>$s$</td>
<td>Phase volume fraction / Saturation</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
<td>Pa</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td>-</td>
</tr>
<tr>
<td>$S$</td>
<td>Source term</td>
<td>-</td>
</tr>
<tr>
<td>$a$</td>
<td>Species activity</td>
<td>-</td>
</tr>
<tr>
<td>$k$</td>
<td>Kinetic sorption/desorption coefficient</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$N$</td>
<td>Species flux</td>
<td>mol/s</td>
</tr>
<tr>
<td>$A$</td>
<td>Specific surface area of Nafion</td>
<td>-</td>
</tr>
<tr>
<td>$U$</td>
<td>Superficial velocity</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
<td>K</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>M</td>
<td>Viscosity number</td>
<td>-</td>
</tr>
<tr>
<td>We</td>
<td>Weber number</td>
<td>-</td>
</tr>
</tbody>
</table>

**Abbreviations**

- CCS: Carbon capture and storage
- CL: Catalyst layer
- CFD: Computational fluid dynamics
- EOD: Electro-osmotic drag
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR4</td>
<td>Fourth Assessment Report</td>
</tr>
<tr>
<td>GDL</td>
<td>Gas diffusion layer</td>
</tr>
<tr>
<td>GHG</td>
<td>Green house gases</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel on Climate Change</td>
</tr>
<tr>
<td>ICE</td>
<td>Internal combustion engine</td>
</tr>
<tr>
<td>IEA</td>
<td>International Energy Agency</td>
</tr>
<tr>
<td>MPL</td>
<td>Microporous layer</td>
</tr>
<tr>
<td>MOR</td>
<td>Methanol oxidation reaction</td>
</tr>
<tr>
<td>NPS</td>
<td>New Policy Scenario</td>
</tr>
<tr>
<td>OCV</td>
<td>Open circuit voltage</td>
</tr>
<tr>
<td>ORR</td>
<td>Oxygen reduction reaction</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial differential equations</td>
</tr>
<tr>
<td>PEMFC</td>
<td>Polymer electrolyte membrane fuel cells</td>
</tr>
<tr>
<td>PTFE</td>
<td>Polytetrafluoroethylene</td>
</tr>
<tr>
<td>TPB</td>
<td>Triple point boundary</td>
</tr>
<tr>
<td>DMFC</td>
<td>Direct Methanol Fuel Cell</td>
</tr>
</tbody>
</table>

**Greek Symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\psi$</td>
<td>Any scalar, vector or tensor valued property function</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>Chemical potential</td>
<td>mol m$^{-3}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Contact angle</td>
<td>rad</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Electrical potential</td>
<td>V</td>
</tr>
<tr>
<td>$K$</td>
<td>Hydraulic permeability</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Ion conductivity</td>
<td>S/m</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>λ</td>
<td>Species content in polymer electrolyte membranes</td>
<td>-</td>
</tr>
<tr>
<td>ρ</td>
<td>Density</td>
<td>kg m(^{-3})</td>
</tr>
<tr>
<td>σ</td>
<td>Surface tension</td>
<td>N m(^{-1})</td>
</tr>
<tr>
<td>μ</td>
<td>Viscosity</td>
<td>Pa s</td>
</tr>
<tr>
<td>ε</td>
<td>Volume porosity</td>
<td>-</td>
</tr>
</tbody>
</table>

**Subscripts**

- c: Capillary
- g: Gas
- Hi: Hydrophilic
- l: Liquid
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Chapter 1

Introduction

In order to establish the research framework for the PhD dissertation the following topics are covered in the introduction: project motivation, background, direct methanol fuel cells (DMFC), project objective, methodology and dissertation outline. While the section on project motivation gives an explicit reason for carrying out this work, the background section outlines more generalized causes for investigating methanol based fuel cells. In the section on DMFC, its working principles and general modeling are described, followed by a detailed literature review on mathematical modeling of macroscopic phenomena governing water and methanol transport. Based on this literature review, project objectives are defined. Subsequently, the methodology used for achieving the project objectives is outlined and finally, the introduction is completed by a dissertation outline.

1.1 Project Motivation

During the last decade DMFC for portable power applications have been subject to intensive research both on component and system level. To evolve DMFC and bring them to a commercial level, not only a cost reduction is necessary, a better understanding of fundamental behavior is needed to improve durability and performance. Since it is difficult to carry out in-situ measurements on fuel cells during operation, research in recent years has focused on developing mathematical representations of the macroscopic transport phenomena and electrochemistry governing their operation. A popular approach for mathematically modeling DMFC is computational fluid dynamics (CFD). The development of explicit CFD models for DMFC can shed light on the impact of key parameters on performance. Particularly
1.2. Background

The transport of water and methanol is of great importance, as it is directly related to performance. However, modeling of these species is a complicated matter as they are subject to non-ideal thermodynamics, non-equilibrium conditions and two-phase flow. Recent advances in experimental techniques have given rise to new detailed knowledge on individual physio-chemical and electrochemical properties and mechanisms. Introduction of this state-of-the-art knowledge into current CFD models can improve predictability and make CFD a better tool for industrial optimization.

1.2 Background

The growing interest in fuel cells and in particular DMFC can be traced back to numerous motives. Of these, two should be emphasized: climate change mitigation, and the thereby following need for higher energy efficiency, and the evolving technological requirement of portable power applications for high energy density sources.

1.2.1 Climate Change Mitigation and Energy Efficiency

In order to assess the state of scientific, technical and social-economic knowledge on climate change, the (IPCC) was founded by the United Nations Environmental Program (UNEP) and the World Meteorological Organization (WMO) in 1988. According to the IPCC climate change is defined as:

“... a change in the state of the climate that can be identified (e.g. using statistical test) by change in the mean and/or the variability of its properties, and that persists for an extended period, typically decades or longer. It refers to any change in climate over time, whether due to natural variability or as result of human activity.” - IPCC

In the IPCC’s (AR4) from 2007 the physical science basis of climate change was presented. It included progress in our understanding of human and natural drivers of climate change, observed climate change, climate processes and attribution, and estimates of projected future climate change. In summary the AR4 reported that the global atmospheric concentration of carbon dioxide, methane and nitrous oxide had increased significantly since the pre-industrial age as a result of human activity. Moreover, it was found with high confidence that this increase in greenhouse gas (GHG) emissions were the cause of global warming. The likelihood of an anthropogenic imposed
climate change was confirmed as being quantitatively consistent with the expected response to external forcing. Direct observation of a global climate change included an increase in the total global surface temperature of 0.76°C from 1850 to 2006, where the last twelve years from 1995 to 2006 ranked among the hottest, an increase in global average sea level by 1.8 mm over 1961 to 2003, and an increased widespread melting of polar ice. Furthermore, it was concluded that continued GHG emissions at or above current rates will cause increased global warming.\[39\]

With this bleak outlook on climate change the question arises: What can potentially be done about this? It is here where the concept of climate change mitigation emerges. According to the United Nations Framework Convention on Climate Change it can be defined as the human intervention to reduce the sources or enhance the sinks of greenhouse gases. In other words, climate change mitigation means the human action of reducing the use of fossil fuels by substituting them by alternative energy sources, increasing energy efficiency, enhancing foresting or introducing carbon capture and storage (CCS) technologies. Meanwhile, the challenge in climate change mitigation lies in establishing a global consensus on a specific set of targets for GHG emissions and the technological requirements to meet them. The impact of these targets are therefore investigated using climate change mitigation scenarios. In these an assessment is made about the effect of political action, either current or potential future agreements, the direction of global economic activity, demography, energy prices and energy technologies. This information is then processed and fed into a global climate change model that is used for casting predictions of the resulting weather patterns and temperature rise. These predictions are accompanied by probabilities that these projections are reached. As a tool these scenarios are extremely helpful when they are used for comparison. By setting up several scenarios and comparing their outcome, recommendation can be given to policy makers on legislation and where to invest in research and development for the best suitable outcome.

In the recent World Energy Outlook 2012 by the (IEA), the importance of increasing energy efficiency was underlined as a means of effectively decreasing the extent of climate change. This was done by comparing two climate change scenarios; the (NPS) which provides a benchmark to assess the potential achievements of recent developments in energy and climate policy, and the 450 Scenario (450S) which demonstrates a plausible path to achieving a climate change target of an average temperature increase of 2°C in the long term, with a 50 % probability of succeeding. In contrast,
the NPS would lead to a temperature rise of 3.5°C with a 50% probability of occurring. In the IEAs comparison it was shown that a large share of the emission reductions needed to lower the temperature rise from 3.5 to 2°C has to originate from enhancing energy efficiency, including electricity savings, end-use efficiency and power plant efficiency. This has to be seen as in addition to increasing the extent of renewable energy sources and introducing CCS on a large scale. Moreover, it should be pointed out that the required increase in energy efficiency is concentrated around appliances, buildings and the transport sector.

In light of these requirements the possible technologies for achieving this efficiency increase should be assessed. Here one has to distinguish between stationary, portable and transport power application, since they set different requirements for weight, volume and response time. As shown in table 1.1, when only comparing the electrical efficiency for stationary electricity production a significant improvement can be obtained by switching from internal combustion engines (ICE) or Sterling engines to fuel cells. On the other hand doing so comes with a sacrifice in thermal efficiency. For transportation the electrical efficiency gain of switching to fuel cell systems is more modest compared with hybrid solutions based on ICE and batteries. This is one of the reasons why it is often argued as being more feasible in the short- and mid-term to invest in hybrid solutions rather than fuel cells [17, 95, 79]. For portable power applications the highest possible energy efficiency can be obtained from batteries. However, in contrast to micro ICE and fuel cells they need to be charged from an external source. This means that the overall electrical efficiency from fuel to discharge is significantly lower. Accounting for this pushes the actual efficiency closer to that of fuel cells. Hence, according to efficiencies it could seem that fuel cells do not have a competitive gain on batteries for portable power application, however there are other properties that make them more competing, and this will be discussed in the following section.

### 1.2.2 Portable Power Applications and High Energy Density

The electricity consumption of portable electronics such as laptops and smart phones has significantly increased in recent years due to the technological advances within electronics and an increased demand for high-bandwidth and advanced micro processing applications. Consequently, runtime of these devices is deemed to decrease if Lithium-ion batteries are used, as their low energy density else would make them too bulky. [22] However, not only portable electronics require high energy density sources, similar require-
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<table>
<thead>
<tr>
<th>Application</th>
<th>Technology</th>
<th>Electrical</th>
<th>Thermal</th>
<th>Total</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary</td>
<td>ICE</td>
<td>20-30 %</td>
<td>50-70 %</td>
<td>80-100 %</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Stirling engines</td>
<td>10-30 %</td>
<td>40-80 %</td>
<td>70-90 %</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Fuel cells</td>
<td>35-60 %</td>
<td>35-60 %</td>
<td>80-100 %</td>
<td>18</td>
</tr>
<tr>
<td>Transport</td>
<td>ICE</td>
<td>10-22 %</td>
<td></td>
<td></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Hybrid ICE</td>
<td>20-30 %</td>
<td></td>
<td></td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Hybrid fuel cell</td>
<td>20-36 %</td>
<td></td>
<td></td>
<td>17, 95</td>
</tr>
<tr>
<td>Portable</td>
<td>Micro ICE</td>
<td>8-15 %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fuel cell</td>
<td>25-50 %</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Batteries</td>
<td>82-93 %</td>
<td></td>
<td></td>
<td>93</td>
</tr>
</tbody>
</table>

Table 1.1: Efficiencies of different technologies for energy supply for various applications

ments are found for extending run-time of materials handling equipment indoor, military applications, meeting on-board power needs in recreational vehicles, and powering remote electronic equipment, to name a few. As illustrated in the gravimetric Ragone plot depicted in figure 1.1, an obvious alternative to batteries as a portable power source are fuel cells. Although the power density they can supply is much lower, a significant increase in run-time of several hours can be obtained. Moreover, an important advantage of fuel cells is the simplicity of scaling their energy density. For a fixed fuel cell size scaling is simply a matter of sizing the fuel reservoir. The most common fuel cell technologies considered for portable power applications are DMFC and indirect methanol fuel cell based on a high temperature polymer electrolyte membrane. Here the term indirect covers the use of an external micro-reactor that converts methanol into hydrogen. Both of these types offer a high energy density, fast start-up characteristics, and nearly zero recharge time. Whereas a DMFC can be quite compact as it directly oxidizes methanol, a HT PEMFC system needs additional components which increases system size and complexity.

The use of methanol for energy storage and distribution has been discussed for a while. This has even given rise to the notion of the Methanol Economy, as proposed and advocated by Prof. Dr. G.A. Olah. In his essay “Beyond Oil and Gas: The Methanol Economy”, he discusses the advantages of methanol at the present moment and in the future. In conclusion, he points out that methanol surpasses hydrogen as the future energy
carrier and distributor, mainly since it offers an even higher energy density than liquefied hydrogen, it is much less volatile and in general is subject to the same restrictions as gasoline. Moreover, he points out that methanol already today is available, since it is produced commercially on a large scale from fossil-fuel-based syn-gas and direct oxidation of natural gas according to the following reactions:

$$CO + 2H_2 \rightleftharpoons CH_3OH \quad (1.1)$$

$$\frac{1}{2}O_2 + CH_4 \rightleftharpoons CH_3OH \quad (1.2)$$

However, more interestingly, in the future it could potentially be produced from reductive conversion of atmospheric carbon dioxide or carbon dioxide captured from combustion of biomass or other bio-fuels. This would then create a carbon neutral cycle, hence making methanol a bridge to a renewable energy future.
1.3 Direct Methanol Fuel Cells

In the following the discussion will focus on the working principle of a DMFC, its individual components and highlight the importance of water and methanol transport. This is followed by an introduction to DMFC modeling and a literature review on detailed macroscopic modeling of DMFC.

![Figure 1.2: Schematics of a liquid fed direct methanol fuel cell driven on air](image)

1.3.1 Working Principle

A DMFC is essentially an electrochemical device that can convert the internally stored chemical energy of methanol into electricity directly without the requirement of any mechanical moving parts. In its basic configuration it consists of two electrodes, one electrolyte membrane, bipolar plates and an external electrical circuit.

A fuel mixture consisting of a liquid methanol and water is supplied to the anode, where it is reduced by a electro-catalyst to form gaseous carbon dioxide, protons and electrons through the methanol oxidation reaction (MOR). Meanwhile, air is supplied to the cathode, where it is oxidized by an electro-catalyst to form water via the oxygen reduction reaction (ORR). Each half-cell reaction is depicted in equation 1.3 and 1.4 respectively, and the overall electrochemical reaction in equation 1.5:

\[
CH_3OH + H_2O \rightleftharpoons CO_2 + 6H^+ + 6e^- \quad (1.3)
\]
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\[
\frac{3}{2}O_2 + 6H^+ + 6e^- \rightleftharpoons 3H_2O \quad (1.4)
\]

\[
CH_3OH + \frac{3}{2}O_2 \rightarrow 2H_2O + CO_2 \quad (1.5)
\]

Hence, electrons and ions are produced at the anode, and consumed at the cathode. Each half cell reaction is spatially separated via a polymer electrolyte membrane, which in theory is impermeable to electrons and gasses. While protons then are allowed to pass through, electrons are forced around through an external circuit, constituting the electric current that can be converted into work. The flow of electrons and ions occurs in the direction of decreasing voltage potential, i.e. from anode to cathode.

Thermodynamically, a DMFC has a maximum open circuit voltage (OCV) of 1.21 V at room temperature. However, in practice this value is much lower since methanol can cross over the electrolyte membrane and become catalytically burned and cause a mixed potential at the cathode. The resulting OCV is more likely to be between 0.6 - 0.7 V. In any case, the resulting power output of such a cell is fairly low; hence individual cells need to be put in series, in a so-called stack, to increase cell output. For this purpose bipolar plates are used. They transfer electrons between two adjacent cells; from the anode to the cathode. These polar plates also contain the flow channels that distribute fuel and air over the electrode surface. Although waste heat is produced during operation, there is no need for additional cooling channels, because sufficient cooling is obtained from the liquid stream of the anode due to its high heat capacity.

Since DMFC normally are operated below 100°C, the various species form a two-phase flow. At the anode the liquid phase primarily consists of methanol and water, whereas the gas phase of carbon dioxide, methanol vapor and water vapor. At the cathode the liquid phase only consists of water, while the gas phase contains oxygen, nitrogen, carbon dioxide and water vapor.

For further details on electrochemistry and thermodynamics of fuel cells the reader is referenced to the books by O’Hayre et al. [68] and Barbir [3].

1.3.2 Component Description

Offhand, a DMFC from its working principle might seem simple in its make-up. It is often considered one of the primary reasons why fuel cells are seen as a promising technology for mass production. However, the individual
parts serve multiple purposes and hence are selected based on several key properties. In order to get a better grasp of DMFCs make-up let us take a closer look at its individual parts; the electrodes, electrolyte membrane and bipolar plates.

**Electrolyte Membrane**

The electrolyte membranes used in DMFC have different requirements than those conventionally used in PEMFC. In PEMFC the electrolyte membrane is most often made from Nafion, a sulfonated tetrafluoroethylene based fluoropolymer-copolymer. Its backbone structure is similar to (PTFE or teflon), providing it with good mechanical strength. Its ability to transport ions originates from its sulfonic acid functional groups, which provide fixed charge sites. This property, in addition to the presence of free volume, enables ion transport across the polymer membrane. This can happen via two mechanisms: the vehicle mechanism or the Grotthuss mechanism. In the vehicle mechanism water and protons form complexes such as hydronium ($\text{H}_3\text{O}^+$). These complexes then function as vehicles that provide protons with a way of transportation between charged sites.\(^{68}\) Alternatively, protons can be transported via the Grotthuss mechanism, or better known as “proton hopping”. Here excess protons hop between water molecules, where they form hydrogen bonds.

Unfortunately, Nafion has one major drawback; it cannot fully prevent methanol from crossing from the anode to cathode, and in consequence being directly oxidized according to equation \(^{1.5}\) Methanol crossover, in other words, is equivalent to short-circuiting the DMFC. This lowers fuel efficiency and reduces cathode electrode potential. Moreover, it poisons the cathode electro-catalyst. Often these issues are circumvented by increasing membrane thickness, diluting methanol concentration or lower operation temperature. However, these approaches also reduce power output.\(^{66}\)

As discussed by Neburchilov et al.\(^{66}\) alternative electrolyte membrane materials exist. These are either based on composite fluorinated or non-fluorinated (hydrocarbon). Especially hydrocarbon membranes are considered the main candidate for the replacement of Nafion; this is due to their lower manufacturing cost and reduced methanol crossover, higher conductivity and stability. It should be noted that a reduced methanol crossover can be obtained by adding inorganic composites, however this does not reduce cost.
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Electrodes

A state-of-the-art DMFC electrode comprises of a catalyst layer (CL), a micro porous layer (MPL) and macro porous layer. The latter is often referred to as a gas diffusion layer (GDL). As illustrated in figure 1.2, the CL is placed in-between the electrolyte membrane and the MPL. Its main purpose is to create a large active catalytic surface area, where electrochemical reactions can occur. This is achieved by forming a highly porous structure. This not only increases surface area, but enables gas and liquid transport towards reaction sites. However, a catalytic surface area is only useful if it simultaneously is in contact with the electron and proton conducting phases; the so-called triple-point-boundary (TPB). Else, there is no link between reactions sites at the anode and cathode. The electron conducting phase is normally fabricated from carbon and the ion conducting phase from Nafion.

Current electro-catalysts for the ORR are either based on pure Platinum (Pt) or a Pt-alloy. Especially, Pt-alloys have shown improved catalytic activity over pure Pt in recent years. Meanwhile, the challenge not only lies in increasing catalyst activity, but in maintaining durability compared to pure Pt. It has long been a target to reduce the amount of Pt below 0.4 mg/cm$^2$ for the commercialization of DMFC, and PEMFC in general. Merely reducing the Pt particle size below 2-3 nm has shown problematic as it leads to deactivation of the active surface when used in the ORR.

The requirements to the electro-catalyst used in the MOR are different. In the MOR carbon monoxide (CO) is formed as an intermediate. Unfortunately, CO easily adsorbs onto Pt-surfaces, deactivating active sites and decreasing reaction kinetics. It was found that adding Ruthenium (Ru) significantly increases the CO tolerance of a Pt-catalyst by promoting the oxidation of CO into carbon dioxide (CO2). This can be seen from the following detailed reaction mechanism:

\[
CH_3OH + Pt \rightarrow PtCH_3OH_{ad} \tag{1.6}
\]

\[
PtCH_3OH_{ad} \rightleftharpoons PtCO_{ad} + 4H^+ + 4e^- \tag{1.7}
\]

\[
H_2O + Ru \rightleftharpoons RuOH_{ad} + H^+ + e^- \tag{1.8}
\]

\[
PtCO_{ad} + RuOH_{ad} \rightarrow CO_2 + H^+ + e^- + Pt + Ru \tag{1.9}
\]

The distribution of reactants and removal of products are done by means of the GDL and MPL. The macro pores of the GDL are typically obtained
by using a graphite carbon fiber substrate coated with polytetrafluoroethylene (PTFE), whereas the micro pores of the MPL are made by binding carbon powder particles using PTFE. The difference in pore size gives rise to significant differences in mechanical strength and transport properties of fluids, heat and electrons. In both cases PTFE is used to obtain a certain fraction of hydrophobicity and pore morphology. The hydrophobic pores effectively improve fluid transport.

At the cathode the hydrophobic pores of the GDL assist in preventing excessive liquid water under the land area, where it has a tendency to condensate due to hydrophilic pores and thermal gradients. Excessive accumulation of liquid water is a severe problem, since it can lead to pore flooding. This, in turn, blocks the transport of air towards the CL and decreases cell performance. The function of the MPL, on the other hand, is quite different and not always well-understood. As has been shown experimentally, adding a MPL significantly improves performance at higher current densities. The extent of this is found to depend on the fraction of PTFE, the type of carbon powder and the hydrophobic pore fraction \[74, 98\]. Mathematical modeling studies suggest that the MPL in part improves oxygen transport in the GDL by altering the direction of water flow towards the membrane rather then flooding the GDL and in part improves electron transport by increasing conductivity and minimizing contact resistances \[72, 102\].

However, at the anode the role of GDL and MPL is quite different. Here, the fuel is in liquid state and the product in gaseous state, in direct contrast to the cathode. In this environment the GDL does not remove the liquid phase as it did before, it rather helps it transport towards the CL, while simultaneously removing the gas phase. At the same time, the MPL rather than keeping the GDL less flooded, hinders the liquid phase from being transported towards the CL. This is an advantage, since it limits excessive methanol and water crossover. It should be noted that the exact role of the MPL is still intensively discussed.

**Bipolar Plates and Flow Channels**

Even though the main purpose of bipolar plates is to distribute fuel and air evenly over the entire fuel cell and simultaneously transport electrons between neighboring cells, they are constrained by a number of criteria; high electrical conductivity, corrosion resistant, high chemical compatibility, high thermal conductivity, high mechanical strength etc.\[68\] Bipolar plates are typically manufactured from graphite or corrosion resistant materials such as stainless steel. Graphite plates meet most of the desired criteria, however
their complexity in being manufactured, cost and low mechanical strength, have made metallic plates more attractive. On the other hand, these introduce new challenges such as corrosion failure due to pinhole formation, electro-catalyst poisoning and passivisation formation. \cite{90}

In order to achieve the best possible distribution of reactants and best cell performance, different channel shapes, sizes and patterns can be selected from, as depicted in figure \ref{fig:flow_channels}. The archetype patterns are straight channel, serpentine and interdigitated. For DMFC cell performance selecting a proper design is highly critical, since two-phase flow can cause maldistribution of air and fuel and hence starvation. In the cathode some channels might become completely flooded by liquid, whereas gas might block anode channels. A parallel flow channel pattern offers a low pressure loss, but is prone to fuel and air maldistribution. A serpentine flow field typically offers less maldistribution at the expense of a higher pressure loss. Moreover, increased convection under the land area is observed. An often used compromise between maldistribution and low pressure loss is obtained by combining a parallel and serpentine flow field. Finally, the highest pressure loss is obtained with an interdigitated flow field, since the flow is forced underneath the land area through the GDL. This type has shown clear advantages in obtaining a better water management in PEMFC.\cite{68,3}

For all these patterns the challenge still remains in selecting the appropriate ratio between land and channel area along with channel length. The ratio between land and channel area is often referenced to as the open ratio and is defined as follows:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{flow_channels.png}
\caption{Major flow channel configurations used for evenly distributing reactants across the electrode surface}
\label{fig:flow_channels}
\end{figure}
OR = \frac{w_{chan}}{w_{chan} + w_{land}} \tag{1.10}

where \( w \) is width. The open ratio affects contact resistance, ohmic losses altered electron transport path-length, two-phase flow, mass transport losses in the GDL, methanol crossover and consequently performance, as has been shown experimentally $[106]$.

### 1.3.3 Mathematical Modeling

A mathematical model of a DMFC in its simplest form is a matter of accounting for three dominating voltage loss mechanisms: Activation overpotential, ohmic and mass transport. The activation overpotential, \( \eta_{act} \), is the difference between the electric potential field and the ionic potential field, and it is what drives the electrochemical reactions in the CL. The higher the potential difference, the higher the resulting current density. While activation losses are associated with the production and consumption of charges, the ohmic loss, \( \eta_{ohmic} \), is associated with the transport of them; ions through the electrolyte and electrons through the carbon phase. What is often referred to as a mass transport losses, \( \eta_{conc} \), is in fact an increase in the activation overpotential due to a significant decrease in reactant concentration. Reactant depletion occurs in the CL when the rate of reactant consumption approaches the maximum transport rate towards it. For fuel cells, where two-phase flow occurs, this phenomenon is more pronounced. As schematically shown in figure 1.4 and in the following, the individual potential loss contributions can be superpositioned to give the resulting cell voltage:

\[
V = E_{OCV} - \eta_{act} - \eta_{ohmic} - \eta_{conc} \tag{1.11}
\]

For DMFC another factor plays a role in the current density and voltage \((i-V)\) relation, namely methanol crossover, which leads to a parasitic current density \( i_p \). Moreover, methanol crossover causes a mixed potential at the cathode which effectively shifts the \( i-V \) curve to the left, as depicted in figure 1.4.

Although, a mathematical representation of DMFC can be given by merely accounting for these losses many important phenomena and their interaction are neglected. These include two-phase flow, thermodynamics, thermal gradients, to name a few. As mathematical models move from one towards two or three-dimensional representations more and more of these
phenomena can to a greater extent be accounted for. Moreover, as computational power increases likewise does the possibility for more fundamental mechanistic models describing macroscopic phenomena. In continuation hereof it was recommended in a keynote paper by Djilali [20] that research within fuel cells, should be aimed towards solving the following two problems: (1) lack of sufficiently general models for ionic and water transport in polymer membranes, and (2) deficiencies in models for two-phase transport in porous GDL and gas flow channels. In the following a detailed literature review on macroscopic modeling of DMFC and PEMFC is presented with emphasize on exactly these topics. Both types are considered since they only differ in some aspects related to two-phase morphology, electrochemical reactions and thermodynamics of the anode and membrane. Thus, from a modeling point of view, they are similar with respect to porous media structure, cathode catalyst layer and membrane properties. In the initial part of the literature review the focus is put on general model development, whereas the end focuses on more detailed issues of fuel cell modeling.
Literature Review

Because PEMFC and DMFC both are governed by numerous multi-physical phenomena, some simplifications are typically implemented. Early studies conducted by Bernardi and Verbrugge [9] and Springer et al. [88] on PEMFC consisted of isothermal, steady-state, one-dimensional numerical models of the electrode-membrane. These studies provided the fundamental framework for analyzing species transport, water addition and removal, cathode flooding and the effect of gas humidification. Attempts to account for more detailed water transport phenomena in PEMFC emerged a decade later. These models took two-phase flow and three-dimensional phenomena into account. Representative progress was seen in the models by Mazunder and Cole [57] and Meng et al. 2005. Their models were developed for predicting macroscopic water transport effects on cell performance. Both accounted for two-phase flow by a multiphase mixture formulation (M² model) and phase change by assuming equilibrium phase transformation, i.e. that phases are completely saturated. Their studies underlined the enhanced predictability of including two-phase transport. An alternative approach to multiphase modeling of water transport was taken in Berning and Djilali [10]. Two-phase flow was accounted for by the two-fluid model. Essentially, the two-fluid model is computational more demanding than the commonly used model; however it surpasses this model in its predictability of wet-to-dry and dry-to-wet interfaces and is capable of accounting for a hydrophilic pore fraction and irreducible saturation [12]. It does so by solving the governing equations for each phase separately, and hereby explicitly taking interfacial momentum and mass transfer into account. The two-fluid model moreover has the advantage, that it can be used for solving channel flow by using appropriate constitutive relations for interfacial surface area, buoyancy forces, lift and drag forces as well as surface tension forces over a large range of flow morphologies [40].

Meanwhile, only a few DMFC studies have focused on two-phase flow and three-dimensional modeling, since the importance of two-phase flow was addressed much later. Main focus had therefore been on one- or two-dimensional models of transport phenomena, concentration effects, fuel crossover and catalyst modeling as pointed out in the comparative study by Oliveira et al. [70]. In an early attempt Wang and Wang [99] investigated the coupling between two-phase flow, fuel crossover and the resulting mixed potential at the electrodes. Their two-dimensional model was based on the M² model and took detailed electrochemical reactions into account. Their results underlined the importance of keeping the methanol concentration...
below 2 M, in order to avoid excessive methanol crossover and performance loss. In their model capillary pressure in the two-phase model was described using a Leverett type function, which assumes either a hydrophilic or hydrophobic porous medium, but not a combination of these two. Around the same time Divisek et al. [19] published a two-dimensional, two-phase and multi-component model. In their paper they proposed an alternative capillary pressure model, enabling them to account for hydrophilic as well as hydrophobic pores. Moreover, a comprehensive electrochemistry model was implemented. It accounted for multistep reaction mechanisms and coverage for the ORR and MOR. Unfortunately, experimental validation of the model lacked. Later, Ge and Liu [28] developed a three-dimensional, two-phase, multi-component liquid-fed DMFC model. The model included anode and cathode channel, however neglected the presence of MPL. Their study underlined the improved model predictability of switching from a single to a two-phase flow model. Especially the predictability of methanol crossover was improved.

In the paper by Yang and Zhao [108] the importance of accounting for non-equilibrium phase change in DMFC modeling was shown. Moreover, it was concluded that the assumption of equilibrium phase change in the $M^2$ model overestimates the mass-transport of water and methanol. Later, Xu et al. [105] developed a one-dimensional, isothermal, two-phase model that accounted for dissolved species transport in the electrolyte phase and non-equilibrium sorption/desorption as well as non-equilibrium phase change. Two-phase flow was solved using the two-fluid approach, and accounted for the saturation jump-condition that arises between adjacent porous layers due to capillary pressure. Their model was used for studying the effect of the MPL on performance, among others.

Several detailed membrane transport models based on concentrated-solution theory have been proposed within the last decade for PEMFC by Janssen [41], Weber and Newman [101] and Finrite et al. [24] and for DMFC by Meyers and Newman [59] and Schultz and Sundmacher [81]. All these models take multi-component transport and component-component interaction into account by a Generalized Maxwell-Stefan model, also known as the Binary Friction Model. Their difference is mainly due to specified driving forces, and the degree of need for experimentally determined properties. As pointed out by Carnes and Djilali [15], the advantage of such a model is that it surpasses empirical models based on dilute-solution theory in their predictability at lower water content as well as higher water contents. Further, Meyers and Newman [59] underlined that component-component
interaction cannot be neglected in DMFC modeling. Meanwhile, most models published within DMFC modeling are based on dilute-solution theory \cite{99, 109, 111, 61, 60, 51, 36, 28}. This is often assumed acceptable since state-of-the-art DMFC run on a methanol concentration only at around 1 M.

In addition to the many modeling attempts, a lot of research has focused on experimentally quantifying individual transport phenomena governing water and methanol and their dependencies. These transport phenomena cover diffusion \cite{62, 116, 118, 119}, electro-osmotic drag (EOD) \cite{80, 75, 34, 115} and sorption/desorption kinetics \cite{119, 78, 54, 53, 29}. Likewise a lot of research has been aimed at developing detailed models describing non-ideal thermodynamics of Nafion membranes and conducting validation experiments \cite{27, 59, 85, 35}.

More detailed models on two-phase models for fractional wetted porous media, have been proposed in recent years. These models can be split up into two categories; the ones using a type of modified Leverett function to account for fractional wettability \cite{64, 31, 32, 12, 14, 13, 11, 46}, and the ones basing their models on information on the pore size distribution using a type of a bundle-of-capillary model \cite{103, 26, 100, 55}. The former models can be distinguished in whether liquid phase transport can occur in both hydrophilic and hydrophobic pores, or only the hydrophobic. For the latter models the main difference lies in how wettability and the pore size distribution are coupled. An introduction to the modified Leverett J function is given in section 2.3.4.

Another important challenge in the modeling of porous media is the steady-state description of the two-phase boundary condition at GDL-channel interface due to its inherent transient nature. Essentially, the movement of gas and liquid through this interface can be reduced to pressure build-up and break-through of droplets at the cathode and bubbles at the anode. Hence, it is rather difficult to formulate a mechanistic steady-state condition. In the literature various approaches have been proposed. The most often used types are: constant liquid volume fraction (i.e. liquid saturation) or a constant capillary pressure. The importance of this interface condition was studied by Liu and Wang \cite{50} using a three-dimensional and two-phase flow model of a single channel DMFC based on the $M^2$ model. It was shown that the extent of saturation condition at the cathode had a large impact on the net transport of water through the membrane and performance. This was likewise shown by Weber \cite{100}, not as function of saturation, but capillary pressure. Different boundary conditions have since been proposed;
Miao et al. [60] based it on an average channel liquid volume fraction, Guerau et al. [33] on a balance between surface tension forces and drag forces, Berning et al. [12] on a Hagen–Poiseuille pressure resistance and Yang et al. [110] by fixing the CL liquid volume fraction.

Although progress on the development of methanol and water transport models is evident, improvements are still needed. Recent research has focused mainly on improving sub-models of the membrane, catalyst layer, gas diffusion layer and water transport in the channels, but not on the coupling. Moreover, some of the proposed models in the literature need to be adapted for CFD purposes. Most two-phase models in the literature are based on the M$^2$ model, which inherently overestimates mass transport by assuming equilibrium and momentum transfer by not accounting for irreducible saturation and hydrophilic pore fraction. Computational advances along with modeling theory developments, enables the syntheses of more fundamental and complete fuel cell models based on the two-fluid approach, and affords more detailed accounting for water and methanol transport. By using a commercial CFD tool, as opposed to many models in the literature, parallel processing can be utilized to simulate complex and large geometries. As such it is feasible to model complete cells, with alternative channel configurations, and focus on macro-scale property variations and maldistribution phenomena. These models can then be aimed at facilitating higher predictability and better qualitative understanding of real size DMFC, as opposed to only two-dimensional or single channel phenomena.

1.4 Project Objective

The primary objective of this PhD study is to advance fundamental knowledge on water and methanol transport in DMFC, and thus to extend the understanding of the phenomena governing DMFC design. In particular, emphasis of this research project is on developing a three-dimensional, two-phase, multi-component, non-isothermal DMFC model and its validation. The applied modeling framework for the description of two-phase phenomena is based on the two-fluid approach. In addition to the before mentioned tasks, the present study comprises of answering the following series of scientific questions:

1. How can a cathode and anode model be developed so it reflects current state-of-the-art knowledge on porous media structures?

2. How can a better treatment of the channel-GDL interface, with respect
to two-phase flow, be developed?

3. Can a dilute-solution theory model adequately describe species transport in the membrane of a DMFC?

4. How do membrane properties such as sorption/desorption, water diffusivity, methanol diffusivity and ion conductivity depend upon water content?

5. Which material parameters, defining the pore structure, catalyst layer and membrane, affect the following?

   (a) Phase distribution in cathode and anode
   (b) Methanol crossover and distribution

6. How do material properties and flow plates affect cell performance of a single cell DMFC?

Answering the initial four questions will contribute the main improvement to current state-of-the-art models, by expanding the possibilities of which physical phenomena are taken into account. The latter two questions will contribute to an improved understanding of fundamental and practical problems governing DMFC design.

To ensure validity of the mathematical predictions, experimental verification is required. Experimental validation of a fuel cell model cannot entirely be based on a polarization curve, therefore simple experiments that can confirm model predictions are devised and constructed. Experimental verification is accomplished through collaboration with IRD Fuel Cells A/S, Denmark.

1.5 Methodology

The research methodology consists of three parts: mathematical modeling, parameter assessment and experimental validation through performance characteristics. Each part is necessary in order to obtain a functional and state-of-the-art model of a DMFC. A schematic representation of the research methodology is given in figure 1.5. Each part in the methodology is explained in the following sections.
1.5. Methodology

The mathematical model was developed in the commercial CFD package CFX 14 by ANSYS Inc. This software has the advantage that it is optimized for solving three-dimensional, two-phase, multi-component and non-isothermal flow. Hence, the task of developing a DMFC model is primarily limited to developing sub-models and constitutive relations describing the specific thermodynamics, electrochemistry, membrane transport and two-phase transport in porous media and channels, as shown in figure 1.5. These relations and specific parameters are obtained through an in-depth literature study of physics and chemistry.
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A problem with solving the flow field of a complete fuel cell with the intended complexity is the mere size of the computational grid and hence computational time required to solve it. Thus, to reduce computational time the solution domain is limited to a mirrored single channel domain.

1.5.2 Parameter Assessment

A challenge in the model development is that not all parameters are accessible through a literature study. Often in simplified zero-, one- or even two-dimensional models this can be circumvented by fitting the model to experimental data. However, this is a time consuming challenge for larger three-dimensional models. Moreover, fitting a large number of parameters simultaneously carries the risk of reaching a local minimum, and not physically correct parameters. Thus, it is important to limit the number of unknown parameters experimentally, in order to increase the reliability of the mathematical model. Hence, the following material properties have been measured directly in experiments as a part of this study:

- Length scales
- Porosities
- Nafion volume fraction in the CL
- Permeabilities

Moreover, the following electrochemical properties are assessed by fitting a simplified zero-dimensional DMFC model to a polarization curve:

- Catalytic surface area
- Exchange current density
- Transfer coefficients

1.5.3 Experimental Validation

Another concern in the development of a mathematical model is its validation under specific operational conditions. Typically, experimental validation is achieved by comparing the relationship between cell current and cell voltage. If a difference is observed between experimental measurements and model predictions model parameters can be adapted until a satisfactory agreement is obtained. However, this approach suffers from the risk that one
merely fits a given model to a specific set of data points, rather than mechanistically describing the phenomenon. To minimize this risk a two-folded validation is carried out by simultaneously considering the current-voltage relation and methanol crossover. Moreover, the current-voltage relation is carried out under different operation conditions, i.e. methanol concentration, average cell temperature, methanol concentration and OR.

1.6 Dissertation Outline

The main body of this dissertation is split up into six chapters which serve the purpose of theoretically interconnecting the research work depicted in the collection of scientific papers.

Chapter 1 establishes the research framework of the PhD dissertation by contextualizing the need for DMFC in today's society as well as discussing DMFC operation, its mathematical modeling and progress within the field of mathematical modeling of DMFC.

Chapter 2 gives a general description the two-phase flow phenomena occurring within a DMFC. Moreover, the mathematical framework of the two-fluid model is introduced and discussed in regard to assumptions and closure equations.

Chapter 3 assesses the macroscopic phenomena governing PEM based on Nafion. Focus is on non-equilibrium sorption-desorption and mathematical models used for describing transport processes in Nafion subject to dilute methanol-water solutions.

Chapter 4 discusses the solution strategy applied in order to solve mathematical model. In particular, the importance of source term linearization and relaxation is discussed in the context of two-phase flow.

Chapter 5 presents results from the experimental measurements, a partial validation of developed DMFC model and finally summarizes and discusses the modeling results presented in each publication.

Chapter 6 concludes the dissertation by assessing research contributions, research objectives and discussing future work.
Chapter 2

Fundamentals and Modeling of Two-Phase Flow

The aim of this chapter is to create an overview of the fundamental two-phase flow phenomena governing DMFC operation and their modeling concepts. The emphasis is particularly on the modeling framework of the two-fluid model.

The initial part is covered by dimensionless analysis and a literature study on gas-liquid flow patterns. This is followed by a short overview of the two-phase modeling concepts used for macroscopic modeling of DMFC and their conceptual differences. Hereafter the theoretical basis of the two-fluid method is introduced. Basic assumptions and derivation tools are discussed and the full set of governing equations covering mass, component, momentum and energy transport are depicted. Finally, closure equations are discussed along with a discussion of the validity of the two-fluid model in DMFC modeling.

2.1 Gas-Liquid flow in DMFC

For DMFC an initial distinction can be made between gas-liquid flow in porous media and in channels. Flows in these two regions are subject to forces of different orders of magnitude. This can probably best be demonstrated by comparing the dimensionless groups depicted in table 2.1. In order to relate the individual dimensionless groups to each, a short definition is given. The dimensionless Eötvös number is the ratio between density driven buoyancy and the surface tension acting across an interface between a liquid and a gas or between two immiscible liquids. For channels the variable $D$ represents the hydraulic diameter, whereas for porous media the
characteristic pore diameter. The effect of viscous forces in relation to surface tension forces is either accounted for using the capillary number or the complete capillary number. The difference lies in whether length scales and wettability information are accounted for or not. The variable $R$ accounts for the hydraulic channel radius or the characteristic pore radius, and $\theta$ denotes the contact angle between the liquid-solid boundary and the tangent to the gas-liquid boundary at the three-phase point, as seen in figure 2.1. The Reynolds number is the ratio between viscous and advective inertial forces. It is often encountered in fluid dynamical problems, as it identifies the transition between laminar and turbulent flow. The Froude number represents the ratio between inertial and gravitational forces. It is often used for describing free surface flow. The Weber number is the ratio between inertial forces due movement and surface tension forces. The last dimensionless group is the Peclet number is the ratio between the rate of advection and rate of diffusion. The length $L$ used in Péclet number can either be the hydraulic diameter for the channel or the characteristic pore diameter.

In general, for both regions it can be stated that the surface tension force dominate over buoyancy, viscous and inertial forces, as seen from the Eötvös, Capillary and Weber numbers, respectively. However, there is a significant difference in the extent depending on whether the flow occurs in a channel or a porous medium. To assess the importance of viscous forces it is often recommended to use the complete capillary number instead of the ordinary capillary number [21]. From the complete capillary number, it is apparent that viscous forces play a more important role then the capillary number indicates. This is especially obvious for the channel. From the Reynolds number it is further seen that viscous and inertial forces balance each other in the channel, whereas viscous forces significantly dominate in the GDL due to small length-scales and large viscosities. When $Re \ll 1$ the motion of a fluid is often referred to as Stokes flow or creeping flow. Moreover, as seen from the Froude number, buoyancy forces are considerably larger than
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<table>
<thead>
<tr>
<th>Name</th>
<th>Symbol</th>
<th>Definition</th>
<th>Order of magnitude</th>
<th>Channel</th>
<th>GDL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Liquid</td>
<td>Gas</td>
</tr>
<tr>
<td>Average superficial velocity</td>
<td>$U$</td>
<td>$v_{\text{avg}}$</td>
<td>$10^{-3}$m/s</td>
<td>1m/s</td>
<td>$10^{-5}$m/s</td>
</tr>
<tr>
<td>Bond/Eötvös</td>
<td>$Bo/\text{Eo}$</td>
<td>$(\rho_l-\rho_g)gD^2$</td>
<td>$10^{-3}$</td>
<td>-</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>Viscosity ratio</td>
<td>$M$</td>
<td>$\frac{\mu_{nw}}{\mu_w}$</td>
<td>$10^{-1}$</td>
<td>10</td>
<td>$10^{-1}$</td>
</tr>
<tr>
<td>Capillary</td>
<td>$Ca$</td>
<td>$\frac{\mu_{nw}</td>
<td>U_{nw}</td>
<td>}{\sigma}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Complete capillary</td>
<td>$CA$</td>
<td>$\frac{4\mu_{nw}</td>
<td>U_{nw}</td>
<td>L}{\sigma \cos \theta R}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>Reynolds</td>
<td>$Re$</td>
<td>$\frac{\rho UL}{\mu}$</td>
<td>1</td>
<td>1</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Froude</td>
<td>$Fr$</td>
<td>$\frac{U^2}{gD}$</td>
<td>$10^{2}$</td>
<td>$10^{-4}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>Weber</td>
<td>$We$</td>
<td>$\frac{\rho lU^2}{gD}$</td>
<td>$10^{-5}$</td>
<td>$10^{-2}$</td>
<td>$10^{-11}$</td>
</tr>
<tr>
<td>Péclet</td>
<td>$Pe$</td>
<td>$\frac{LU}{D}$</td>
<td>$10^{2}$</td>
<td>$10^{2}$</td>
<td>$10^{-1}$</td>
</tr>
</tbody>
</table>

Table 2.1: List of dimensionless numbers for two-phase flow in channel and porous media. For the GDL a pore diameter and channel hydraulic diameter a value of $10\mu m$ and 0.8mm is specified, respectively.

inertial forces for the gas phase inside the channel.

Another significant difference between the channel and the GDL is observed from the Péclet number, symbolizing the importance of inertia to mass diffusion. Interestingly, it appears that component flow in the channel is dominated by inertia, whereas diffusion dominates inside the GDL. This picture may change if an interdigitated flow field is used as opposed to a serpentine. In this case all flow is forced underneath the land and through the GDL hereby increasing the superficial velocity and the Peclet number inside the GDL.

In the following, a description is given of the gas-liquid flow patterns observed for channel flow and porous media.

2.1.1 Channel

The phenomena governing gas-liquid flow in a channel are highly dependent on the channel characteristic. Channels of a fuel cell typically fall into the
category of micro-channels and hence are subject to the forces discussed in section 2.1. In the literature several definitions exist of what constitutes a micro-channel, as discussed by Shao et al. [83] and Serizawa et al. [82]. Such definition are typically based on dimensionless numbers or geometrical length scales fulfilling certain criteria. An example of such a criteria is the following inequality:

$$\frac{\lambda}{D} \geq 3.3$$ (2.1)

where $\lambda$ denotes the Laplace constant defined as

$$\lambda = \sqrt{\frac{\sigma}{g (\rho_L - \rho_g)}}$$ (2.2)

If the ratio between the Laplace constant and the hydraulic diameter is equal or larger than 3.3 the channel can be defined as a micro-channel. For the typical operational conditions of a DMFC the Laplace constant is $\lambda = 2.67e^{-3}$. This implies for the criterion to be fulfilled, the diameter has to be below 0.81mm. An alternative proposal based on a Eötvös criteria of $Eo < 0.88$ would instead lead to a larger diameter criteria of 2.6mm. Clearly, these criteria are simplified, and neglect key phenomena. It is not only the channel size that matters, gas-liquid flow in channels of DMFC is further complicated by the presence of the GDL, which has a high surface roughness and intrudes into the channel, effectively decreasing the cross-sectional area. Furthermore, bubbles and droplets tend to stick to the fibrous surface due to adhesion effects, which further cause flow hysteresis.

In general, for micro-channels the gas-liquid flow patterns shown in figure 2.2 are found [82]. However, these text-book examples do not necessarily occur for DMFC. As discussed by Anderson et al. [1], flow regimes for fuel cells depend not only on gas-liquid superficial velocities and the volume fraction of each fluid, but on the specific material use and system set-up. Hence, it is difficult to make generic flow pattern maps. This issue is further complicated by the fact that a distinction has to be made between the anode and cathode flow field due to a difference in two-phase morphology. In the following a short description is given based on experimental observation found in the literature, rather than specific flow pattern maps.

**Anode**

The gas-liquid flow of the anode is characterized by a liquid phase entering the channel, while a gas phase is continuously added from the GDL along
the channel length. Inherently, this implies that the gas volume fraction increases from inlet to outlet. As was shown by Yang et al. [107] this similarly influences the flow patterns along the channel length depending on the orientation, i.e. vertical or horizontal. The gas-liquid flow patterns that were observed for the anode can be split into the following categories depending on mass quality along with liquid and gas volumetric fluxes:

- Bubbly flow
- Plug flow
- Slug flow
- Annular flow

For a vertical channel orientation and at low amounts of gas, two-phase flow is characterized as being bubbly. Hereafter, as the mass quality increases, slugs begin to appear. A further increase gradually turns slugs into an annular flow. The flow regimes observed for horizontal flow are similar to the ones encountered for vertical flow, with the exception of some extent of plug flow development a low mass quality. Interestingly, for both a bubbly flow layer forms attached to the GDL surface throughout the length of the channel. The detachment diameter of these bubbles can be estimated by balancing buoyancy and surface tension forces:
\[ d_p = \left( \frac{4d_c \sigma \sin \theta}{g (\rho_l - \rho_g)} \right)^{\frac{1}{3}} \]  

(2.3)

where \( d_c \) denotes the characteristic pore diameter of the GDL. Assuming that the gas bubbles leaving the GDL are through hydrophobic pores with a contact angle of \( \theta = 120^\circ \) and methanol solution 1 M is used, this leads to detachment particle size of \( d_p = 0.525 \text{mm} \). However, often smaller bubbles are observed \([107]\).

**Cathode**

The liquid-gas flow regimes encountered at the cathode are inherently different than at the anode. At the cathode gas enters the channel, while droplets emerge from the GDL surface randomly along the channel length.

Hussaini and Wang \([38]\) investigated liquid-gas flow patterns *in situ* and encountered the following four regimes depending on the gas and liquid superficial velocity:

- Single phase flow (i.e. mist flow)
- Droplet flow
- Film flow
- Slug flow

At high gas superficial velocities single phase flow is observed. Emerging liquid droplets quickly evaporate and only few sporadic droplets are observed. As the gas superficial velocity decreases more liquid droplets begin to emerge at the hydrophobic GDL surface. This regime is called droplet flow, since droplets stick to the GDL surface and slowly become pushed forward by the surrounding gas flow. When the current density increases the liquid superficial velocity increases and a film flow begins to form as droplets begin to coalesce and are wicked into the channel walls. With an additional increase in current density and liquid superficial velocity, film growth and consequently the formation of slug flow is observed. This tendency to generate slug flow is additionally enhanced at low superficial gas velocities for parallel channels, as shown by Zhang et al. \([117]\). This causes a significant increase in gas maldistribution and consequently results in increased performance loss.
2.1.2 Porous media

Two-phase flow pattern for porous media can quite well be classified by the relationship between the viscosity ratio and the capillary number. Moreover, a common way to describe the two-phase flow in porous media is in terms of imbibition and drainage. Imbibition is the displacement of one immiscible fluid by another caused by capillary pressure, whereas drainage is the process where the non-wetting phase displaces the wetting phase [21]. Lenormand et al. [47] found for drainage-type displacement that two-phase flow in porous media can be characterized by three different types of displacement:

- Viscous fingering
- Capillary fingering
- Stable displacement

When the viscosity ratio \( M < 1 \) and the capillary pressure ratio \( Ca \gg 1 \) viscous forces control, causing viscous fingering, while capillary fingering prevail when \( M < 1 \) and \( Ca \ll 1 \). However, if \( M \gg 1 \) for \( Ca \ll 1 \) viscous fingering becomes gradually more dense until a stable displacement is reached and a saturation jump profile is seen, whereas for \( Ca \gg 1 \) no change is observed. From the dimensionless numbers describing the porous media of DMFC it is obvious that displacement is controlled by capillary fingering, since \( M = 0.1 \) and \( Ca = 10^{-8} \), as was concluded by Sinha and Wang [84].

2.2 Modeling Concepts

The modeling of gas-liquid flow is a challenging endeavor as their movement is governed by complex phenomena arising at the molecular level. For a two-phase model to be applicable to modeling of a fuel cell a trade-off between accuracy and computational efforts has to be made. Thus, some simplifications need to be made when describing flow on a macroscopic level.

The first step in fluid mechanics consists in describing a fluid as a continuum. In a fluid continuum the presence of individual molecules is ignored. Instead, the fluid is viewed as a continuous matter on which forces can be applied according to Newton’s second law. Hence, fluid variables such as density velocity and pressure are merely a representations of an local instantaneous averaged molecular motion. This average is performed over a control volume containing a large number of molecules. Indeed, it is this control volume, associated with a single point which defines a fluid particle
in fluid mechanics, rather than a specific set of molecules.\cite{63} The validity of the fluid continuum assumption breaks down when length and time scales approach those of molecules. The extent of this can be assessed by the magnitude of the Knudsen number, $Kn$, which defines the ratio between the mean free path of a molecule to the particle diameter. If $Kn \gg 10^{-3}$ the assumption does not hold any longer.\cite{40}

The motion of a fluid particle in single-phase flow can either be described in a *Eulerian* or *Lagrangian* frame of reference. The *Eulerian* frame of reference describes motion of a fluid particle using an velocity field, which is a function of space and time, and hence does not require tracking of individual particles. Such a field is described in the form of partial differential equation (PDE). Alternatively, in the *Lagrangian* frame of reference, individual particles are tracked, and their motion is described using Newton's second Law, hereby describing their position in space as a function of time.\cite{63}

However, this clear distinction between a Eulerian and Lagrangian frame of reference breaks down in the case of several immiscible fluids, where a distinct and discontinuous interface forms between each fluid phase. Now fluid transport has to be described as a combination of either types depending on whether the flow morphology can be described as being dispersed or separated. For liquid-gas flow in DMFC only two types are typically considered:

- The *Eulerian-Eulerian* method, or two-fluid method, models each fluid phase as a continuum, even though one fluid might be dispersed and the other continuous. Hence, conceptually we are dealing with interpenetrating continua. This concept arises from its derivation, which is based on averaging the discontinuous interface that arises between phases in variables. The advantage of the two-fluid method is that it principally can compute any gas-liquid regime, provided that the interfacial coupling terms are given through closure equations. Moreover, it is computationally quick, as opposed to tracking individual particles or resolving particles.\cite{40} A subclass of the two-fluid approach is the mixture model.

  - The *Mixture* method does not distinguish between phases, it models all phases as a single macroscopic continuum in an Eulerian frame of reference. In the literature several mixture models exist. In DMFC modeling two approaches dominate: the homogeneous and the multiphase mixture model.

    * The *Homogeneous* model is typically derived by summing the two-fluid equations or performing a macroscopic balancing
over all phases simultaneously.

* The *Multiphase Mixture* model takes a different approach. It solves for one velocity field, and in post-processing step reconstructs two separate velocity fields. However, this approach is only valid for porous media and hence in theory not applicable for channel flow modeling, though attempts have been made.

- The *Volume-of-fluid* (VOF) method is a so-called *high-resolution* method that resolves individual particles or free surfaces using small control and averaging volumes. The VOF method defines the location and orientation of the interface through a volume fraction function. The propagation of this volume fraction function can then be modeled by a single advection scheme or in a two-fluid formulation.

### 2.3 Two-Fluid Model

In the derivation of the two-fluid model the local instantaneous transport equation for quantity $\psi$ in phase $\alpha$ and the jump condition that arises at interface between phase $\alpha$ and $\beta$ are taken as starting point, respectively:

\[
\frac{\partial (\rho_\alpha \psi_\alpha)}{\partial t} + \nabla \cdot (\rho_\alpha \mathbf{v}_\alpha \psi_\alpha) + \nabla \cdot (\mathbf{J}_\alpha) = \sum_c \rho_{\alpha,c} c \phi_{\alpha,c} \quad (2.4)
\]

\[
\dot{m}_{I,\alpha\beta} \psi_\alpha + \dot{m}_{I,\beta\alpha} \psi_\beta + \mathbf{J}_\alpha \cdot n_{\alpha\beta} + \mathbf{J}_\beta \cdot n_{\beta\alpha} = \varphi_I + \sum_c \rho_{I,\alpha\beta,c} c \phi_{I,\alpha\beta,c} \quad (2.5)
\]

where $\mathbf{J}_\alpha$ and $\phi_c$ denote flux and source of the quantity $\psi$ in phase $\alpha$, and $\varphi_I$ denote interface transport phenomena. These local instantaneous variations described on a microscopic scale are then averaged out over a macroscopic scale. For a Eulerian description this can be accomplished using three different averaging procedures: *temporal-, spatial- and ensemble* averaging. The most common of these is volume averaging. This is due to its simplicity of realization and implementation. However, it is constrained by the characteristic size of the phases and flow. Temporal averaging is likewise easy to implement, however it requires a long averaging time, which might not be realizable for practical application. Ensembling averaging, on the other hand, avoids the shortcomings of time- or volume averaging by
averaging over an infinite number of realizations of the flow. It is there-
fore viewed as the more fundamental approach. Nevertheless, only a few
publication exist in the literature.\[40\]

In following section the theoretical basis of deriving the two-fluid model
is given. For the sake of simplicity, only equations derived using the volume
averaging procedure are covered.

2.3.1 Volume Averaging

The volume averaging procedure essentially averages out local instantaneous
variations ascribed to a volume in time. For this approach to be valid some
constraints have to apply to the averaging volume:

\[
\begin{align*}
\left\{ \text{Characteristic length scale of phases, } d_p \right\} & \ll \\
\left\{ \text{Characteristic length scale of averaging volume, } l \right\} & \ll \\
\left\{ \text{Characteristic length scale of physical system, } L \right\}
\end{align*}
\]

(2.6)

In order to capture a stable average, the characteristic length scale of the
averaging volume has to be much larger than the characteristic length scale
of the phase volume. On the other hand, in order to obtain a local value
of the flow the characteristic length scale of the averaging volume has to
be much less than the characteristic length scale in the physical system due
spatial changes. In regard to fuel cell modeling this can be illustrated for
an electrode as seen in figure 2.3.

With the constraints of an averaging volume established, superficial and
phase volume averages of the quantity $\psi$ in phase $\alpha$ can be defined, respec-
tively:

\[
\langle \psi_\alpha \rangle_V = \frac{1}{V} \int_V \chi_\alpha \psi_\alpha dV = \frac{1}{V} \int_{V_\alpha} \psi_\alpha dV
\]

(2.7)

\[
\langle \psi_\alpha \rangle_{V_\alpha} = \langle \psi_\alpha \rangle_{V_\alpha} \chi_\alpha V_\alpha = \frac{1}{V_\alpha} \int_{V_\alpha} \psi_\alpha dV
\]

(2.8)

where $V$ is volume, $\chi_\alpha$ is a phase function that is 1 for phase $\alpha$ at time $t$,
else it is zero. This generalized function assists in forming averages of local
instantaneous variables across interfaces. This essentially ensures a valid
mathematical treatment \[40\].

The two volume averaging operators are related to each other as follows:

\[
\langle \psi_\alpha \rangle_V = \frac{V_\alpha}{V} = \varepsilon_{s_\alpha} \langle \psi_\alpha \rangle_{V_\alpha}
\]

(2.9)
where $s_\alpha$ is the volume fraction of phase $\alpha$ and $\varepsilon$ is the volume porosity. For the volume fraction the following constraint applies:

$$\sum_{i=1}^{N} s_i = 1$$  \hspace{1cm} (2.10)

A volume average of equation 2.4 can now be obtained by integrating the entire phase volume and dividing it by the average volume:

$$\langle \frac{\partial \rho_\alpha \psi_\alpha}{\partial t} \rangle_V + \langle \nabla \cdot (\rho_\alpha \mathbf{V}_\alpha \psi_\alpha + \mathbf{J}_\alpha) \rangle_V = \langle \sum_c \rho_c \phi_c \psi_c \rangle_V$$  \hspace{1cm} (2.11)

In order to rewrite the different terms of equation 2.11 into differentials of averages, two theorems are needed; one for the temporal and another for the spatial derivative. These theorems are sometimes referred to as Leibniz’s and Gauss’ rule of volume averaging, respectively [86, 104]:

$$\langle \frac{\partial \psi_\alpha}{\partial t} \rangle_V = \frac{\partial}{\partial t} \langle \psi_\alpha \rangle_V - \frac{1}{V} \int_{A_\alpha} \psi_\alpha \mathbf{u}_I \cdot \mathbf{n} \, dA$$  \hspace{1cm} (2.12)

$$\langle \nabla \psi_\alpha \rangle = \nabla \langle \psi_\alpha \rangle + \frac{1}{V} \int_{A_\alpha} \psi_\alpha \mathbf{n} \, dA$$  \hspace{1cm} (2.13)

Applying these to the general instantaneous transport equation results in the following form:
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\[
\frac{\partial}{\partial t} \left( \varepsilon_s \langle \rho_\alpha \psi_\alpha \rangle_{V_\alpha} \right) + \nabla \cdot \left( \varepsilon_s \langle \rho_\alpha V_\alpha \psi_\alpha \rangle_{V_\alpha} \right) = (2.14)
\]

\[
- \frac{1}{V} \int_{A_\alpha} (\dot{m}_\alpha \psi_\alpha + J_\alpha \cdot n_\alpha) \, dA + \varepsilon s_\alpha \left( \sum_c \rho_c \phi_c \right) \bigg|_{V_\alpha} = (2.15)
\]

The resulted transport equation is not yet suitable for modeling. One more step is needed where averages of products are related to products of averages instead. This is accomplished by introducing mass-weighted volume averages and the concept of spatial decomposition. The latter is an analog to the temporal decomposition used in the derivation of Reynolds Averaged Navier Stokes (RANS) equations.

The mass-weighted volume average of the quantity \( \psi_\alpha \) is defined as:

\[
\langle \psi_\alpha \rangle_{V^\alpha \rho^\alpha} = \frac{1}{V} \int_V \rho_\alpha \chi_\alpha \psi_\alpha dV = \frac{\langle \rho_\alpha \psi_\alpha \rangle_V}{\langle \rho_\alpha \rangle_V} = \frac{\langle \rho_\alpha \psi_\alpha \rangle_{V_\alpha}}{\langle \rho_\alpha \rangle_{V_\alpha}} \quad (2.16)
\]

The spatial decomposition of the quantity \( \psi_\alpha \) is defined as:

\[
\hat{\psi}_\alpha = \psi_\alpha - \langle \psi_\alpha \rangle_{V^\alpha \rho^\alpha}
\]

where the double hat quatity \( \hat{\psi} \) denotes fluctuation due to both density and phase.

When applying the spatial decomposition to the convective term of the general transport equation an additional term due to microscopic spatial fluctuations appears:

\[
\langle \rho_\alpha V_\alpha \psi_\alpha \rangle_{V_\alpha} = \langle \rho_\alpha \rangle_{V_\alpha} \langle V_\alpha \rangle_{V^\alpha \rho^\alpha} \langle \psi_\alpha \rangle_{V^\alpha \rho^\alpha} + \left( \rho_\alpha \hat{V}_\alpha \hat{\psi}_\alpha \right)_{V_\alpha} \quad (2.18)
\]

By applying the spatial decomposition now to the remaining terms in the general transport equation one ends up with the following form:

\[
\frac{\partial}{\partial t} \left( \varepsilon_s \langle \rho_\alpha \psi_\alpha \rangle_{V_\alpha} \right) + \nabla \cdot \left( \varepsilon_s \langle \rho_\alpha V_\alpha \psi_\alpha \rangle_{V_\alpha} \right) = \nabla \cdot \left( \varepsilon_s \langle J_\alpha \rangle_{V_\alpha} \right) - \frac{1}{V} \int_{A_\alpha} (\dot{m}_\alpha \psi_\alpha + J_\alpha \cdot n_\alpha) \, dA + \varepsilon s_\alpha \left( \sum_c \rho_c \phi_c \right) \bigg|_{V_\alpha} - \ldots
\]

\[
\nabla \cdot \left( \varepsilon_s \langle \rho_\alpha \hat{V}_\alpha \hat{\psi}_\alpha \rangle_{V_\alpha} \right) \quad (2.19)
\]
In addition to the before mentioned microscopic deviation term two more terms have appeared, when comparing equation 2.4 and 2.19. The first term accounts for interfacial stress, heat and species mass transfer:

\[ \frac{1}{V} \int_{A_\alpha} \mathbf{J}_\alpha \cdot \mathbf{n}_{\alpha} dA \]

The second term accounts for interfacial transfer due to phase change across interface surface area:

\[ \frac{1}{V} \int_{A_\alpha} \dot{m}_{\alpha} \psi_{\alpha} dA \]

The interfacial transfer term is typically generalized in the following form:

\[ \frac{1}{V} \int_{A_\alpha} \dot{m}_{\alpha} \psi_{\alpha} dA = \sum_{\beta=1}^{N_p} (\langle \dot{m}_{\alpha\beta} \rangle_V \langle \psi_{\alpha} \rangle_V^{\chi_{\alpha\beta}} - \langle \dot{m}_{\beta\alpha} \rangle_V \langle \psi_{\alpha} \rangle_V^{\chi_{\beta\alpha}}) \quad (2.20) \]

where \( \dot{m}_{\alpha\beta} \) denotes the interfacial mass transfer term on a volumetric basis and which related to the interfacial area averaged mass transfer term as follows:

\[ \langle \dot{m}_{\alpha\beta} \rangle_V = a \langle \dot{m}_{\alpha\beta} \rangle_{A_I} \quad (2.21) \]

where \( a = A_I/V \) is the interfacial area density.

Often the notation in equation 2.19 is simplified by removing all averaging brackets and by combining some terms into a general source term \( S \), which yields the following form:

\[ \frac{\partial (\varepsilon s_{\alpha\rho_{\alpha}} \psi_{\alpha})}{\partial t} + \nabla \cdot (\varepsilon s_{\alpha\rho_{\alpha}} \mathbf{V}_{\alpha} \psi_{\alpha}) = S_{\alpha} - \nabla \cdot (\varepsilon s_{\alpha\rho_{\alpha}} \mathbf{V}_{\alpha} \hat{\psi}_{\alpha}) + \sum_{\beta=1}^{N_p} (\dot{m}_{\alpha\beta} \psi_{\beta} - \dot{m}_{\beta\alpha} \psi_{\alpha}) \quad (2.22) \]

where \( \hat{\psi}_{\alpha} \) and \( \mathbf{V}_{\alpha} \) now denote the mass-weighted and phase volume averaged of quantities.

Finally, applying the before mentioned averaging procedure to the jump condition leads to the following form:

\[ \frac{1}{V} \int_{A_I} \left( \sum_{\alpha} [\dot{m}_{\alpha} \psi_{\alpha} + J_{\alpha} \cdot n_{\alpha}] \right) da = 0 \quad (2.23) \]
2.3. Two-Fluid Model

The different conservation equation used for describing two-phase flow can now be obtained by substituting the mass-weighted and volume averaged field quantity $\psi_\alpha$ by the variable of interest. However, some additional simplifications may need to be introduced in description of individual terms. In this work only laminar, steady-state flow is considered. Hence, turbulence and deviations from microscopic behavior are neglected in the following.

2.3.2 Mass Conservation

The mass conservation equation is simply obtained by setting $\psi_\alpha = 1$, $J_\alpha = 0$ and $\phi_c = 0$ in the general transport theorem, equation 2.22:

$$\nabla \cdot \varepsilon s_\alpha \rho_\alpha U_\alpha = S_\alpha + \sum_{\beta=1}^{N_p} (\dot{m}_{\alpha\beta} - \dot{m}_{\beta\alpha})$$  \hspace{1cm} (2.24)

where $S_\alpha$ denotes a mass sink or source. In DMFC modeling this could be due to electrochemical reactions or sorption/desorption to and from the electrolyte phase.

2.3.3 Component Conservation

The component conservation equation is obtained by substituting $\psi_\alpha = Y_{\alpha A}$, $J_\alpha = J_\alpha$ and $\phi_c = S_\alpha / \rho_c$ into the general transport theorem, equation 2.22:

$$\nabla \cdot (\varepsilon s_\alpha \rho_\alpha U_\alpha Y_{\alpha A} - \varepsilon s_\alpha J_\alpha) = \varepsilon s_\alpha S_\alpha + \sum_{\beta=1}^{N_p} (\dot{m}_{\alpha\beta} Y_{A\beta} - \dot{m}_{\beta\alpha} Y_{A\alpha})$$  \hspace{1cm} (2.25)

where $Y_{A\alpha}$ denotes mass fraction of species $A$ in phase $\alpha$. If the number of species is $N$, then the number of independent mass fractions is $N - 1$ according to:

$$\sum_{i=A}^{N} Y_i = 1$$  \hspace{1cm} (2.26)

For binary mixtures the diffusive flux can be described using Fick’s law, whereas for multicomponent mixtures it can be described using a generalized Fick’s law description based on Maxwell-Stefan diffusion, respectively:

$$J_\alpha = \rho_\alpha D_\alpha^{eff} \nabla Y_{A\alpha}$$  \hspace{1cm} (2.27)
\[ J_\alpha = \sum_{i=\alpha}^{N-1} \rho_i D_{Ai}^{\text{eff}} \nabla Y_{Ai} \] (2.28)

where \( D_{Ai}^{\text{eff}} \) is the effective mass diffusivity that is corrected for dispersion effects and Knudsen diffusion in porous media. The build-in diffusive flux in CFX is described using Fick’s law, thus it neglects interaction between species in multi-component flow. In this model this is to some extent circumvented by using Wilkes formula to obtain an effective diffusivity, similarly as Berning et al. [12].

2.3.4 Momentum Conservation

The momentum conservation equation for dispersed flow is obtained by substituting \( \psi_\alpha = Y_{\alpha A}, \) \( J_\alpha = \tau \) and \( \phi_c = g_c \) into the general transport theorem, equation \( 2.22 \), and simplifying the interfacial momentum stresses by neglecting variations in surface tension and pressure difference at the interfaces:

\[
\nabla \cdot \left( \varepsilon s_\alpha \rho_\alpha U_\alpha U_\alpha - \varepsilon s_\alpha \tau \right) = \varepsilon s_\alpha (S_\alpha - \nabla p_\alpha) + \varepsilon s_\alpha \rho_\alpha g + F_\alpha + \ldots 
\sum_{\beta=1}^{N_p} \left( \dot{m}_{\alpha \beta} U_\beta - \dot{m}_{\beta \alpha} U_\alpha \right) (2.29)
\]

where \( \tau = \mu_\alpha \left[ \nabla U_\alpha + (\nabla U_\alpha)^T - \frac{2}{3} \nabla \cdot U_\alpha \right] \) is viscous stress, \( g \) is gravity and \( F_\alpha \) is the generalized interfacial drag term. For dilute mixtures the generalized drag term accounts for drag, lift, virtual mass and Basset history:

\[ F_\alpha = N_d (f_D + f_L + f_V + f_B) \] (2.30)

where \( N_d \) accounts for the number of particles per unit volume and \( f_D, f_L, f_V \) and \( f_B \) are the drag force, lift force, virtual mass force and Basset history force. For two-phase flow inside porous media of a fuel cell the generalized interfacial drag term can solely be described by Darcy’s law [96]:

\[ F_\alpha = \frac{\varepsilon^2 s_\alpha^2 \mu}{k_{rel}^{-1}} U_\alpha \] (2.31)

where \( K \) is the hydraulic permeability matrix and \( k_{rel} \) is relative permeability of phase \( \alpha \). Darcy’s law is an empirical correlation valid for low velocities. At higher velocities the Darcy-Forchheimer equation is recommended, as it has a second term accounting for inertial forces. Further,
for porous media, the earlier mentioned assumption of negligible interfacial pressure difference

$$p_\alpha = p_\beta = p$$  \hfill (2.32)

is invalid. Inside porous media, when two immiscible fluids are present, a pressure difference forms at any point along a curved interface. This pressure difference is known as capillary pressure and is defined as follows:

$$p_c = p_\alpha - p_\beta$$  \hfill (2.33)

where $p_c$ is capillary pressure, $p_\alpha$ is the non-wetting phase and $p_\beta$ is the wetting phase. A convenient way to describe the capillary pressure of a porous medium is by means of the dimensionless Leverett J function. This expression describes the relationship between capillary pressure, the characteristic pore radius $\sqrt{K/\varepsilon}$, surface tension $\sigma$ and the contact angle $\theta$, as a function of volume fraction. In its original form the Leverett J function is meant only to account for either hydrophilic or hydrophobic non-connected capillary tubes, and not the simultaneous presence of both. Hence, a modified Leverett J function is used based on an effective volume fraction, as depicted in the following:

$$p_c = \sigma \cos \theta \left( \frac{\varepsilon}{K} \right)^{\frac{1}{2}} J(S)$$  \hfill (2.34)

$$J(S) = 1.417 (1 - S) - 2.120 (1 - S)^2 + 1.263 (1 - S)^3$$  \hfill (2.35)

$$S = \begin{cases} 
  \frac{s-f_{Hi}}{1-f_{Hi}}, & s > f_{Hi} \\
  \frac{f_{Hi}-s}{f_{Hi}}, & s < f_{Hi} 
\end{cases}$$  \hfill (2.36)

where $S$ denotes the effective volume fraction, $f_{Hi}$ is the hydrophilic pore fraction, $\theta$ is a contact angle switch function where $\theta > 90^\circ$ for $s > f_{Hi}$ and $\theta < 90^\circ$ for $s < f_{Hi}$, and $\sigma$ is the mixture surface tension, which is a non-linear function of methanol concentration [94]. It should be noted that in porous media modeling the term saturation is used synonymous for volume fraction.

The resulting Leverett J function for a typical GDL and MPL is shown in figure 2.4a. The effect of including the hydrophilic pore fraction can be seen from the intersection with the y-axis. From comparing the resulting
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Figure 2.4: Phenomena captured by the capillary pressure model

(a) Modified Leverett J function for a GDL and MPL at 60°C and methanol concentration of 1 M

(b) Surface tension as a function of methanol concentration at 60°C

capillary curves it is clear that significant discontinuities in the liquid saturation can arise at the interface between layers, since the pressure field across the interface has to be continuous.

The dependence of the surface tension on methanol concentration is shown in figure 2.4b. From this figure it can be observed how the surface tension of a methanol solution decreases significantly when slightly increasing the concentration. In the literature this effect is often neglected when modeling capillary pressure effects for DMFC.

2.3.5 Energy Conservation

The energy conservation equation can be derived in different ways depending on which phenomena are accounted for when defining energy. The energy of a flowing fluid is usually defined as:

\[ E = e + \frac{P}{\rho} + \frac{1}{2}U^2 = H + \frac{1}{2}U^2 \quad (2.37) \]

where \( e \), \( P \) and \( H \) denote internal energy, pressure and enthalpy.

However, at low velocities and for incompressible flow it can be beneficial to neglect mechanical and volumetric expansion energy due to numerical convergence challenges. Hence, in this work only thermal or internal energy is accounted for as follows:
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\[ e = H - \frac{P}{\rho} \approx c_p(T - T_{ref}) \quad (2.38) \]

where \( T \) denotes temperature. Thus, the energy conservation equation is simplified to account only for changes in thermal energy. This leads to the following conservation equation:

\[
\nabla \cdot \varepsilon s_{\alpha} \rho_{\alpha} U_{\alpha} e_{\alpha} = \nabla \cdot \varepsilon s_{\alpha} \lambda_{\alpha} \nabla T_{\alpha} + \varepsilon s_{\alpha} : \nabla U_{\alpha} + \nabla \cdot \varepsilon s_{\alpha} \left( \sum_{i=1}^{N_c} \Gamma_i h_i \nabla Y_i \right) + \ldots \\
S_{\alpha} + \sum_{\beta=1}^{N_p} (\dot{m}_{\alpha\beta} e_{\beta} - \dot{m}_{\beta\alpha} e_{\alpha}) \quad (2.39)
\]

where \( S_{\alpha} \) is an energy sink or source term. In DMFC modeling energy source term could either be due to electrochemical reactions or charge transport.

2.3.6 Closure Equations

As depicted in Table 2.2 a difference can be seen in the number of variables and conservation equations needed to model a DMFC. In order to close the description of the two-fluid model additional constitutive relations are needed. The number of independent variables are in part reduced by pressure, mass fraction and volume fraction constraints (i.e. equation 2.10, 2.26 and 2.32 respectively) and in part by assuming that the liquid phase is incompressible and that the gas phase density can be described using the ideal gas equation:

\[
\rho_A = \frac{p_A M_w}{R T_A} \quad (2.40)
\]

\[
\rho_g = \frac{1}{\sum_{i=A}^{N} \frac{Y_i}{\rho_i}} \quad (2.41)
\]

Moreover, additional constitutive relations are needed in algebraic form to close the description of non-equilibrium phase change and the associated thermodynamics, non-equilibrium sorption-desorption from and to the electrolyte phase, electrochemistry, generalized drag term, relative permeability and effective diffusivities. All of these constitutive relations are described in the collection of papers.
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Cathode</th>
<th>Domain</th>
<th>Anode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of phases</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Species in gas phase</td>
<td>(N_2, O_2, CO_2, H_2O)</td>
<td>(CO_2, H_2O, CH_3OH)</td>
<td></td>
</tr>
<tr>
<td>Species in liquid phase</td>
<td>(H_2O)</td>
<td>(H_2O, CH_3OH)</td>
<td></td>
</tr>
<tr>
<td>Species in solid phase</td>
<td>(e^-)</td>
<td>(e^-)</td>
<td></td>
</tr>
<tr>
<td>Independent variables</td>
<td>(s_l, p_g, U_l, V_l, W_l, U_g, V_g, W_g, T_g, T_l, Y_{g,O_2}, Y_{g,CO_2}, Y_{g,H_2O})</td>
<td>(s_l, p_g, U_l, V_l, W_l, U_g, V_g, W_g, T_g, T_l, Y_{l,CH_3OH}, Y_{g,CH_3OH}, Y_{g,H_2O})</td>
<td></td>
</tr>
<tr>
<td>Dependent variable</td>
<td>(s_g, p_l, Y_{g,N_2}, \rho_g)</td>
<td>(s_g, p_l, Y_{g,CO_2}, Y_{l,H_2O}, \rho_g)</td>
<td></td>
</tr>
<tr>
<td>Number of variables</td>
<td>17</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Number of independent variables</td>
<td>13</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Number of conservation equations</td>
<td>13</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Data on the application of a two-fluid model of a DMFC

### 2.3.7 Model Limitations

A clear challenge in applying the two-fluid model to the DMFC modeling applies to assumption of dispersed flow. As seen in section 2.1.1, liquid-gas flow in both channels tend to form slugs or annular flow where interfacial forces become dominant. In the anode it is only at low fractions of gas phase or equivalently at high methanol stoichiometry that dispersed bubbly flow can be assumed. Similarly, for the cathode it is only at low fractions of liquid phase or equivalently high air stoichiometries that dispersed droplet flow or mist flow can be assumed valid. Else, a VOF model needs to be considered for channel flow.

Another issue in modeling two-phase flow using a two-fluid model based on Darcy’s law is the ability to capture capillary or viscous fingering in porous media. As such Darcy’s equation assumes a uniform pore structure and wettability, and therefore cannot capture these phenomena. Hence, it should more be viewed as an average representation of these phenomena in porous media.
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Modeling of Transport Phenomena in PEM

In this chapter the physics governing dilute water and methanol transport in polymer electrolyte membranes based on Nafion are presented and discussed. As a point of origin the sorption of gas and liquids is taken. Hereafter the kinetics governing sorption-desorption are discussed, along with transport of sorbed species.

3.1 Morphology of Nafion

The morphological description of Nafion is of great importance in the understanding of its transport properties. By better understanding how structural information affects transport properties of perfluorosulfonated ionomers improved electrolyte membranes can be developed. In addition, it can help to improve our understanding of the macroscopic transport phenomena governing fuel cell operation. As pointed out by Mauritz and Moore [56] developing such morphological models is a complicated matter because of the random chemical structure of the co-polymer, the complexity of co-organized crystalline and ionic domains, the large morphological variations with solvent swelling, among others. Thus, many different morphology models have been proposed, however none are believed to give a universal description, yet.

The most popular model has for many years been the Cluster-Network model by Hsu and Gierke [37]. In this model Nafion is described at the nanometer-scale as consisting of ionic clusters that are approximately spherical in shape with an inverted micellar structure. These clusters are hydrophilic due to sulfonic acid groups, whereas the polymer matrix is hy-
drophobic due to the PTFE backbone. As polar solvent sorption increases these ionic clusters expand and become interconnected by narrow channels allowing for ionic percolation pathways for ionic and increased water transport. Interestingly, this conceptual recognition by Hsu and Gierke [37] that ionic groups aggregate to form micro phase separated clusters that allow for swelling by polar solvents and facilitate ion transport is a recurring phenomenological concept in all models, as discussed by Mauritz and Moore [56]. Although alternative morphology models of Nafion exists, such as the lameller model or the rodlike model [77], which probably more adequate describe the actually morphology, the Cluster-Network model can still be helpful in interpreting transport phenomena in a PEM.

3.2 Gas-Liquid Sorption

The study of sorption of methanol and water in gaseous and liquid form into PEM is of great importance in the understanding of methanol and water crossover in DMFC. Particularly the reported existence of what is known as Schroeder’s paradox as well as sorption isotherms and methanol-water-PEM equilibria have a great impact on transport phenomena. Before addressing these subjects in the context of DMFC modeling it is helpful to define the number of water and methanol molecules sorbed relative to the number of sulfonic acid sites. This dimensionless quantity is named the species content:

\[
\lambda_j = \frac{n_j}{n_{SO_3^-}}
\]  

(3.1)
where $n$ is the number of moles.

### 3.2.1 On Schroeder’s Paradox and Sorption Kinetics

In short, Schroeder’s paradox is the experimental observation that a difference in water sorption occurs when a PEM is equilibrated by a vapor and a liquid having the same chemical potential and hence the same driving force for sorption. In the literature different views exist on this subject. Onishi et al. [71], Jeck et al. [42] believe it to be an experimental artifact either caused by thermal history and treatment of Nafion. Alternatively, Benziger et al. [8], Schneider and Rivin [80], Zhao et al. [118] ascribe it to the dynamics of interfacial water absorption, whereas Choi and Datta [16], Freger [25], Elfring and Struchtrup [23] believe it is due to a difference in the surface energy between the vapor-Nafion and liquid-Nafion interfaces. The puzzling thing about these views are that they often are experimentally substantiated not only for saturated vapors and liquids (i.e. at an activity equal to 1), but over a wide range of activities.

Jeck et al. [42] showed the absence of Schroeder’s paradox for a water activity range between 0.7 to 1.0 using a polymeric deswelling agent, while Bass and Freger [6] showed the existence of Schroeder’s paradox for a water activity range from 0.3 to 1.0 using polyvinylsulfonic acid salts as an osmotic stressor. From these studies it is not clear who is right or wrong, or whether the measurement techniques have impacted results. Bass et al. [7] argued that the absence of Schroeder’s paradox as observed by Onishi et al. [71] over a long equilibration period can be explained by changes in the surface morphology of Nafion. The underlying assumption being two-fold: (1) that the surface of Nafion is hydrophilic in contact with a liquid and hydrophobic in contact with a vapor, and (2) that the Nafion surface is thought to become unstable at saturation and hence gradually changes from a hydrophobic to a hydrophilic surface. Subsequently, vapor begins to condensate onto the hydrophilic surface to form a thin liquid film layer, which enhances the sorption process. This difference in hydrophobicity of vapor and liquid, is also argued by Majsztrik et al. [53] as the cause of a difference in interfacial resistance. This line of reasoning is additionally substantiated by the work of Kusoglu et al. [45]. They concluded that Nafion depicts two time regimes for both liquid and vapor sorption. Whereas the first regime occurs in seconds for both, the second for vapor is much slower then the one by a liquid phase. A difference of $1.0e^4$ is reported. This is similar to a reported factor of $1.0e^3$ measured by Benziger et al. [8]. Hence, it could seem that Schroeder’s paradox is a reflection of the interfacial dynamics of water absorption caused
by a difference in surface energy.

From a macroscopic modeling point of view it is unrealistic to account for a long-term equilibration time of a month. It therefore makes sense to assume a short-term equilibrium value for saturated vapor with matching kinetics. In order to couple these observation with a two-phase model a volume fraction weighted non-equilibrium sorption-desorption model is used to represent the difference in exposure to vapor and liquid:

\[
\dot{m}_s = s_l A_k l \frac{\rho_{mem}}{EW} (\lambda_{eq,l} - \lambda) + s_g A_k g \frac{\rho_{mem}}{EW} (\lambda_{eq,g} - \lambda)
\]

where \(\lambda_{eq,l}\) and \(\lambda_{eq,g}\) are the equilibrium species content when exposed to a liquid and a vapor, respectively, \(A\) is the specific surface area of Nafion, \(k\) is the sorption/desorption kinetic rate, \(\rho_M\) is the membrane density, and \(EW\) is the equilvalent weight of Nafion. In the following the sorption equilibria for liquid mixtures of methanol and water in Nafion as well as the sorption isotherms for both methanol and water vapor will be discussed.

### 3.2.2 Liquid Methanol-Water Equilibria

From the methanol-water equilibria depicted in figure 3.2 it is evident that the sorption of a liquid methanol-water mixture in Nafion is governed by non-ideal thermodynamics. As the methanol molar fraction increases so does the total uptake. Moreover, as discussed by Geiger et al. [30] this mixed uptake seems to be nearly temperature independent.

Interestingly, for dilute methanol solutions it appears that the uptake of water is almost constant with respect to methanol molar fraction of the equilibrating solution, whereas the uptake of methanol depicts a linear dependence. Hence, for the intended operation range of methanol concentration (i.e. 0 to 5 M) it is reasonable to assume a simplified equilibrium model. For methanol sorption this leads to the following relation between methanol activity and methanol content:

\[
\lambda_{eq, CH_3OH} = 5.635 a_{CH_3OH,l} + 30.3259 a_{CH_3OH,l}^2
\]

where \(a_{CHOH,l}\) is liquid methanol phase activity.

### 3.2.3 Vapor Sorption Isotherm

Short-term sorption isotherms for methanol and water are depicted in figure 3.3. When comparing the measurements by Zhao et al. [119] and Rivin et al.
for both methanol and water it cannot unambiguously be concluded that one sorbs easier into Nafion than the other. Moreover, both sorption of methanol and water seem to be independent of temperature change as pointed out by Zhao et al. [119].

Unfortunately, no studies have yet been carried out for the sorption of vapor mixtures of water and methanol. It is therefore difficult to tell how this impacts the uptake. Hence, in this work a similar methanol molar fraction dependence is adapted as seen for liquid methanol-water mixtures normalized by the difference in vapor and liquid uptake for an activity of 1:

\[
\lambda_{eq,\text{CH}_3\text{OH}} = 5.635a_{\text{CH}_3\text{OH},g} + 30.3259a^2_{\text{CH}_3\text{OH},g}
\]

where \(a_{\text{CH}_3\text{OH},g}\) is the methanol vapor phase activity.

### 3.3 Transport Phenomena

For mass transport in porous media the following generalized Maxwell-Stefan equation (or often referenced to as binary friction model) can be used [44]:

\[
- \frac{c_j}{RT} \nabla T, p \mu_j - \frac{c_j}{RT} V_j \nabla p - \frac{\alpha_j}{K} \nabla p - c_j z_j \frac{F}{RT} \nabla \phi = \sum_{i \neq j} x_i N_j - x_j N_i \frac{D_{ij}^{eff}}{D_{ij}^{eff}} + \frac{N_j}{D_{jM}^{eff}}
\]

\[(3.3)\]
Where $\mu$ represents the chemical potential, $c$ concentration, $p$ pressure, $\phi$ electrical potential, $D_{ij}$ effective Maxwell-Stefan binary diffusivities and $N$ species flux. In equation 3.3 the left hand side accounts for the driving forces of species $j$ and the right hand side accounts for the binary friction forces balancing them.

For the purpose of modeling mass transport through a PEM, it is common to neglect the pressure and temperature dependence of the chemical potential due to low compressibility and temperature variations, whereby the chemical potential gradient simplifies to only an activity gradient. Moreover, viscous flow due low permeability and small pressure gradients are neglected. Although a PEM is not fully impermeable to gases like carbon dioxide, oxygen and nitrogen, crossover of these species is typically ignored in PEM modeling as it is significantly less then that of water and methanol. With these simplification the following transport equation is obtained [24, 81]:

$$-\frac{c_j}{RT} \nabla_{T,p} \ln a_j - c_j z_j \frac{F}{RT} \nabla \phi = \sum_{i \neq j} x_i N_j - x_j N_i + \frac{N_j}{D_{ij}^{\text{eff}}} + \frac{N_j}{D_{jM}^{\text{eff}}}$$  \hspace{1cm} (3.4)$$

where $j = \text{H}^+$, H$_2$O, CH$_3$OH are the species accounted for and $z_j = 1$, 0, 0, 0 are the species charges.
By solving for species fluxes along with grouping molar fractions and binary frictions terms into new diffusivity groups the following matrix form can be obtained:

\[
\begin{bmatrix}
N_{H^+} \\
N_{H_2O} \\
N_{CH_3OH}
\end{bmatrix} = 
\begin{bmatrix}
D_{11} & D_{12} & D_{13} \\
D_{21} & D_{22} & D_{23} \\
D_{31} & D_{32} & D_{33}
\end{bmatrix} 
\begin{bmatrix}
c_{H^+}F\nabla\phi + c_{H^+}\nabla a_{H^+} \\
c_{H_2O}\nabla a_{H_2O} \\
c_{CH_3OH}\nabla a_{CH_3OH}
\end{bmatrix}
\]  \quad (3.5)

A problem with solving this equation is to obtain the individual Maxwell-Stefan binary diffusivities. Moreover, they are often concentration dependent which necessitates a large amount of data-fitting. Hence, a dilute solution theory assumption is therefore usually made in DMFC modeling. This includes neglecting the effect of proton diffusion as well as the species-species interaction between water and methanol. Doing these simplifications and rewriting diffusivities in a more familiar form yields:

\[
\begin{bmatrix}
N_{H^+} \\
N_{H_2O} \\
N_{CH_3OH}
\end{bmatrix} = 
\begin{bmatrix}
F\sigma & 0 & 0 \\
\frac{n_i}{F}\sigma & D_{H_2O,a} & 0 \\
\frac{n_d}{F}\sigma & 0 & D_{CH_3OH,a}
\end{bmatrix} 
\begin{bmatrix}
\nabla\phi \\
D_{H_2O,a} \nabla a_{H_2O} \\
D_{CH_3OH,a} \nabla a_{CH_3OH}
\end{bmatrix}
\]  \quad (3.6)

where \(D_{H_2O,a}\) and \(D_{CH_3OH,a}\) are the self-diffusivities of water and methanol in Nafion, respectively, \(\sigma\) is the ion conductivity and \(n_d\) is the EOD coefficient and \(i = N_{H^+}/F\) is the ion current density. This transport equation is often referred to as the diffusive model proposed by Springer et al. \[88\].

The species content driving force can further be related to the species activity driving force as follows through a thermodynamic correction factor often referred to as Darken factor:

\[
\nabla \ln a_j = \frac{d \ln a_j}{d \ln \lambda_j} \nabla \lambda_j 
\]  \quad (3.7)

Moreover, concentration can be rewritten relative to dry membrane conditions and hence ignoring the effect of swelling:

\[
c_j = \rho_M \lambda_j / EW 
\]  \quad (3.8)

By inserting equation 3.7 and 3.8 into equation 3.4 and enforcing mass conservation yields the following dilute solution theory model:

\[
\nabla \cdot (-\sigma \nabla \phi) = R 
\]  \quad (3.9)
\[
\n\nabla \cdot \left( \frac{\rho M}{EW} D_{\lambda,A} \nabla \lambda_A \right) = \nabla \cdot \left( \frac{n_d}{F} \sigma \nabla \phi \right) + S_A
\]

(3.10)

\[
D_{\lambda,A} = D_{a,A} \lambda_A \frac{d \ln a_A}{d \ln \lambda_A}
\]

(3.11)

where \( S_A \) is a mass sink or source term due sorption/desorption in CL and \( R \) is electrochemical reaction rate. In the following relations are given for the ion conductivity, EOD coefficients and diffusivities of methanol and water. Moreover, their dependence on species content, composition and temperature is discussed.

### 3.3.1 Conductivity

The ion conductivity of Nafion is known to depict a strong dependence on water content, as seen in figure 3.4. In accordance with the Cluster-Network model, ion conduction is enabled once the hydrophilic clusters have expanded enough to become interconnected. As discussed by Sone et al. [87], and likewise observed in the figure 3.4, a water content of at least \( \lambda = 2 \) is required to achieve this. From here on a sudden, non-linear rise in conductivity is seen. Once Nafion reaches a water content of \( \lambda = 4 \) a transition to a almost linear dependence occurs. Furthermore, ion conductivity depicts an Arrhenius type temperature dependence; the higher the temperature the higher the ion conductivity. This is in accordance with the vehicle mechanism and ion hopping.

Meanwhile, the relationship between conductivity and water content can be shifted dependent on the heat-treatment Nafion receives during preparation. In its expanded form (E-form), i.e. dried in vacuum at room temperature, the highest conductivity is seen as opposed to its shrunken form (S-form), i.e. dried at above 103°C during vacuum. This difference is caused by a collapse of the membrane structure. The closer the temperature comes to the glass-transition point of Nafion, the more Nafion shrinks.

For modeling of an E-form membrane the following conductivity function was found by Springer et al. [88]:

\[
\sigma = (0.005139\lambda - 0.00326) \exp \left[ 1268 \left( \frac{1}{303} - \frac{1}{T} \right) \right]
\]

(3.12)

where \( T \) is the polymer temperature. It should be noted that this function only is valid in the linear region above a water content of approximately \( \lambda = 4 \).
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3.3.2 Electro-osmotic Drag

For a fully hydrated Nafion membrane the EOD coefficients of methanol and water are a function of methanol molar fraction and temperature [92, 34]. As seen from figure 3.5, the total EOD increases as a function of methanol molar fraction of the equilibrating solution; this is a similar effect as seen for the mass uptake. Moreover, the EOD coefficient of methanol seems to become marginal for low fractions of methanol. It appears that methanol has a higher tendency to stick to the polymer backbone structure than water [34]. The total EOD coefficient also increases with temperature. At lower temperatures a weak temperature dependence is seen. This is ascribed to the Grotthuss mechanism. At higher temperatures the vehicle mechanism becomes more important and a stronger temperature dependence is observed [92]. A similarly temperature dependence has been observed by Ren et al. [75] and Luo et al. [52].

The following equations were fitted to the experimental data from Hallberg et al. [34] for a fully hydrated Nafion and normalized by the EOD coefficient of water at zero methanol molar fraction and corrected for temperature using an Arrhenius type temperature correction:


\[ n_{d,H_2O,mix} = n_{d,H_2O} (1.0 - 0.72X_{CH_3OH}) \exp \left[ 1268 \left( \frac{1}{303} - \frac{1}{T} \right) \right] \]  (3.13)

\[ n_{d,CH_3OH,mix} = n_{d,H_2O} \left( X_{CH_3OH} + 1.058X_{CH_3OH}^2 \right) \exp \left[ 1268 \left( \frac{1}{303} - \frac{1}{T} \right) \right] \]  (3.14)

where \( X \) is the mole fraction.

\[ n_{d,H_2O} = \max \left( \frac{2.5\lambda_{H_2O}}{22}, 1.0 \right) \]  (3.15)

Figure 3.5: Electro-osmotic drag coefficient of water, methanol and total species transport measured by Hallberg et al. [34].

Meanwhile, the EOD coefficient of methanol and water are not only a function of species composition but also species content [52]. For vapor-equilibrated and pre-dried Nafion a constant total EOD coefficient of 1 is observed [115]. To account for a transition between an fully and partial hydrated Nafion membrane the following functions is used:
3.3.3 Diffusivity

The diffusivities of water and methanol in Nafion have been subject to intensive research and discussions due to inconsistencies in the reported values and the apparent observation of a local maximum in the dependency on water content. It was not until recently that it was shown by Majsztrik et al. [54] and Satterfield and Benziger [78] that these discrepancies can be attributed to membrane swelling and sorption/desorption phenomena.

![Figure 3.6: The diffusivity of water in Nafion as a function water content at 303K](image)

Meanwhile, no satisfactory explanation was found for the predicted local maxima in the diffusivity of water shown by Springer et al. [88] and Zawodzinski et al. [113]. It was therefore in Paper 3 attempted based on the recent self-diffusivity measurements by Zhao et al. [118] to investigate the effect of various combinations of water sorption isotherms to demonstrate that this alleged spike was merely a mathematical artifact of deriving a concentration dependent diffusivity based on the self-diffusivity of water in Nafion. As was shown in the paper, a smooth diffusivity can be obtained if the dependence of water content is carefully modeled in both the description of the sorption isotherm and self-diffusivity. Based on the Brunauer-Emmett-Teller finite layer sorption isotherm fitted by Thampan et al. [91] and the self-diffusivity model by Zhao et al. [118] a new Fickian diffusivity model was derived. To this diffusivity model, the following equation was fitted.
using a least-square optimization procedure:

\[
D_{\text{H}_2\text{O}} = 5.39e^{-2}(1.0 + 2.7e^{-3}\lambda^2) \left[ 1.0 + \tanh \left( \frac{\lambda - \lambda_{tp}}{\delta_{ti}} \right) \right] \exp \left( \frac{-3343}{T} \right)
\]  

(3.16)

where \( \lambda_{tp} = 2.6225 \) is an transition point and \( \delta_{ti} = 0.8758 \) denotes the width of the transition interval. Equation 3.16 instead of a peak exhibits a similar trend as seen for the ion conductivity, as it is depicted in figure 3.4. Again, around a water content of 2 a sudden increase is seen, reflecting that the hydrophilic clusters are gradually becoming more and more interconnected. This sudden increase is then followed by a low second order change with water content depending on the extent of membrane swelling. Theoretically, it seems more probable that the diffusivity of water would reflect the same tendency as the ion conductivity rather then exhibiting a local maxima.

In the case that methanol is added to a water hydrated membrane, the diffusivity of water is not significantly affected, as shown by Hallberg et al. 34. Thus, equation 3.16 can directly be used for DMFC modeling. Moreover, Hallberg et al. 34 showed that the diffusivity of methanol shows a linear increase with methanol molar fraction relative to the diffusivity of water, as expressed with the following equation:

\[
D_{\text{CH}_3\text{OH},a} = D_{\text{H}_2\text{O},a}(0.45 + X_{\text{CH}_3\text{OH}})
\]  

(3.17)

It is assumed that equation 3.17 is valid for partially hydrated Nafion membranes as well.
Chapter 4

Numerical Implementation and its Challenges

In this chapter the numerical approach taken in CFX for solving the mathematical model is outlined and discussed in regard to the challenges of DMFC modeling. Emphasis is on the coupling between phase volume fraction, velocity, pressure and the source term formulation. Hereafter, various relaxation methodologies for obtaining convergence are presented particularly in regard to porous media two-phase flow. Finally, the ability of the present model for carrying out performance validation and parameter studies is discussed.

4.1 The CFX Solver

The governing transport equations described in chapter 2 and 3 are solved in CFX by an element based finite volume approach. In this method each equation is discretized spatially over the volume occupied by the DMFC using a mesh. This mesh consists of nodes around which control volumes are formed, as illustrated in figure 4.1.

By integrating the general transport equation over each of these control volumes and further applying Gauss’s Divergence theorem for converting volume integrals of the divergence and gradient term into surface integrals, the following discretized two-fluid transport equation can be derived:

\[
\sum_{ip} (\varepsilon s_\alpha \rho U_j \Delta n_j)_{ip} \psi_{ip} = \sum_{ip} \left( \varepsilon s_\alpha \Gamma_{\text{eff}} \frac{\partial \psi}{\partial x_j} \Delta n_j \right)_{ip} + \mathcal{S} V \tag{4.1}
\]

where \( ip \) refers to integration point, \( \Delta n_j \) is the discrete outward surface
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Figure 4.1: Grid point illustration, where capital letters signify nodal points, small letters integration points and the gray area the control volume vector and $\overline{S}$ represents a generalized source term which may be a non-linear function of the dependent variable $\psi$. This preliminary form of the finite volume approach is not yet applicable for being solved, additional discretization schemes are necessary to rewrite individual terms as a function of nodal points rather then integration points. In CFX field quantities at integration points are evaluated using finite element based shape functions. These shape functions can further be used for expressing gradients. When all terms have been rewritten in terms of a discrete nodal point $P$ and their neighboring nodal points $i$, the following algebraic equation is given:

$$\sum_{nb} a_i \psi_p - \sum_{nb} a_i \psi_i = \overline{S} \Delta V$$  \hspace{0.5cm} (4.2)

In order to solve equation $4.2$ as a set of linear algebraic equations, the generalized source term has to be written in linear form $[73]$:

$$\overline{S} = S_C + S_p \psi_P$$  \hspace{0.5cm} (4.3)

where $S_C$ denotes a constant source term, $S_P$ a linear coefficient and $\psi_P$ the solution variable, respectively. As discussed by Patankar $[73]$, convergence can only be guaranteed if the linear coefficient $\phi_P$ is restricted to being non-positive. A popular approach for enhancing the convergence rate of equation $4.3$ is to rewrite it in terms of a truncated first order Taylor series based on the previous iteration step as shown in the following equation $[67]$:

$$\overline{S} = S^* - S_C - \left( \frac{\partial S}{\partial \psi} \right)^* \psi_P^* + \left( \frac{\partial S}{\partial \psi} \right) S_P$$  \hspace{0.5cm} (4.4)
where $\ast$ marks the previous iteration step. The resulting constant source term $S_C$ and the linear coefficient $S_P$ are now evaluated based on information of the previous iteration step. It should be noted that this approach does not affect the resulting solution, it merely affects the “road” the solver takes towards convergence. The importance of doing a proper linearization cannot be stressed enough. Not doing this can cause immediate divergence or an extremely slow convergence rate. The importance of this in DMFC modeling is discussed in section 4.3.

Upon inserting equation 4.3 into equation 4.2 the following discretized linear algebraic equation can be derived in the general case:

$$
\left( \sum_{nb} a_i - S_P \Delta V \right) \psi_P - \sum_{nb} a_i \psi_i = S_C \Delta V
$$

(4.5)

However, in the specific case of discretizing the mass and momentum conservation equation an additional coupling is introduced between pressure and velocity. The approach taken in CFX for dealing with this coupling is based on a co-located grid. In a co-located grid, pressures and velocities are evaluated at nodal points, rather than integration points. Unfortunately, this formulation can lead to what is known as a “checkerboard” pressure field where neighboring pressure nodes become decoupled from each other. This then causes an unphysical phenomenon where the pressure field can oscillates spatially. In order to solve this, CFX uses the Rhie-Chow interpolation scheme. In this scheme velocities at integration points are interpolated based on velocities at the nodal points by applying a momentum like equation:

$$
U_{ip} = \overline{U}_{ip} + f_{ip} \left[ \left( \frac{\partial p}{\partial x_i} - S_i \right)_{ip} - \left( \frac{\partial \overline{p}}{\partial x_i} - \overline{S_i} \right)_{ip} \right] - c_{ip} f_{ip} \left( U_{ip}^\ast - \overline{U}_{ip}^\ast \right)
$$

(4.6)

where overbars indicate averages between nodal points. In the presented form of Rhie-Chow’s interpolation scheme the momentum source terms have been included in a pressure redistribution term. This is done to reduce a spurious velocity field when the pressure gradient has to balance body forces, such as buoyancy, Darcy’s law and the capillary pressure gradient. In DMFC this especially occurs at discontinuous interfaces between porous media or between porous media and an open channel. This subject is discussed in more detail in the section 4.3. A derivation of the Rhie-Chow interpolation
4.2 Relaxation strategies

When applying the Rhie-Chow interpolation scheme to the two-fluid approach it leads to a coupled system where mass and momentum are solved together. Meanwhile, for solving some cases of two-phase flow it can be beneficial to include the volume fraction in the coupling. This leads to a 8x8 matrix form of the above linear algebraic equation in the following form for each nodal point and its neighboring nodes:

$$A \psi = b$$

where $$\psi = \begin{bmatrix} U_\alpha & V_\alpha & W_\alpha & U_\beta & V_\beta & W_\beta & P & s_\beta \end{bmatrix}$$.

While momentum and mass are solved in a coupled manner, the remaining transport equations, i.e. component, energy, electron, ion and dissolved species, are solved in a segregated fashion.

4.2 Relaxation strategies

When introducing a source term which is a non-linear function of a dependent variable, it is often not enough to linearize source terms to achieve convergence. Furthermore, it may not even be possible to do so within the confinements of the program. In CFX two strategies are used: under relaxation and false time step relaxation.

The use of under relaxation factors is often found in iterative methods for controlling the change of a variable when solving a system of equations. This can often help avoiding instabilities.

$$\psi^c = (1 - f_u) \psi^* + f_u \psi$$  \hspace{1cm} (4.7)

where the superscript $c$ refers to corrected variable. In CFX under relaxation can be applied to additional variables and in consecutive iterations. However, often under relaxation is not an efficient way of stabilizing convergence. A more efficient way of avoiding divergence is false time step relaxation. The false time step is a relaxation methodology based on modifying the finite-volume equations by adding an additional, pseudo-transient term:

$$\varepsilon s_\alpha \rho \frac{\psi - \psi^*}{\Delta t}$$  \hspace{1cm} (4.8)

where $\rho$ is mass per cell volume and $\Delta t$ is the false time step. A large time step is similar to a loose relaxation, and vice versa for a small time step.
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The methodology can be physically interpreted as a way of slowing down changes in time. Unfortunately, this time step is dependent on particular phenomena and hence requires experience to be correctly assessed. For example, running a DMFC model at different current densities may require completely different degrees of relaxation time steps since the resulting mass fluxes may vary substantially. Moreover, different processes have different time scales, e.g. convection, reactions and heat transfer.

It should be noted that a local false time step can be introduced within a domain by simply inserting a zero valued source term and then setting its derivative equal to the following:

$$\frac{\partial S}{\partial \psi} = \frac{\varepsilon s_{\alpha} \rho}{\Delta t_l}$$

(4.9)

where $\Delta t_l$ denotes a local false time step. This option can be taken in domains with large property variations.

4.3 Sources of Divergence and their Mitigation

In the context of DMFC modeling four sources of divergence have been identified. These are: (1) Darcy’s law for two-phase flow, (2) the capillary pressure gradient, (3) large mass sink and sources due to phase change or sorption-desorption in the CL, and (4) the order in which the individual transport equations converge.

4.3.1 Darcy’s Law and Capillary Pressure Gradient

In porous media Darcy’s law and the capillary pressure gradient dominate the momentum equation. In fact equation \[2.29\] could simply be rewritten in the following form for the liquid phase:

$$\nabla p_g + \nabla p_{cap} = \frac{\varepsilon \mu}{s_{l}^3} \mathbf{K}^{-1} \mathbf{U}_l$$

(4.10)

where $k_{rel} = s^4$ is specified. Meanwhile, when introducing Darcy’s law and the capillary pressure gradient in CFX it has to be put into the conventional form of the finite volume approach. This leads to the following source term for the liquid phase:

$$\mathbf{S} = \nabla p_c - \frac{\varepsilon \mu}{s_{l}^3} \mathbf{K}^{-1} \mathbf{U}_l$$

(4.11)
where $\nabla p_c$ is calculated in CFX by defining the capillary pressure $p_c$ as an additional variable and then calculating its gradient in a post iterative step. Unfortunately, CFX only allows for the linearization of a momentum source term with respect to velocity, hence ignoring the importance of the liquid volume fraction. This turns out to be a critical issue. If equation 4.11 only becomes linearized with respect to velocity the solver diverges immediately. This is rather unfortunate, since it would be fairly easy to linearize it with respect to liquid volume fraction, even though the gradient of the capillary pressure is calculated numerically by the solver. By employing Clairaut's theorem about symmetry of the second order partial derivative of a multi-variable continuous function, the linearized capillary pressure gradient with respect to liquid volume fraction could simply be obtained by differentiating the capillary pressure by the liquid volume fraction before numerically calculating its spatial derivatives.

Meanwhile, it turns out that a significant improvement can still be obtained by adding instead a term based on the derivative of the capillary pressure with respect to liquid volume fraction. This term then works as a local false time step, as shown in the following:

$$
\frac{\partial S}{\partial U} = -\frac{\varepsilon \mu}{s_l^3} K^{-1} - \sqrt{\varepsilon s_l \rho \left| \nabla \left( \frac{\partial p_c}{\partial s_l} \right) \right|} / l_{p_c} \tag{4.12}
$$

where $l_{p_c}$ is the characteristic length scale of the capillary pressure relaxation. Unfortunately, this approach is only sufficient in itself at low liquid phase volume fractions and for small discontinuous jumps in material properties at the interfaces between porous media.

The decreasing stability with increasing liquid phase volume fraction is a reflection of the change in relative permeability. At low volume fractions the transport resistance is significantly higher due its power law dependence on volume fraction. The larger the resistance relative to the capillary pressure gradient, the higher the stability. Moreover, the same condition applies in the opposite case where the capillary pressure gradient is added to the momentum equation of the gas phase and the solver calculates the liquid phase pressure directly. Then an increased stability is observed at low gas volume fractions. However, since the viscosity of the liquid phase is ten times larger and equivalently the Darcy resistance, the stability decreases more rapidly. An option for balancing these two cases is to let the solver calculate a mixture pressure based on the mobility of each phase, similarly
as the multiphase mixture model, by expressing the individual pressures relative to the mixture and capillary pressure as follows [97]:

\[
\nabla p_m = \lambda_l \nabla p_l + \lambda_g \nabla p_g \\
\n\nabla p_g = \nabla p_m - \lambda_l \nabla p_c \\
\n\nabla p_l = \nabla p_m + \lambda_g \nabla p_c
\]

Unfortunately, this formulation only improves stability of the solver slightly at intermediate volume fractions, and it introduces the need for a post processing step for recalculating the original pressures.

The problem of decreasing stability of the solver when the transport resistance decreases is likewise encountered for the build-in drag model. If drag forces become too small relative to other forces, the solver becomes less stable [2]. In the end to counteract this effect, it was found that introducing a local false time step in the continuity equation with respect to volume fraction was most helpful. The following empirical correlation results in stabilization over a wide range of volume fractions:

\[
\Delta t_l = \max \left( \exp \left( -1.535 e^{1 s_l} \right) , 5.0 e^{-6} \right)
\]

Unfortunately, the increased stability by equation 4.16 is obtained at the expense of a significantly reduced convergence rate.

The other instability observed at the interfaces between porous media can be traced back to the change in porous media properties. This partly creates a discontinuous jump in the interfacial drag force and partly in a discontinuous jump in the liquid volume fraction due to the capillary pressure gradient. As pointed out above, a discontinuous body force is an unwanted circumstance, as it can lead to velocity wiggles due to the Rhie-Chow interpolation scheme even though the momentum source term is redistributed. Moreover, as velocities are directly coupled to volume fraction this additionally leads to wiggles in the volume fraction field. This then creates a positive feedback loop where wiggles in both fields enhance each other. For a single domain formulation the simplest and most efficient way to avoid these wiggles is to remove the discontinuity by smearing out the individual components of the capillary pressure gradient and Darcy’s law. Moreover, applying a smearing function to the porosity, permeability and hydrophilic pore fraction leads to a continuous volume fraction distribution across the interface as seen from equation 4.17:
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\[ \nabla p_{cap} = \nabla \left( \sigma \cos \theta \left( \frac{\varepsilon}{K} \right)^{\frac{1}{2}} \right) J(S) + \frac{dP_{cap}}{dS} \left( \frac{dS}{ds_l} \nabla s_l + \frac{s - 1}{(1 - f_{Hi})^2} \nabla f_{Hi} \right) \]

Indeed, making the volume fraction distribution continuous increases solver stability and the quality of the solution. However, it may be appropriate to discuss the physical foundation of the applied smearing technique at the CL-MPL and MPL-GDL interfaces. From a “real-life” point of view, it can be argued whether a completely discontinuous interface actually occurs; more often than not it spans a thickness of up till 10-40 µm, especially at the MPL-GDL interface. In fact, on an average basis it would more probably exhibit a transitional regime where porosity, tortuosity, permeability and the hydrophilic pore fraction gradually change.

In this work the interface smearing was carried out using a hyperbolic tangent function:

\[ f(y) = \frac{1}{2} \left( 1 + \tanh \left( \frac{y - y_0}{\delta} \right) \right) \] (4.18)

where \( \delta \) denotes the width of the smoothing interval and \( y_0 \) is the position of the interface. The width of the smoothing interval depends on the magnitude of the discontinuity. The smaller it is, the smaller the smoothing interval. However, for thin layers with large discontinuities this approach can become questionable, since the smearing interval may approach the layer thickness. This may become a concern when modeling the interface between the MPL and GDL.

Furthermore, it should be pointed out that CFX possesses different averaging schemes for calculating body forces at integration points, however these were found insufficient in handling the discontinuities imposed.

4.3.2 Phase Change and Sorption-Desorption

The introduction of large sink and source terms in the continuity equation due to phase change and sorption-desorption, increases the need of the component equation for false time step relaxation. The extent of this depends on the rate of mass transfer. The higher the rate, the lower the false time step. Moreover, often a distinction has to be made between different porous media because of their individual phase change rates. As the phase change rate is directly coupled to the specific pore surface area and the liquid volume fraction, significant difference may appear within a DMFC. Hence, a local false time steps should be used in the following range \( \Delta t \in [1.0e^{-4} \text{ s}, 1.0e^{-3} \text{ s}] \).
4.3.3 The Order in which Equations Converge

A problem with applying a very low local volume fraction time step in a single transport equation is that everything else converges quicker. This can have tremendous impact on the path the solver takes towards the final solution. In fact, it may force the solver to take a long detour. A scenario which was often encountered in this work was that all methanol in the anode CL would become consumed and then afterward refilled, because the volume distribution and velocity distribution would converge much slower. Unfortunately, in order to avoid this it was necessary to lower the false time step of each component equation. This additionally increases convergence time.

4.4 Convergence Time

With the implemented strategies for improving stability, a simulation time of 4-6 weeks was found for a three-dimensional, single-channel DMFC model consisting of approximately 50,000 nodes. Convergence was obtained after approximately 80,000 iterations on the Linux-cluster at the Department of Energy Technology. Convergence was defined as the point were mass, momentum and energy imbalances reached zero. Thus, at the present time convergence must be considered to slow practical applications such as a multi-dimensional validation or parameter study. Moreover, often convergence was only obtained while carefully selecting a specific set of local false time steps and capillary pressure length scales. If only a few parameters were changed often new relaxation parameters were needed to avoid divergence.
4.4. Convergence Time
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Results and Discussion

In this chapter the main contributions of this work are presented and discussed in relation to the stated project objectives. These contributions comprise of the findings made in the parameter assessment, in-situ DMFC measurements as well as the published modeling results from the collection of papers. The chapter content is outlined as follows: After some introductory remarks, the experimental work is presented and discussed. To facilitate an overview of the performed experiments a short description is given of the DMFC used as base case in the experimental work. This section is followed by the obtained modeling parameters used in final DMFC model and in-situ measurements comprising of polarization curves and methanol crossover. The methanol crossover measurements are the ones presented in Paper 5. Subsequently, the modeling results obtained throughout this work are presented and discussed. These are split into three topics: inhomogeneous GDL compression, membrane transport and the complete DMFC model including a partial validation. The first topic is solely based on Paper 1, the second is based on Paper 2 and 3, while the third again solely is based on Paper 2.

5.1 Introductory Remarks

The intended outcome of the experimental work was in part to minimize the number of uncertain parameters in the final DMFC model and in part to enable a complete multi-variable validation of it. However, at the present moment, the latter is not realizable due to slow convergence, as discussed in chapter 4. Thus, model validation is confined to base case conditions. Despite the limited usefulness of the experimental measurements at the present moment, the obtained results are still presented and discussed, as they may
be applicable in future validation studies.

With respect to the obtained modeling results found in the collection of papers, a short explanation may be appropriate for ease of reading in the following sections. Throughout this work different studies have been carried out to elucidate modeling capabilities of the developed model, to investigate the importance of certain transport phenomena encountered during operation or to stress the importance of various modeling assumptions. In the collection of papers this led to three modeling studies. In Paper 1 a preliminary half-cell cathode model was used for investigating the importance of inhomogeneous GDL compression on liquid volume fraction and oxygen transport, while accounting for detailed two-phase phenomena. This work, amongst others, underlined the ability of the code to capture discontinuities in the liquid volume fraction in three dimensions. In Paper 2 a complete DMFC model was presented. In this study emphasis was on the interaction between anode GDL volume porosity and the assumption of the capillary pressure boundary condition at the anode GDL-channel interface. As opposed to Paper 1, inhomogeneous compression was ignored to more clearly stress phenomena due to volume porosity and variations in surface tension. In Paper 3 the impact of water diffusion model on the predicted water flux and distribution across Nafion was investigated. Especially the reported existence of a local maximum in the diffusivity of water was investigated from derivation to application. This was done in conjunction with changing sorption-desorption phenomena and to underline their interaction as well as importance on the transport behavior of water.

5.2 Experimental Work

5.2.1 DMFC Description

The DMFC used in the experiments covers an active area of 180 cm$^2$. The anode CL is made of 80 wt% catalyst material (i.e. 62 wt% Pt-Ru on Ketjen Black EC600) and 20 wt% electrolyte material (i.e. Nafion DE521). The cathode CL consists of 85 wt% catalyst material (i.e. Cabot 65 wt% Pt on Ketjen Black EC600) and 15 wt% electrolyte material (i.e. Nafion DE521). Both the anode and cathode catalyst inks are sprayed on top of a SGL-35DC gas diffusion layer. This type of GDL contains 20 vol% PTFE and an adjacent MPL. Nafion 115 was used as electrolyte.

As base case, graphite bipolar plates with a combined serpentine and parallel channel configuration were used, as shown in figure 5.1. The number
5.2.2 Parameter Assessment

In regard to modeling capillary pressure forces and Darcy’s law, it is important to know the degree of porosity and permeability associated with the different layers. Likewise, it is important to know the exact dimensions of each layer because transport resistances scale with them. Moreover, it is important to know the ionomer content in the CL in order to describe ion conductivity and dissolved species transport. The measured porosities, Nafion volume fractions in the CLs, permeabilities and dimensions are listed in table 5.1. In the following, measured porosities, Nafion volume fractions in the CL and permeabilities are discussed along with brief elaboration on the measurement technique employed.
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Region</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>ACL</td>
<td>$m$</td>
<td>0.71 (0.76)</td>
<td>m³/m³</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
<td>$m$</td>
<td>0.83 (0.86)</td>
<td>m³/m³</td>
</tr>
<tr>
<td></td>
<td>MPL</td>
<td>$m$</td>
<td>0.55</td>
<td>m³/m³</td>
</tr>
<tr>
<td></td>
<td>GDL</td>
<td>$m$</td>
<td>0.88</td>
<td>m³/m³</td>
</tr>
<tr>
<td>Nafion Volume Fraction</td>
<td>ACL</td>
<td>$m$</td>
<td>0.0877</td>
<td>m³/m³</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
<td>$m$</td>
<td>0.0439</td>
<td>m³/m³</td>
</tr>
<tr>
<td>Permeability</td>
<td>ACL</td>
<td>$m^2$</td>
<td>1.32e-14</td>
<td>m²</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
<td>$m^2$</td>
<td>2.66e-14</td>
<td>m²</td>
</tr>
<tr>
<td></td>
<td>MPL</td>
<td>$m^2$</td>
<td>9.65e-14</td>
<td>m²</td>
</tr>
<tr>
<td></td>
<td>GDL</td>
<td>$m^2$</td>
<td>3.1e-11</td>
<td>m²</td>
</tr>
<tr>
<td>Thickness</td>
<td>ACL</td>
<td>$\mu$m</td>
<td>40</td>
<td>µm</td>
</tr>
<tr>
<td></td>
<td>CCL</td>
<td>$\mu$m</td>
<td>40</td>
<td>µm</td>
</tr>
<tr>
<td></td>
<td>MPL</td>
<td>$\mu$m</td>
<td>70</td>
<td>µm</td>
</tr>
<tr>
<td></td>
<td>GDL</td>
<td>$\mu$m</td>
<td>250</td>
<td>µm</td>
</tr>
</tbody>
</table>

Table 5.1: Structural parameters of a commercial DMFC electrode from IRD Fuel Cell A/S

**Porosity**

The porosity of each layer was calculated based on the solid phase density and volume of each layer. The solid phase density was measured using Archimedes principle. This is done by filling the open pore space of a porous medium with a low surface tension liquid and then weighing it under buoyancy. This approach can also be applied to porous layer assemblies that are commercially available. Applying this methodology to the DMFC electrodes from IRD Fuel Cell A/S leads to the porosities shown in table 5.1.

The GDL and MPL porosities are as one would expect. It is high for GDL in order to obtain a good gas distribution, and it is low for the MPL in order to obtain larger capillary forces. Moreover, the porosity obtained for the GDL is in good agreement with the porosity claimed by SGL. With regard to CL a difference is observed for the anode and cathode. This difference is due to the composition of the electro-catalyst and the amount of carbon and Nafion used. The porosities shown in parentheses are estimated values based
on mass loading specifications, i.e. the mass fraction of ionomer, carbon and electro-catalyst.

It should be noted that such a high CL porosity may increase gas flow, but also increase the tortuosity of electron and ion transport as well as dissolved methanol and water transport, and hence leads to an efficiency reduction.

**Nafion Volume Fraction**

Based on the measured CL density, obtained in the porosity experiments, it is possible to calculate the Nafion volume fraction of the CL. As seen from table 5.1, the obtained values for each CL are only a few percentage. This entails a low effective ion conductivity as well as a low methanol and water diffusivity in the CL. This is not necessarily an unfavorable condition. While it implies a high ohmic loss due to poor ion conductivity, it also implies a low methanol crossover rate. As long as it is more important to reduce methanol crossover than achieving a high ion conductivity this may be a favorable condition.

**Viscous permeability**

The through-plane permeability of each layer was determined by fitting a Darcy-Forchheimer equation to pressure losses measured over a series of layer configurations: GDL (SGL 35DA), GDL-MPL assembly (SGL 35DC) and the full electrode assembly (SGL 35DC + CL). The resulting through-plane permeabilities are shown in table 5.1.

Even though the porosity of each CL is higher than that of the MPL, their permeabilities are nearly an order of magnitude greater. This implies that the porous structure of the CL is much more convoluted and subject to much smaller pores. When comparing the MPL and GDL a difference of two orders of magnitude can be seen. As discussed earlier, this has a significant impact on the difference in capillary pressure and thereby resulting saturation jump condition between the MPL and GDL.

**5.2.3 Polarization Curves**

In figure 5.3, 5.4 and 5.5 polarization curves are depicted as function of average cell temperature, methanol inlet concentration and the open ratio of flow channels, respectively. With regard to the latter polarization curves, it must be emphasized that in order to keep the two-phase flow morphology
similar, the Reynolds, Eötvös and Froude number as well as pressure loss are kept nearly constant. This was achieved by fixing the hydraulic diameter and channel length, while balancing channel width and height as well as the number of channels and the number of bends.

In figure 5.2, the experimental setup is shown. During operation a methanol solution based on demineralized water, was pumped into the anode channels using a peristaltic pump. The cathode was operated on atmospheric air, which was pumped in using a flow meter controlled gas pump. Both inlet streams are initially preheated; the methanol solution through a heat exchanger set to an outlet temperature of 60°C, and the inlet gas through a bubble column set to an outlet temperature of 40°C. To secure an even and fixed temperature distribution independent of the current drawn, additional heaters are placed in metal plates adjacent to the bipolar plates. These plates are kept at a constant temperature using a switch board. At base conditions the cell is operated at 75°C.

Each polarization curve was obtained under constant volume flow conditions. This was done as opposed to constant stoichiometry operation to avoid excessive temperature fluctuations and hereby sudden changes in the voltage output. Thus by running at constant flow the reproducibility is improved. It should however be noted that constant volume flow often leads to
increased temperature gradients due to larger variations between the inlet to outlet temperatures. Another effect as discussed in chapter 2 is the effect on two-phase flow patterns. For the anode a constant volume flow results in a higher liquid phase superficial velocity and lower gas volume fraction at lower current densities and hence more bubbly flow. For the cathode this gives rise to a higher superficial gas velocity at low current densities and hence less droplet and slug flow formation and more mist flow. Meanwhile, the highest performance is actually observed when running near an air and methanol stoichiometry of 6 and 3, respectively. The polarization curves should therefore not be seen as indicators of performance, but more as reflections of a given set of operation conditions and their impact on transport phenomena.

When studying figure 5.3 a clear tendency is observed. Increasing methanol concentration decreases cell voltage at low current densities, whereas it increases cell voltage at high current densities. The latter is seen as a significant increase in limiting current density. These observations are in accordance with the notion that increasing the inlet methanol concentration increases methanol crossover, since the driving force for diffusion increases. Moreover, the same concept applies to the limiting current density. From the three measurements it is clear that a trade-off exist between a high efficiency at low current densities and at high current densities. This is clearly depicted as the curves intersect each other at a current density around 0.25 A/cm$^2$.

While the interpretation of the methanol dependence is more straightforward, the dependence on temperature is not. The effect of the operation temperature was investigated for four different temperatures: 55°C, 65°C, 75°C and 85°C. As seen in figure 5.4 the worst performance was obtained at the temperature of 55°C over the entire current density range. At low current densities it is evident that the lower the temperature the slower the electrochemical reactions occur and the higher the overpotential voltage has to be. This is clearly seen as the cell voltage increases with temperature in this range for all cases. Nevertheless, this tendency becomes less important at higher current densities as seen for the operation temperature of 85°C. A sudden drop is observed in cell voltage relative to the operation temperature of 65 or 75°C. This indicates that even though an improved electrochemical reaction rate as well as ion and electron conduction is obtained, performance is lost. Hence, this drop must be associated with a difference in mass transport and/or methanol crossover.

With respect to mass transport losses, it can be stated that the extent
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![Figure 5.3: Polarization curves for various methanol concentrations at constant inlet volume flow](image)

of methanol evaporation and the hereby removal of methanol by gas outflow would have to increase more than the extent of methanol diffusivity towards the CL. However, it is more likely that this decrease in performance is primarily due to an increase in methanol crossover. As shown by Jiang and Chu [43], a significant increase in methanol crossover is observed when increasing the temperature from 55 to 85 °C. This increase is not only due to a change in diffusivity, it is also reflection of an enhancement of the methanol sorption rate and EOD.

The performance dependence on the OR was studied for three ratios: 0.34, 0.57 and 0.8. As depicted in figure [5.5] the best performance was found for a OR of 0.57. Both a smaller and larger OR result in a performance reduction. The same dependence on OR was observed by Yang and Zhao [106] for single channel serpentine flow fields. As discussed by Yang and Zhao [106], the OR can be interpreted as the effective contact area between fluid flow in the channel and the GDL. This implies that an increase in OR leads to an improved methanol distribution across the electrode at the expense of a more severe methanol crossover rate and a higher electrical contact resistance, whereas a decrease in OR causes less methanol crossover and less contact resistance at the expense of a more non-uniform methanol...
5.2.4 Methanol Crossover

In order to measure methanol crossover instantaneously during operation, a simple, yet effective technique was developed in this work. By combining the anode and cathode outflow, condensing out all water and methanol and measuring the combined carbon dioxide mole fraction as well as assuming a nearly complete reaction of reactants to form carbon dioxide and water,
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Figure 5.5: Polarization curves for various open ratios at constant inlet volume flow

methanol crossover could be calculated.

In figure [5.6] and [5.7] the resulting parasitic current density and Faradaic efficiency (i.e. fuel utilization efficiency) are depicted as a function of reactant stoichiometry and cell current density. In both figures a clear trend can be observed; increasing current density decreases methanol crossover and increases the Faradaic efficiency of the cell. This tendency is a reflection of the interaction between membrane transport phenomena and the decreasing methanol concentration in the CL due to mass transport resistances in the GDL and MPL.

In general, the transport of methanol through the membrane depicts two regimes as a function of current density; at low current densities it is primarily dominated by diffusion, whereas at high current densities it is primarily dominated by EOD [112]. However, the extent of this is likewise affected by the sorption/desorption rate and mass transport resistance. The sorption rate determines the available amount of methanol for transport within the electrolyte phase and mass transport resistance the available amount for sorption. Consequently, if the methanol stoichiometry increases in the channel so does the extent of methanol crossover, as seen from the data. Indeed, increasing the methanol stoichiometry for a fixed channel in-
let methanol concentration has to lead to a higher methanol concentration along the channel and hence a larger driving force for concentration diffusion. Moreover, increasing the stoichiometry also causes a higher liquid phase superficial velocity and accordingly a better component mixing. Likewise, it decreases the gas phase volume fraction in the channel, making gas phase blockage less distinct. Decreasing the gas volume fraction particularly assists in avoiding slug and annular flow. As discussed by Yang et al. [107], avoiding these is of great importance as they lead to a severe increase in the methanol transport resistance.

Explaining the effect of air stoichiometry on the observed methanol crossover is not as straightforward, since it does not directly affect its rate. Increasing air stoichiometry has two clear impacts. First of all, it raises the air concentration in the CL and hence lowers activation losses, whereby the effect of the mixed potential becomes less pronounced. Secondly, it lowers the relative humidity of water in the cathode electrode and hence increases the gradient for water transport across the membrane. This may lower the water content in the membrane and consequently ion conductivity, however it also increases the mass transport in the anode towards the membrane. This then further leads to a higher methanol rate as well and hence an
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5.3.1 Inhomogeneous GDL Compression

When compressing a fuel cell to avoid contact losses, the GDL primarily becomes compressed due to its low mechanical strength. As discussed above, this leads to an excessive compression of the GDL pore structure under-the-land compared to under-the-channel as well as GDL intrusion into the channel. While GDL intrusion alters the transport characteristics of the channel, under-the-land compression affects electron transport, cooling, the level of liquid phase saturation and oxygen transport; not only in the GDL, but likewise in the CL and MPL. For a completely flooded cathode this trend is clearly depicted in figure 5.8 and 5.9 respectively.

The resulted difference in the distribution of liquid phase with and without GDL compression is the result of different phenomena. A reduction in GDL thickness under the land entails a decrease in porosity and permeability and hence an increase in interfacial transport resistance according to Darcy’s law. To overcome this increased transport resistance, the level of

**Figure 5.7:** Faradaic efficiency as a function of current density and stoichiometry increase in methanol crossover.
liquid volume fraction under the land has to increase, since a higher capillary pressure gradient is required to overcome the increased transport resistance. Meanwhile, this effect on the liquid volume fraction level is to some extent counteracted by a reduction of the characteristic pore radius, since it per se implies an increase in the capillary pressure for a given liquid volume fraction according to the Leverett J function. Actually, it turns out that the predicted interfacial transport resistance always increases more than the predicted capillary pressure. A closer comparison between Darcy’s law and the Leverett J function reveals that the predicted interfacial transport resistance increases as a quadratic function of the reciprocal characteristic pore radius, while the capillary pressure only does so linearly.

Altering the pore structure due to inhomogeneous compression has other implications as well. It decreases species transport in the gas phase and it changes the distribution of liquid phase due to evaporation and condensation. The former is clearly observed in figure [5.9] as a significant reduction in oxygen transport under the land. But just as the oxygen transport towards the CL is obstructed, likewise is the removal of water vapor from under the land. This implies a higher molar fraction of water vapor under the land and hence a smaller driving force for liquid phase evaporation. The consequence of this is that liquid phase flooding under the land occurs at lower current densities, since the liquid water produced in the ORR cannot be removed well enough through evaporation. Moreover, the extent of this is further affected by a better cooling under the land than under the channel. A thinner and more dense structure implies better cooling, a lower gas phase temperature and hence a lower capacity for water vapor.

In all of these considerations it is important to realize that the use of a non-equilibrium phase change model is crucial. Whereas an equilibrium model may over-predict the amount of water vapor removed, a non-equilibrium formulation more accurately accounts for the kinetics associated with molecular transport across the vapor-liquid interface. For DMFC this has a significant impact on the predicted performance, as shown by Yang and Zhao [108].

5.3.2 Membrane Transport

The effect of sorption-desorption was for many years neglected in PEM modeling, as it was thought that diffusion significantly dominated over interfacial
transport kinetics. However, for PEM exposed to water vapor, it was found not to be the case, even for fairly thick membranes. Indeed, it was found that interfacial transport kinetics along with membrane swelling were the source of discrepancies in the reported diffusivities in the literature \cite{78, 54, 53}. The importance of accounting for the interaction between diffusion and interfacial transport kinetics can be seen from studying the relation between water flux and the extent of the interfacial transport rate. A way this can be achieved is by scaling the interfacial transport rate as a function of surface roughness, which is the equivalence of changing ionomer loading and hence the vapor-ionomer interfacial surface area in a CL.

In figure 5.10, the predicted water flux as function of surface roughness and diffusivity model is seen. Depending on the applied surface roughness
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Figure 5.10: Membrane water flux as a function of diffusivity model and surface roughness for Nafion 1110. The left side is exposed to a relative humidity of 10% and the right side to a relative humidity of 80%.

and diffusivity model, variations in the predicted water flux between a factor of 2 and 4 are observed. This is especially the case for the diffusivity model derived in this work and the one by Motupally et al. [62] based on the measurements by Zawodzinski et al. [113] and the work of Springer et al. [88]. It is further apparent that merely comparing diffusivity models based on their predicted water flux is not useful, as they may overlap depending on the extent of sorption/desorption. This concern is particularly a problem when validating diffusivity models by experimental measurements of water fluxes, as seen in the literature by for example Motupally et al. [62] or Baschuk and Li [3]. Conducting such a validation requires exact knowledge of the interfacial transport characteristics of the PEM material and the experimental setup, else it is meaningless.

Moreover, the alleged observation of a spike in the Fickian diffusivity of water in Nafion cannot be verified in this manner; as it is simply not revealed. The best course of action for exposing it is to study the distribution of water across the membrane. In figure 5.11a and 5.11b, the effect of diffusivity model and surface roughness on the water content distribution and transport resistances can be seen, respectively. When comparing the
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(a) The water content distribution in Nafion 1110 at 80°C as a function of surface roughness and diffusivity model. The anode humidity is 80 % and the cathode 0 %.

(b) Transport resistances for Nafion 1110 as a function of surface roughness and diffusivity model at 80°C. The anode humidity is 80 % and the cathode 0 %.

Figure 5.11: The effect on diffusivity model on water transport
employed diffusivity models a significant impact on water content distribution is observed. For the diffusivity model by Motupally et al. [62], a local maximum in the diffusivity is revealed as a flat water content profile around a water content of 3. This is in contrary to the diffusivity model derived in this work, which depicts a sharp round-off near the low humidity interface and an almost linear profile across the membrane. It is apparent that the characteristic shape of the water content distribution, becomes more pronounced at a higher surface roughness, since it reflects a decrease in the interfacial resistances. Indeed, the explanation for the nearly identical water fluxes, despite notable differences in water content profiles, lies in the coupling between diffusion and interfacial transport kinetics.

In comparison, the resulting water content distribution in an operating DMFC is significantly different. In part since the PEM is exposed to a two-phase mixture at the anode and in part because water transport not only occurs by diffusion, but by EOD. In figure 5.11a, an example of a resulting water content distribution is seen. Clearly, for DMFC operation the existence of a local maximum in the diffusivity of water is unimportant, as its occurrence is thought to happen around a water content of 3. Thus, the previous discussion is only relevant in the context of low humidity operation.

For DMFC operation, the correction of water transport within the CL is nearly more important than the actual diffusivity of water. Within the PEM the water content is evenly distributed, whereas a steeper gradient is observed in the CL. The latter is caused by a significantly lower effective diffusivity of water due to a more porous and convoluted structure. This is clearly seen from the low electrolyte volume fraction depicted in table 5.1. The same importance is found for the methanol diffusion, ion conductivity and EOD.

An important factor in the resulting water content profile is also the predicted liquid volume fraction in the CL. The higher the liquid volume fraction, the higher the uptake of water becomes. Because water vapor sorbs slower than liquid water, the electrolyte phase exposed to vapor works as hindrance for water sorption.
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**Figure 5.12:** Membrane water content in an operation DMFC governed by two-phase sorption/desorption

### 5.3.3 Direct Methanol Fuel Cell Model

**Performance Comparison**

In figure 5.13 a partial validation of the developed DMFC model is depicted. The predicted polarization curve is in good agreement with the experimental data. At low current densities the developed model is able to capture the change in voltage overpotential loss and mixed potential caused by methanol crossover. This initial voltage gradient is dominated by a change in anode overpotential, whereas the low open circuit voltage is a reflection of the decrease in cathode overpotential due to methanol crossover. As the current density drawn increases and the ohmic region is entered, the change in voltage becomes linear. The predicted curve falls steeper than the experimental measured, thus indicating a slightly higher ohmic resistance most likely due to either contact resistance or ionic transport. While correctly estimating the contact resistance is a matter of knowing the applied force used for compressing the cell during preparation, the ionic transport loss is bounded by the water content level in Nafion. Thus, to adjust the extent of ionic losses the degree of water uptake has to be corrected. This can be accomplished by increasing the hydrophilic pore fraction in CL and consequently the frac-
Figure 5.13: Polarization curve under base case conditions
important to realize that the distribution of a liquid to a high extent is controlled by the fraction of hydrophilic pores and the characteristic pore size. Particularly, for the CL and MPL, where micropores are found. As can be seen for both cases, the liquid volume fraction level is forced nearly equal to the hydrophilic pore fraction in the CL and MPL. This macroscopic transport phenomenon arises because the characteristic pores of the CL and MPL are nearly 100 times smaller than those found in the GDL. While the liquid volume fraction in the GDL may vary significantly depending on the pressure applied to the GDL-channel interface, the level in the CL and MPL will appear nearly constant. This further implies that the observed jump condition in liquid volume fraction at the CL-MPL interface is primarily induced by a difference in hydrophobicity, rather than a difference in characteristic pore size. A further implication is that the liquid volume fraction level will remain nearly unaffected by current density.

In DMFC modeling variations in surface tension as a function of methanol molar fraction are often neglected, as pointed out in section 2.3.4. However, by accounting for it a difference is imposed in the surface tension under the land and under the channel, since the methanol concentration is bound to
be higher under the channel. Moreover, this means for a continuous and flat capillary pressure distribution in the GDL, a difference is observed in the predicted liquid volume fraction under the land compared to under the channel. Indeed, since the surface tension increases with decreasing methanol concentration, the liquid volume fraction under the land decreases. Accounting for these distribution changes leads to an increase in methanol transport resistance under the land and degraded performance in the mass transport loss regime, which especially is pronounced for large characteristic pore radii and diluted methanol solutions. The former since the liquid volume fraction level is pushed away from the hydrophilic pore fraction and the latter since the surface tension is particularly non-linear in this regime.

An important reason for expanding the CFD modeling framework of DMFC to three dimensions and including channel flow is the prediction of the phase distribution in the channel and its impact on fuel transport. In figure 5.15, the gas volume fraction distribution in the anode channel and
electrode is depicted. Along the channel length, it can be seen how the gas volume fraction gradually increases adjacent to the electrode surface. This gas layer creates an additional resistance for methanol transport in the liquid phase by obstructing it. Because the thickness of the gas layer increases along the length of the channel, the rate of species transport in the liquid phase decreases equivalently along it. This is especially seen in the corner of the channel, since gas produced underneath the land area has to pass this corner to enter the channel. The size and shape of the observed gas layer depends on the amount of gas outflow from the electrode and the balance between interfacial forces, as discussed in section 2.1.1. At the present moment, only dispersed gas bubble flow is assumed, hence adhesion or bubble coalescence is not accounted for. Accounting for these effects could decrease the gas phase flow and hence increase the thickness of the layer or alter the amount of gas in the channel corner. Besides, these phenomena are likewise dependent on the capillary pressure boundary condition. In fact, if the interface condition was based on the actual channel overpressure, rather than an average channel overpressure as accounted for in the present moment, this would impose a change along the channel length.

**Methanol Transport**

In continuation of the previous discussion on the phase distribution it is suitable to discuss in more detail its impact on methanol distribution. In figure 5.16, the methanol concentration distributions matching the liquid volume fraction distributions previously shown in figure 5.14 are found. For the highest porosity, where the liquid phase easier intrudes the hydrophobic pores of the GDL, a substantial higher methanol concentration is observed in the CL. The explanation for this difference lies in a decrease in the effective diffusivity of methanol in the GDL, as seen from the increased methanol concentration gradient in the through-plane and in-plane direction. While the high porosity case leads to a current density of 0.28 A/cm$^2$, the low porosity case only results in a current density of 0.17 A/cm$^2$. Clearly, this significant difference occurs, because the latter case nearly has reached its limiting current density and a more uneven distribution of methanol is observed across the CL.

An important factor in the resulting limiting current density is the MPL, as seen from the steep methanol concentration gradient. By default, the liquid mass transport resistance of the MPL is much higher than the one of the GDL. In part due to its lower porosity and higher tortuosity, and in part due its lower liquid volume fraction. It is apparent that the MPL serves
one major purpose, which is to assist in decreasing the methanol crossover. However, this also has the disadvantage that it leads to a significant reduction in the limiting current density, depending on the applied capillary pressure boundary condition. Indeed, to balance methanol crossover and methanol mass transport losses is of great importance in DMFC design. As exemplified in this comparison, increasing porosity entails a higher power output, but it likewise results in a higher parasitic current density. In the case with the higher volume porosity, a parasitic current density of 0.02 A/cm² is seen, as opposed to nearly zero for the low porosity case. Actually, this implies from a Faradaic efficiency point of view that the low porosity case is the best scenario, since a higher extent of fuel is converted into electricity. Nevertheless, this does not outweigh the observed reduction in the electrical efficiency.

Interestingly, the decrease in limiting current density is also, to some extent, a reflection of an increased evaporation rate. This is clearly seen from the lower methanol concentration at the GDL-channel interface. The higher the liquid volume fraction, the lower the evaporation rate of methanol and water becomes. Consequently, the rate of methanol removal via gas outflow
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Figure 5.17: Fluid Temperature concentration distribution in the anode electrode for two cases of GDL porosity at cell voltage 0.3 V. A dimensionless distance of $X^* = 0$ and $X^* = 1$ are equivalent to under the channel and land, respectively.

from the anode electrode increases for the low porosity case. Furthermore, a difference in phase change is also imposed due to a difference in the temperature and hence a difference in saturation pressure. The higher the current density and the higher the methanol crossover, the higher the extent of irreversible heat production due electrochemical reactions as well as ion and electron transport. This means that the temperature rises, unless an efficient cooling is applied. In this case a minor temperature increase is observed as shown in figure 5.17. Thus, only a slight increase in evaporation rate is caused by it.

In figure 5.18 the resulting methanol concentration distribution along the channel length can be seen. In accordance with the increasing gas volume fraction along the channel, a decrease is observed in the methanol concentration. This occurs although a significant higher extent of convective species mixing happens within the channel. Because the methanol concentration decreases along the channel length at the GDL-channel interface an equivalent decrease in electrochemical performance occurs. This is bound to happen since the possible gradient for methanol diffusion towards the CL decreases.

A concern with present two-fluid model could be that it does not fully
Figure 5.18: A three-dimensional liquid phase methanol concentration distribution in the anode channel and electrode at a GDL porosity of 0.75, cell voltage of 0.3 V and a current density of 0.17 A/cm$^2$ account for two-phase flow mixing in the channel associated with microscopic deviations. A higher extent of two-phase flow mixing across the channel height would increase the methanol concentration near the GDL-channel, whereby a larger gradient for methanol diffusion would be possible.

The great challenge with increasing DMFC performance without directly decreasing the diffusivity of methanol in Nafion lies in not doing so at the expense of a decreased limiting current density or an increased ohmic loss. Unfortunately, what decreases methanol transport towards the CL, decreases the limiting current density, and what decreases methanol transport from the anode CL to the cathode CL often decreases ion transport. This dilemma is difficult to come around. One option could be to decrease the fraction of hydrophilic pores of the CL by increasing the PTFE loading and hereby lower the liquid phase volume fraction. This then lowers methanol and water uptake, since less liquid is in contact with Nafion. Another option would be to optimize the Nafion volume fraction in the CL, such that a balance is
obtained between decreased methanol transport and decreased ion conductivity.
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Conclusion and Outlook

In the beginning of this chapter a summary is given of accomplishments made in this work in accordance with the initial problem definition. Afterward, recommendations for future work are given with reference to the applied research methodology.

6.1 Final remarks

In this dissertation a three-dimensional, two-phase, multicomponent, non-isothermal mathematical model of a DMFC was presented and partially validated. In the development of this model, the fundamental macroscopic transport of methanol and water was of particular importance. To improve model predictions, modeling parameters were assessed experimentally, as well as experimental data of DMFC performance and methanol crossover under various operation conditions were provided for future validation studies.

The current body of knowledge within DMFC modeling was incrementally expanded in this work by accounting for detailed two-phase phenomena governing porous media assemblies in a three-dimensional framework using the two-fluid approach and by adding the influence of non-equilibrium and non-ideal thermodynamics governing the phase change and sorption/desorption of water and methanol in porous media and polymer electrolyte membranes, respectively. Furthermore, throughout this work different modeling studies were carried out to elucidate modeling capabilities, to investigate certain transport phenomena or to stress the importance of various modeling assumptions in relation to boundary conditions.

In the first study a preliminary half-cell cathode model was used for in-
vestigating the importance of inhomogeneous GDL compression on liquid phase and oxygen transport. It was found that inhomogeneous compression causes an appreciable difference between the predicted liquid volume fraction under the land and under the channel. Correspondingly, a significant difference in oxygen transport was found. Moreover, in this study the ability of the model to capture the complex coupling between capillary pressure transport and phase change was underlined and discussed.

In the second study it was made probable that the alleged existence of a local maximum in the Fickian diffusivity of water in Nafion around a water content of $\lambda = 3$, merely is a mathematical artifact due to its derivation. By carefully accounting for the relation between water activity and water content, a spikeless expression was found. Moreover, it was shown that its existence cannot be verified by water flux measurements unless detailed interfacial transport processes are accounted for. Similarly, it was shown that permeation experiments falsely can predict a spike in the diffusivity of water, by again not carefully accounting for the relation between water activity and water content.

In the third study the importance and sensitivity of the coupling between volume porosity and the capillary pressure boundary condition was underlined. It was shown, how a pressure based boundary condition predicts considerable differences in the phase distribution of the GDL when changing its volume porosity. In contrast, a constant liquid volume fraction boundary condition, commonly found in the literature, would merely predict minor differences, since this approach inherently assumes that the liquid phase pressure in the channel is high enough to intrude nearly all hydrophobic pores regardless of the applied operation conditions. Moreover, it was shown how this imposed difference in phase distribution can cause substantial differences in the limiting current density due to methanol mass transport losses.

Meanwhile, the devised mathematical model suffers from some shortcomings. For a mesh consisting of around 50,000 nodes, the computational time associated with solving it in CFX is in the order of several weeks to months on a Linux-cluster at the Department of Energy Technology. Consequently, it is not suitable for a full-scale validation study nor a multi-variable parameter variation. Nonetheless, as shown in the present work, it can still be used for studying particular phenomena and their impact on DMFC performance. Moreover, since the developed model inherently behaves more stable at low liquid volume fractions, it can with advantage be used for studying PEMFC, which are less prone to complete flooding.
In summary it can be stated that the two-fluid DMFC model presented here has made substantial contributions and enhanced the fundamental knowledge in the field. The development of CFD models per se cannot solve the issue of methanol crossover and the thereby following fuel loss and mixed potential. However, they can be used for optimizing performance by obtaining a compromise between often conflicting requirements.

6.2 Future work

Although a comprehensive DMFC model has been developed, a number of issues still remain to be addressed. These include the applied research methodology used for modeling macroscopic transport phenomena and the numerical challenges associated with solving the mass and momentum equations. In particular, the latter remains the single most important challenge in making the devised model suitable for full-scale validations and parameter studies.

As demonstrated in the above analysis, the developed model permits for detailed studies of macroscopic phenomena, however at the present moment the long computational time prevents this from being realizable within the confines of this project. Therefore, it is essential that the stability of the capillary pressure model becomes improved with attention to the interface between porous media and appropriate relaxation techniques for the coupling between volume fraction and velocity. In doing so, a significant improvement in the computational time can be obtained, since the remaining transport equations are much less prone to divergence. In fact, a solution time of few days, rather than months would be realistic. Meanwhile, in the CFD framework of CFX 14, this seems unrealistic, since it does not allow for a proper formulation of the governing capillary pressure model. Moreover, the present implementation of the velocity-pressure coupling by Rhie-Chow interpolations is the cause of excessive wiggles and divergence. In future work, it is therefore recommended to pursue other software’s than CFX for the modeling of DMFC, despite its clear advantages in the modeling of other two-phase flow phenomena using the two-fluid approach.

In addition to the before mentioned numerical challenges, the following list of modeling improvements are recommended:

- Transport in the anode is highly sensitive to the capillary pressure boundary condition used, as it determines the amount of liquid present. Including variations in channel overpressure along the channel would
significantly improve the predicted liquid phase and hence mass transport losses, which often are the most difficult part of the polarization curve to match.

- An important task which remains to be addressed, in accordance with the research definition, is the verification of the use of dilute solution theory models for transport of water, methanol and ions in PEM. Although, experimental data of methanol crossover are available, a verification study has not yet been possible. Aside from this, species-species interaction could easily be incorporate in the current model. The greatest restriction in doing so lies in the availability of transport properties in the literature. It could therefore be beneficial to devise a series of experiments to which an one-dimensional membrane model could be fitted.

- The employed modified Leverett J function is more qualitative, than quantitative. An improved predictability could be gained by incorporating either a bundle-of-capillary model fitted to the exact pore size distribution used in the CL, MPL and GDL. However, the implementation in a CFD framework, may require a complete restructuring of the solved transport equations, which is not possible in CFX.

- A topic which was not covered in detail in this study is detailed species transport in the vicinity of the electro-catalyst surface area and detailed multicomponent transport in the porous layers. The former could for example be accounted for by using appropriate agglomerate transport models and the latter using a detailed Maxwell-Stefan model.
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