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SUMMARY: In this paper a technique for separation of harmonic and structural modes in output-only modal testing and identification is presented. The indicator is based on the basic differences of the statistical properties of a harmonic response and narrow-band stochastic response of a structural mode. The indicator is demonstrated on an example where a plate is loaded by an engine rotating with quasi-stationary speed. An output-only modal identification is performed using a technique based on Frequency Domain Decomposition (FDD), and what appeared to be three harmonic components and five structural modes were identified.
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INTRODUCTION

When modal properties are to be identified from large structures or from structures in operation, usually the possibilities to control and measure the loading on the structure is rather limited. In these cases, the modal testing and identification is usually performed using response data only, and the procedure is often referred to as output-only modal testing and analysis.

Typical examples of these cases are large civil engineering structures such as buildings, bridges and offshore structures. In civil engineering this technique is also denoted ambient response testing and ambient response analysis. Several real cases of ambient response analysis can be found in Ventura and Horyna [1], and a comparison between different techniques for modal identification from ambient responses can be found in Andersen et al. [2].

In mechanical applications the traditional methods have concentrated on techniques where the input is controlled and measured, Ewins [3], Maia et al. [4]. Usually, in this case, the tests are performed under conditions where the responses from the non-controllable loads are
minimised. However, in many applications in mechanical engineering, modal identification would be easier if the modal testing could take place with the structure and eventually rotating machinery in operation. In mechanical engineering this kind of identification is also denoted in-operation modal identification.

The general case considered in this paper, is a case where a structure is loaded by rotating machinery and a modal testing and identification is to be carried out based on the responses only. Thus, no artificial loading is used, the structure is loaded only by the rotating machinery and other natural sources of excitation. In many cases of output only modal testing, this problem is present. This is especially true for mechanical structures, but also in many cases civil engineering structures will have responses influenced by harmonic components.

When any rotating machinery is loading a structure, the structure is loaded by a combination of harmonic components and a stochastic background noise that looks more like a coloured white noise loading. This background noise might come from bearings in the rotating machinery, from explosions (if the rotating machinery is for instance a diesel engine) or from other sources such as vibrations from other types of equipment, traffic etc.

The response due to the stochastic loading can be treaded using the classical techniques in ambient response analysis or output modal identification. However, the harmonics will create some problems in the identification process. If parametric models are used, like for instance a kind of Stochastic Subspace Identification (SSI) technique, se for instance Overschee [6], then the harmonics will be identified as structural modes. For usual frequency domain techniques there is nothing in the identification process itself that clearly separates a harmonic from a narrow-band stochastic structural response. The reason is that in the frequency domain, the spectral density functions of a harmonic and a narrow banded process is not easily distinguished. This is especially true in the case where the harmonic has a slowly varying rotation frequency.

The Frequency Domain Decomposition (FDD) technique used in this paper has a natural indication of harmonics. However, even though this indicator is valuable for identification of typical harmonics, it is of great value to supplement this indication by a separate indicator for a more clear indication of harmonics. Also it is important to have a way to indicate harmonics independently of the identification technique.

In this paper a simple indication technique is presented that is based on the basic differences of the stochastic properties of a harmonic and a stochastic structural response. The indicator is demonstrated on an example where a plate is loaded by an engine rotating with quasi-stationary speed. An output-only modal identification is performed using a technique based on Frequency Domain Decomposition (FDD), and what appears to be three harmonic components and five structural modes are identified. The inherent indication of harmonics using the FDD technique is briefly introduced in the section about the FDD technique.

THEORETICAL BACKGROUND OF HARMONIC INDICATOR

The statistical properties of a harmonic response and a stochastic structural response is quite different. The probability density function of a harmonic response is a distribution with two peaks whereas the probability density function of a stochastic structural response is a distribution with only one peak. Thus, the empirical probability density function for a mode under consideration constitutes a natural indicator for harmonic/structural response. This basic difference was originally pointed out by Lagö [7].
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Any structure loaded by any kind of stochastic loading will under some mild restrictions produce a response with a probability density function that is close to a Gaussian distribution. This is easily concluded from the central limit theorem that states that any linear combination of a large number of random variables tends to a normal distribution independently of the statistical properties of the variables, Papoulis [8]. Thus, if any structure is loaded by a sufficiently large number of independent loading sources, the response will always be approximately Gaussian. This is true independently of what is done to the signal concerning filtering and decimation. The zero mean Gaussian probability density function with unit standard deviation is shown in Figure 1.

The probability density function of a harmonic response is even more well defined. If the stochastic variables $X$ and $Y$ with the corresponding probability density functions $f(x), g(y)$ are related by $y = h(x)$, then the following well known relation exists:

$$g(y) = f(x)/h'(x)$$  \hspace{1cm} (1)

where $h'(x)$ is the derivative of $h(x)$, Papoulis [8]. Now taking the density function of $X$ as uniform, this leads to the probability density function for a harmonic response with amplitude $a$

$$g(y) = (\pi \cos(\arcsin(y/a)))^{-1}$$  \hspace{1cm} (2)
The probability density function of a zero mean harmonic response with unit standard deviation is shown in Figure 1. The density function goes to infinity as \( y \to a \) or \( y \to -a \). Thus, the density function has two distinct peaks. As it appears, this result is true for any frequency, i.e. also for a case with slowly varying frequency. As long as the amplitude is constant and the response remains harmonic, Equation (2) holds exactly.

**EXAMPLE, PLATE EXCITED BY ENGINE**

The test case considered here is a plate loaded by an engine. The plate geometry and the transducer placement is shown in Figure 2. 8 accelerometers, were placed to measure the out-of-plane deformations of the plate.

The plate was placed horizontally on soft supports approximating free-free conditions. An electrical motor was mounted on the plate, and the speed was varied slowly around 5400 RPM. No other loading was applied to the plate.

The responses were measured using a Bruel & Kjær PULSE™ multi-analysis system with a sampling rate of 2048 samples per second. The length of the time series were 16384 data points per channel corresponding to exactly 8 seconds of data.

**PRINCIPLE OF FREQUENCY DOMAIN DECOMPOSITION (FDD)**

The Frequency Domain Decomposition (FDD) technique is an extension of the classical frequency domain approach often referred to as the Basic Frequency Domain (BFD) technique, or the peak picking technique. The classical approach is based on simple signal processing using the Discrete Fourier Transform, and is using the fact, that well separated modes can be estimated directly from the power spectral density matrix at the peak.
In the FDD technique first the spectral matrix is formed from the measured outputs using simple signal processing by discrete Fourier Transform (DFT). However, instead of using the spectral density matrix directly like in the classical approach, the spectral matrix is decomposed at every frequency line using Singular Value Decomposition (SVD). By doing so the spectral matrix is decomposed into a set of auto spectral density functions, each corresponding to a single degree of freedom (SDOF) system. This is exactly true in the case where the loading is white noise, the structure is lightly damped, and where the mode shapes of close modes are geometrically orthogonal. If these assumptions are not satisfied, the decomposition into SDOF systems is an approximation, but still the results are significantly more accurate than the results of the classical approach.

The singular vectors in the SVD are used as estimates of the mode shape vectors, and the natural frequencies are estimated by taking each individual SDOF auto spectral density function back to time domain by inverse DFT. The frequency and the damping were simply estimated from the crossing times and the logarithmic decrement of the corresponding SDOF auto correlation function.

The theoretical background of the FDD technique is described in Brincker et al. [5]. In [5] it is also explained how and why the FDD technique naturally indicate harmonics.

RESULTS OF FREQUENCY DOMAIN DECOMPOSITION (FDD)

Figure 3 shows the singular value decomposition of the spectral density matrix of the data. In this identification, the measurements had 8 channels of response data. Thus, the decomposition results in 8 singular values.

As it appears, clearly 8 peaks are visible in the decomposed spectrum. The 8 corresponding modes are easily identified using the FDD technique, the identified natural frequencies are shown in Table 1 and the mode shapes are shown in appendix A.

Figure 3. Singular value decomposition of the spectral density matrix of the response data.
Figure 4. Empirical probability density functions for the 8 identified modes.

For the last mode at about 960 Hz, because of the anti-aliasing filter, the procedure for identification of damping and natural frequency could not be used. Thus, the frequency estimate is limited by the frequency resolution of the spectral density function.

<table>
<thead>
<tr>
<th>Mode No.</th>
<th>Modes Identified by Frequency Domain Decomposition (FDD)</th>
<th>Type of mode</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Frequency (Hz)</td>
<td>Damping (%)</td>
</tr>
<tr>
<td>1</td>
<td>89.8</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>178.7</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>267.3</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>350.5</td>
<td>0.39</td>
</tr>
<tr>
<td>5</td>
<td>491.3</td>
<td>0.28</td>
</tr>
<tr>
<td>6</td>
<td>702.1</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>851.3</td>
<td>0.33</td>
</tr>
<tr>
<td>8</td>
<td>9641)</td>
<td>-2)</td>
</tr>
</tbody>
</table>

1) Frequency accuracy limited to resolution. 2) Damping could not be estimated.

The shape of the peaks in the decomposed spectrum might indicate that the first three identified modes might be something different from real structural modes. From the shape one might suspect that this could be harmonics. However, since the same peak is clearly present in the second singular for the first three modes, this clearly indicates that the first three are in fact harmonics from the engine excitation, see Brincker et al [5]. Also the fact that the frequencies of the 2nd and the 3rd mode are approximately two or three times the frequency for the first mode (over-harmonics) indicates these as harmonics.

SEPARATING HARMONIC AND STRUCTURAL MODES USING THE STATISTICAL INDICATOR

The modal response for each mode was estimated using an 8 pole digital Butterworth band-pass filter with a filter with of $0.10f_v$ where $f_v = 1024$ Hz is the Nyquist frequency and with a centre frequency equal to the natural frequency of each mode.
The empirical probability density functions for the band-pass filtered signals were then estimated. The empirical density functions are shown in Figure 4.

As it appears from the results, the three first modes are clearly identified as harmonics. For the first three modes the density functions is a double-peak distribution. For the rest of the modes the distribution is a single-peak distribution looking like a Gaussian distribution indicating the rest of the modes as structural modes.

CONCLUSIONS

The results of the identification are given in Table 1.

An indicator for separation of harmonics and structural modes in output-only identification has been defined and tested on a real case where a plate was loaded by engine rotations.

Only the mounted engine loaded the test specimen, and from the in-operational responses, 8 modes were identified using a frequency domain decomposition technique.

Using the defined indicator, the three first modes were identified as harmonics and the 5 remaining modes were identified as structural modes.

Based on 8 seconds of response data only, five structural modes and three harmonics were identified.

ACKNOWLEDGEMENTS

This investigation was carried out with assistance from Gloria Martins, Technical University of Lisbon. The good company the intellectual and the emotional support is gratefully acknowledged.

REFERENCES

APPENDIX A: ESTIMATED MODE SHAPES
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