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Abstract

Flow in air conditioned rooms is examined by means of model experiments. The different geometries giving unsteady, steady three-dimensional and steady two-dimensional flow are determined. Velocity profiles and temperature profiles are measured in some of the geometries.

A numerical solution of the flow equations is demonstrated and the flow in air conditioned rooms in case of steady two-dimensional flow is predicted. Comparison with measured results is shown in the case of small Archimedes numbers, and predictions are shown at high Archimedes numbers.

A numerical prediction of flow and heat transfer in cavities is also shown.
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### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Control surface at supply opening</td>
</tr>
<tr>
<td>Ar</td>
<td>Archimedes number</td>
</tr>
<tr>
<td>b</td>
<td>Control surface at supply opening</td>
</tr>
<tr>
<td>c₁</td>
<td>Constant in turbulence model</td>
</tr>
<tr>
<td>c₂</td>
<td>Constant in turbulence model</td>
</tr>
<tr>
<td>cₚ</td>
<td>Specific heat</td>
</tr>
<tr>
<td>cₜ</td>
<td>Constant in turbulence model</td>
</tr>
<tr>
<td>Cₑ, Cₑ</td>
<td>Coefficients in difference equation</td>
</tr>
<tr>
<td>Cₛ, Cₛ</td>
<td>Coefficients in difference equation</td>
</tr>
<tr>
<td>dA</td>
<td>Surface element</td>
</tr>
<tr>
<td>D</td>
<td>Source term in difference equation</td>
</tr>
<tr>
<td>Dₜ</td>
<td>Constant in equation for wall jet</td>
</tr>
<tr>
<td>Dᵥ</td>
<td>Constant in equation for wall jet</td>
</tr>
<tr>
<td>e</td>
<td>Constant in equation for wall jet</td>
</tr>
<tr>
<td>E</td>
<td>Mean signal from anemometer</td>
</tr>
<tr>
<td>E'</td>
<td>Fluctuating part of signal from anemometer</td>
</tr>
<tr>
<td>Eₛ</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>Gr</td>
<td>Grashof number</td>
</tr>
<tr>
<td>Grᵥ</td>
<td>Grashof number in case of convective heat transfer in a cavity</td>
</tr>
<tr>
<td>h</td>
<td>Height of supply opening</td>
</tr>
<tr>
<td>H</td>
<td>Height of room, model or cavity</td>
</tr>
<tr>
<td>k</td>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>K</td>
<td>Constant in equation for anemometer signal</td>
</tr>
<tr>
<td>K₁</td>
<td>Constant in equation for effective cooling velocity</td>
</tr>
<tr>
<td>K₂</td>
<td>Constant in equation for effective cooling velocity</td>
</tr>
</tbody>
</table>
$K_T$  Constant in equation for wall jet
$K_V$  Constant in equation for wall jet
$l$  Turbulent length scale
$l_{re}$  Penetration depth
$L$  Length of room or model
$L/M$  Scale
$n$  Outward normal to surface
$n_p$  Distance from a surface
$p$  Pressure
$Pr$  Prandtl number
$q$  Heat flux
$r$  Coefficient in equation for wall jet
$Ra_w$  Rayleigh number
$Re$  Reynolds number
$R_t$  Turbulent Reynolds number
$R_\varphi$  Residual
$t$  Time
$T$  Temperature
$T_o$  Supply temperature
$T_{dA}$  Temperature of surface element $dA$
$T_m$  Max. or min. temperature of wall jet
$T_{ms}$  Mean radiant temperature
$T_s$  Surface temperature
$T_u$  Mean temperature along surface $b$
$u$  Height of return opening
$v_i$  Velocity vector
$v_{eff}$  Effective cooling velocity
$v_{tot}$  Total velocity
$V_o$  Supply velocity
$V_m$  Maximum velocity in wall jet
\begin{itemize}
\item $w$: Width of supply opening
\item $W$: Width of room, model or cavity
\item $x_0$: Distance from supply opening to virtual origin of jet
\item $x_a$: Distance from surface 'a' to supply opening
\item $x_d$: Distance from wall to supply opening
\item $x_s$: Distance from ceiling to supply opening
\item $x_i$: Coordinate
\item $z$: Coefficient in equation for wall jet
\item $\alpha$: Absorptivity
\item $\alpha_\varphi$: Relaxation parameter
\item $\beta$: Volume expansion coefficient
\item $\delta_T$: Thickness of thermal boundary layer in wall jet
\item $\delta_v$: Thickness of boundary layer in wall jet
\item $\Delta T_0$: Positive temperature difference between supply and return, or between hot and cold surface in a cavity
\item $\epsilon$: Emissivity
\item $\epsilon$: Dissipation
\item $\eta$: Coordinate in wall jet
\item $\kappa$: Heat transfer coefficient
\item $\lambda$: Thermal conductivity
\item $\mu, \mu_0$: Molecular viscosity
\item $\mu_t$: Turbulent viscosity
\item $\rho, \rho_0$: Density
\item $\sigma$: Stefan-Boltzmann constant
\item $\sigma_h$: Turbulent Prandtl number
\item $\sigma_k$: Constant in turbulence model
\item $\sigma_e$: Constant in turbulence model
\item $\psi$: Variable in the difference equation representing $\omega, \psi, T, k$ or $\epsilon$ respectively
\end{itemize}
\( \varphi_{sl} \)  Slip value for \( k, T, v_1 \) or \( v_2 \)

\( \psi \)  Stream function

\( \psi_m \)  Maximum value of stream function

\( \omega \)  Vorticity

The following indices are used for turbulent variables:

- Instantaneous value
- Instantaneous deviation from mean value

Variables without one of these indices are mean values, for example

\[ \dot{v}_i = v_i + v_i' \]

The symbol 'bar' designates mean value in connection with correlations, for example

\[ \bar{v}_1 \bar{v}_2 \]

Dimensionless variables are denoted by *, for example

\[ x_i^* = \frac{x_i}{h} \]

\( f(\ ) \) is a symbol for a function.

\[ \dot{f} = f(x_j, t) \]

means for example that the instantaneous temperature is a function of the coordinates \( x_j \) and the time \( t \).
1. Introduction.

One of the aims of an air conditioning system is to produce optimal conditions for the occupants of a room. This cannot be achieved simply by supplying a given amount of fresh air and by adding or removing heat to maintain a comfortable temperature level. It is also necessary to generate homogeneous thermal conditions everywhere in the occupied zone.

Thermal conditions, that is to say distribution of velocities and temperatures, are governed by many parameters, some of which are the distribution of heat sources, the dimensions of the room, air change, and the location and dimensions of the diffuser. It is the purpose of the present investigation to predict the combined influence of these parameters.

This investigation is made by means of a small-scale modelling technique and by numerical solution of the flow equations. The small-scale modelling technique is dealt with in part 2 and the numerical prediction of the flow in part 3. The two parts may be read independently, and it should be noted that the results in part 2 are general while those in part 3 apply in cases where the flow in the main part of the room is two-dimensional.

Part 4 gives a short description of the numerical prediction of convective heat transfer in cavities.
2. Model experiments.

Small-scale modelling techniques are used for many types of flow investigations. A variety of reasons can be named for making tests with models instead of making them in full-scale, but in heating and ventilation research their appeal lies first and foremost in the advantages of working with smaller dimensions and smaller systems. In the following, for example, experiments are made with flow in a model which simulates room lengths of 10-20 m - an experiment which can be difficult to make in full-scale rooms owing to the space required. Small size models can also be made with a very flexible geometry, as is the case here, where experiments are made with about 25 different geometrical variations of the model. It is a primary purpose of these model experiments to obtain qualitative knowledge of the air distribution which takes place in rooms of different dimensions, i.e. whether the flow is steady or unsteady, two-dimensional or three-dimensional. The diffusers and room dimensions which give steady two-dimensional flow in the main body of the room are of special interest because we shall later demonstrate a calculation procedure capable of predicting the flow in these situations.

The model experiments must also yield quantitative data such as velocity profiles and temperature profiles. These data and results from other references will be used to check the solution procedure.

The following paragraphs on model experiments begin with the development of the governing laws, i.e. the theory of similarity. Particular attention should be given to the paragraph which demonstrates the influence of thermal radiation in model experiments, paragraph 2.2.2. This is followed by the paragraphs dealing with the actual model experiments, of which paragraph 2.3 is the first. If the reader is acquainted with the complex of problems surrounding the theory of similarity or does not wish to study the subject he would do well to begin reading at paragraph 2.3.
2.1. The basic equations

A set of basic equations is of interest for many reasons. With such a set of equations it is possible to describe the laws governing model experiments, and such systems also form the basis of the numerical method for prediction of flow distribution in a room, which is described later.

In the following we shall consider the flow in a cartesian coordinate system with the coordinates $x_1$, $x_2$, $x_3$. The basic equations describing the flow are the equation of continuity, the equations of motion and the equation of energy. The equations are given in detail in, for example, the reference [1].

If we assume that the flow is incompressible the equation of continuity will be

$$\frac{\partial v_i}{\partial x_i} = 0 \quad (2.1-1)$$

where $v_i$ is the instantaneous velocity in direction $x_i$. All equations are written in abbreviated form according to the summation convention, where the subscript $i$ takes the values 1, 2 and 3. In a case like this where the same subscript is repeated a summation over $i$ is implied.

The equations of motion - also called the Navier Stokes equations - describe the balance of the forces in the three coordinate directions. If we assume that the flow is incompressible, the three equations of motion will be

$$\rho \left( \frac{\partial v_i}{\partial t} + v_j \frac{\partial v_i}{\partial x_j} \right) = \rho g_i - \frac{\partial p}{\partial x_i} + \mu \frac{\partial^2 v_i}{\partial x_j \partial x_j} \quad (2.1-2)$$
\( \rho \) is the density and \( \mu \) the molecular viscosity. The instantaneous pressure is \( \dot{p} \) and the gravitational acceleration is \( g_i \).

The subscript \( i \) takes the values 1, 2, and 3 and describes three equations in three directions, and the subscript \( j \) is summed up in the single equations. The density \( \rho \) and viscosity \( \mu \) are, in principle, functions of the instantaneous temperature \( \dot{T} \). With the temperature differences that occur in practice this effect can be ignored except for the gravitational term \( \rho g_i \), see for example Rubel and Landis [30]. This assumption is called the Boussinesq approximation.

The dependence of density on temperature is expressed by an equation of state.

\[
\rho = \rho_0 - \rho_0 \beta (\dot{T} - T_0) \quad (2.1-3)
\]

where \( \rho_0 \) and \( T_0 \) are reference values and \( \beta \) is the coefficient of thermal expansion.

If we apply the Boussinesq approximation and equation (2.1-3) to the equations (2.1-2) we get

\[
\rho_0 \left( \frac{\partial \dot{v}_i}{\partial t} + \dot{v}_j \frac{\partial \dot{v}_i}{\partial x_j} \right) = -\rho_0 \beta g_i (\dot{T} - T_0) - \frac{\partial \rho}{\partial x_i} + \mu_0 \frac{\partial^2 \dot{v}_i}{\partial x_j \partial x_j} 
\]

assuming that the hydrostatic term \( \rho_0 g_i \) is ignored. \( \rho_0 \beta g_i (\dot{T} - T_0) \) is the variation in the gravity as a function of the temperature, that is to say buoyancy.
The last equation in the set of basic equations is the energy equation, which expresses the energy conservation at a point. Energy is, in principle, the sum of internal energy, kinetic energy and potential energy. However, the last two can be ignored in our application. In a later chapter we will use an equation for that part of the kinetic energy which is connected with the turbulent eddies; not because they contain significant amounts of energy but because the transport of turbulent kinetic energy is important in connection with the description of turbulence.

The velocities are so low that we may consider the flow incompressible and ignore the energy produced by friction, viscous dissipation, and thus the energy equation remains

\[ \rho \cdot c_p \left( \frac{\partial \bar{\tau}}{\partial t} + \bar{\nabla} \cdot \bar{\tau} \right) = \lambda \frac{\partial^2 \bar{\tau}}{\partial x_j \partial x_j} \]  

(2.1-5)

Specific heat \( c_p \) and thermal conductivity \( \lambda \) are assumed to be uniform according to the Boussinesq approximation.

We have now set up a system of equations which gives a complete description of the flow in an area. It consists of the equation of continuity (2.1-1), three equations of motion (2.1-4) and the energy equation (2.1-5), and contains the five unknowns \( \bar{v}_1, \bar{v}_2, \bar{v}_3, \bar{p} \) and \( \bar{\tau} \).

It must be emphasized that the variables referred to are instantaneous velocity, pressure and temperature, and that in derivation of the equations nothing has been said about the type of flow. The set of equations describes every situation, regardless of whether it is steady, unsteady, turbulent or laminar.
A system consisting of differential equations is fully described when the boundary conditions, i.e. the values along the boundary of the area of integration, are known. The boundary conditions for the velocity are, in a diffuser, a velocity profile of the type

\[ \dot{\mathbf{v}}_i = f(x_j, t) \quad (2.1-6) \]

The boundary conditions for the velocity on a surface are

\[ \dot{\mathbf{v}}_i = 0 \quad (2.1-7) \]

The boundary conditions for the temperature are, in a diffuser and along surfaces, of the type

\[ \dot{T} = f(x_j, t) \quad (2.1-8) \]

The differential equations may have gradients as boundary conditions at some parts of the boundary. For example, a return opening may be described as follows

\[ \frac{\partial \mathbf{v}_1}{\partial x_1} = 0 \quad (2.1-9) \]

\[ \frac{\partial T}{\partial x_1} = 0 \quad (2.1-10) \]

where \( \mathbf{v}_1 \) and \( T \) are mean values, assuming flow parallel to the walls in the return opening.
The temperature at a surface may have a boundary condition of the type

\[
\left( \frac{\partial t}{\partial n} \right)_{n=0} = \text{const.}
\]  

(2.1-11)

where \( n \) is normal for the surface, and the heat flow to or from the surface is constant. The description of boundary conditions will be more complicated when thermal radiation is involved. This question will be dealt with in paragraph 2.2.2.

2.2. Principle of similarity.

2.2.1. Dimensionless equations

We shall demonstrate how it is possible, by means of dimensionless equations to evaluate rules which have to be observed when making a model experiment.

The following parameters are selected in order to characterize the situation in an air conditioned room: Diffuser velocity \( V_0 \), height of diffuser \( h \), supply temperature \( T_0 \), and the positive temperature difference between supply and return \( \Delta T_0 \).

It should be noticed that the height of the room \( H \) or its hydraulic diameter may be used as a reference length in other papers on the subject.

The set of basic equations is made dimensionless by introducing the dimensionless variables

\[
x_i^* = \frac{x_i}{h}
\]  

(2.2.1-1)
\[ \dot{v}_i^* = \frac{\dot{v}_i}{V_0} \]  
(2.2.1-2)

\[ \dot{\rho}^* = \frac{\dot{\rho}}{V_0^2 \rho_0} \]  
(2.2.1-3)

\[ t^* = \frac{t V_0}{h} \]  
(2.2.1-4)

\[ \dot{t}^* = \frac{\dot{t} - T_0}{\Delta T_0} \]  
(2.2.1-5)

These variables are introduced in the equations (2.1-1), (2.1-4) and (2.1-5), and we will thus get the following equations.

\[ \frac{\partial \dot{v}_i^*}{\partial x_i^*} = 0 \]  
(2.2.1-6)

\[ \frac{\partial \dot{v}_i^*}{\partial t^*} + \dot{v}_j \frac{\partial \dot{v}_i^*}{\partial x_j^*} = - \frac{\beta g_i h \Delta T_0}{V_0^2} \dot{t}^* \]  
(2.2.1-7)

\[ \frac{\partial \dot{\rho}^*}{\partial x_i^*} + \frac{\mu_o}{\rho_0 V_0 h} \frac{\partial^2 \dot{v}_i^*}{\partial x_j^* \partial x_j^*} \]  
(2.2.1-7)

\[ \frac{\partial \dot{t}^*}{\partial t^*} + \dot{v}_j \frac{\partial \dot{t}^*}{\partial x_j^*} = \]  
\[ \frac{\lambda}{c_p \rho_0 V_0 h} \frac{\partial^2 \dot{t}^*}{\partial x_j^* \partial x_j^*} \]  
(2.2.1-8)
It will be seen that the solution of the set of equations is dependent on some dimensionless numbers comprising physical constants of the fluid, and reference values of the problem.

\[ Ar = \frac{\beta g_2 h \Delta T_0}{V_0^2} \]  \hspace{1cm} (2.2.1-9)

\[ \frac{1}{Re} = \frac{\mu_0}{\rho_0 V_0 h} \]  \hspace{1cm} (2.2.1-10)

\[ \frac{1}{Pr Re} = \frac{\lambda}{c_p \rho_0 V_0 h} \]  \hspace{1cm} (2.2.1-11)

where \( Ar \) is the Archimedes number, \( Re \) is the Reynolds number, and \( Pr \) is the Prandtl number. It is assumed that the gravity acts in the positive direction of the \( x_2 \)-axis.

The use of the Archimedes number is common in air conditioning references, while in fluid dynamics it is often written as.

\[ Ar = \frac{Gr}{Re^2} \]  \hspace{1cm} (2.2.1-12)

where \( Gr \) is the Grashof number.

By means of fig. 2.2.1-1 we can now specify the conditions to be fulfilled when a model experiment is to be made. The figure shows a section of a room and a section of a geometrically similar model.
Fig. 2.2.1-1. Section of a room and section of a geometrically similar model. The reference variables are shown on the figure.
The basic flow equations of the form (2.1-1), (2.1-4), and (2.1-5) as well as the boundary conditions (2.1-6) to (2.1-10) are set up for room and model respectively. After this, we make the two sets of equations and the boundary conditions dimensionless by introducing the variables (2.2.1-1) to (2.2.1-5) into the equations. These variables contain reference values from the full size room and from the model respectively. For example, the velocity in a room is described dimensionless by dividing with the diffuser velocity in the room, and the velocity in the model is described dimensionless by dividing with the supply velocity in the model.

The two sets of equations will now have the form (2.2.1-6), (2.2.1-7) and (2.2.1-8), and it will be seen that they are identical and thus describe the same solution, provided that:

1. the dimensionless boundary conditions, including geometry, are identical

2. the dimensionless numbers in the equations (2.2.1-9), (2.2.1-10) and (2.2.1-11) are identical, i.e. the Archimedes number, the Reynolds number and the Prandtl number are the same for room and model.

2.2.2. Heat flow at surfaces.

Item 1 of the principle of similarity requires that boundary conditions for the temperature must be identical in room and model. How, then is it possible to establish the correct boundary conditions in a model?

The influence of a surface can in certain situations be described thus: The surface has a given temperature or temperature distribution, as is the case, for example, with heat loss through a window if the outdoor temperature is low. The boundary condition is of the type (2.1-8), and it is easy to establish. If the dimensionless surface temperature in a room is known according to equation (2.2.1-5), the surface
temperature in the model is determined so that it gives the same dimensionless temperature. Thermal radiation between surfaces will not affect the model test, if all surfaces are kept at given temperatures, i.e. boundary conditions of the type (2.1-8).

However, the boundary conditions for the temperature are generally more complicated. Distribution of the surface temperature is dependent on radiation between the different surfaces, and it is dependent on the local heat flow to or from the surface and also on the local coefficient of heat transfer. This we will examine by setting up an equation for the heat balance for a surface element dA. This equation is rendered dimensionless in the same way as previous equations, and the dimensionless numbers thus obtained, are evaluated.

When forming the heat balance equation it is reasonable to ignore the heat capacity owing to the large time constant of the surface material in relation to the turbulent eddies. Situations where the time dependent changes of temperature are so great that the time constant of the building structures is significant - for example daily variation of sun gain and outdoor temperature - are not included in this analysis because in practice model experiments are only made for steady conditions.

Fig. 2.2.2-1 shows the surface element dA with the normal n. The surface element is exposed to radiation from the surrounding body with the instantaneous mean radiant temperature $T_{ms}$, and the heat flow to the surface element is $q dA$.

The heat balance per unit area of the surface element is

$$\sigma \varepsilon \uparrow_{ms} + q = -\lambda \left( \frac{\partial \uparrow}{\partial n} \right)_n = 0$$

$$+ \varepsilon \sigma \uparrow_{dA}$$

(2.2.2-1)
Figure 2.2-1. Surface element and surroundings.
The first term in the equation is the thermal radiation received from the surroundings, while the second term is the heat flow to the surface. The first term on the right hand side is the conductive heat flow and the second term is the thermal radiation emitted from the surface. The thermal radiation is written as a product of the absorptivity $a$ or the emissivity $e$ multiplied by the Stefan-Boltzmann's constant $\sigma$ and by the mean radiant temperature $\bar{T}_{ms}$ to the fourth power or the instantaneous temperature $T_{dA}$ of the surface element to the fourth power respectively.

The absorptivity $a$ and the emissivity $e$ are in practice identical, because the received and emitted radiation is of the same wavelength distribution, $3.5 - 4.0 \, \mu m$. Short wave sun radiation is ignored. Equation (2.2.2-1) can thus be written

$$q = -\lambda \left( \frac{\partial \bar{T}}{\partial n} \right)_{n=0} + e \sigma (\bar{T}_{dA}^4 - \bar{T}_{ms}^4) \quad (2.2.2-2)$$

When temperature differences are moderate we can linearize the term $(\bar{T}_{dA}^4 - \bar{T}_{ms}^4)$ and make the equation dimensionless by means of formulas (2.2.1-1) and (2.2.1-5).

$$\frac{q \Delta T_0}{\lambda} = -\left( \frac{\partial \bar{T}^*}{\partial n^*} \right)_{n^*=0} + \frac{4e \sigma T_0^3 h}{\lambda} (\bar{T}_{dA}^* - \bar{T}_{ms}^*) \quad (2.2.2-3)$$
Equation (2.2.2-3) contains two dimensionless numbers which must be identical for a surface element in a room and for a surface element placed in a similar position in a model.

We will first discuss the situation where radiation to and from the surface is negligible. This is the case when the air passing the surface has a high velocity or when the emissivity of the surface is small. Equation (2.2.2-3) now expresses that the dimensionless temperature gradient at the surface is equal to

$$-\frac{q\ h}{\Delta T_o \lambda} \quad (2.2.2-4)$$

The condition that the same dimensionless temperature gradient should be present in room and model is now fulfilled by distributing the heat flux $q$ in the model according to (2.2.2-4) in such a way that this number is identical in room and model at the same locations.

Let us now discuss the case where radiation is significant. The number

$$\frac{4\varepsilon_0 T_o^3 h}{\lambda} \quad (2.2.2-5)$$

must be identical in room and model. The emissivity is 0.9 for common surfaces in a room by longwave thermal radiation. It is therefore not possible to raise this coefficient considerably in the model. $T_o$, measured in Kelvin, is of the same magnitude in room and model.

We now see that it is not possible to make the dimensionless number (2.2.2-5) identical in room and model if we are working with air in the model.
The number will, in the model, be smaller according to the geometrical relation between model and room. This means that it is not possible when making model experiments with air to reproduce the influence of radiation in a room.

If the model experiment is made with water the influence of radiation has to be ignored, because water is opaque to long-wave thermal radiation.

When a model experiment is to be made in a situation where radiation is significant the only possibility in practice is to give the model a dimensionless temperature distribution which accords with the distribution which can be foreseen in a room under the combined influence of radiation, convection and conduction to and from the surfaces.

2.2.3. Practical use of the similarity principle.

In this paragraph we shall examine some examples of the use of the similarity principle and show how we can, in certain situations, reduce the requirements.

First let us consider the situation where the velocities in a room are high and the temperature differences are small. The forced convection is dominant compared with the free convection. This corresponds to the situation that the buoyancy terms in the equations (2.1-4) are becoming small compared to the other terms. We can in this situation ignore the buoyancy and the Archimedes number will not appear in the dimensionless equations. It is not important to the model experiment.

In the following example we assume that the Archimedes number is of a size such that the buoyancy shall be taken into consideration. We also assume that full consideration is given to the similarity principle, i.e. the following three dimensionless numbers must be identical in the room and in the model
The model experiment is made in air, so in this way the same Prandtl number is secured in room and model.

The factor by which the room is bigger than the model is called $M$, which means that the model is manufactured in the scale $1/M$. The requirement that the same Reynolds number shall apply in room and model means that the velocity in the model increases with the factor $M$, because the height of the supply opening $h$ is $M$ times as small. The supply opening in the model is $M$ times as small and the square of the supply velocity is $M^2$ times as big as in the room. Therefore the Archimedes number requires that $\Delta T_o$ in the model shall be $M^3$ times as big as in the room. We see that the temperatures in the model will reach very high values if the scale $1/M$ is to be reduced significantly.

If the model experiment is only to predict the general streamline pattern, which is mainly governed by free turbulence, it is possible to ignore the Reynolds number and the Prandtl number.

\[
Pr = \frac{\mu_o c_p}{\lambda} \quad (2.2.3-1)
\]
\[
Re = \frac{V_o h \rho_o}{\mu_o} \quad (2.2.3-2)
\]
\[
Ar = \frac{\beta g h \Delta T_o}{V_o^2} \quad (2.2.3-3)
\]
This simplification is possible because the structure of the turbulence at a sufficiently high level of velocity will be similar at different supply velocities and therefore independent of the Reynolds number. Likewise the transport of thermal energy by turbulent eddies will dominate the molecular diffusion and will therefore be independent of the Prandtl number.

Turbulent free jets and wall jets are examples of flows which can be similar at different Reynolds numbers and Prandtl numbers, see Schwarz and Cosart [32] and Schmidt [31]. Møllejans [25] has also shown how the general streamline pattern in a series of model tests was similar at different Reynolds numbers and only dependent on buoyancy and, with it, the Archimedes number.

There is a big advantage to be gained in ignoring the Reynolds number. In the example it was shown that the temperature difference in the model was \( M^3 \) times greater than in the room. If we ignore the Reynolds number it is possible to lower the velocity in the model to a value at which the flow is still suitably turbulent. The lower velocity will give a smaller denominator in the Archimedes number (2.2.3-3) and therefore also a lower temperature difference \( \Delta T_0 \) in the model. However, it is not possible to ignore the Reynolds number or Prandtl number if it is the heat transfer from the surface which is to be studied in the model experiment. The viscosity and molecular diffusion will always be important close to a surface.

When a model experiment is made with water as fluid it is necessary to ignore the Prandtl number, because water at normal temperature and pressure has a Prandtl number which is 10 times greater than the Prandtl number for air.
2.3. Test set up.

This paragraph deals with the construction of a model and the necessary measuring equipment. The model works with air as experimental fluid and it has given the results discussed in paragraphs 2.4 and 2.5.

Fig. 2.3-1 shows a sketch of model and measuring equipment. The model (1) comprises a box with a length of 1.80 m, a width of 0.60 m and a height of 0.60 m. It is made of wooden frames, of which the bottom and both ends are coated with hard masonite and insulated with polystyrole. The side walls are double glazed, and the top of the model is of plexiglass with loose insulation in sections. By means of a light box (2) a beam of light can be applied at different places in the model and the stream line pattern in the model can be observed.

Air is sucked in through the box (3) and the nozzle (4). The nozzle ends in a supply opening (5), which is aligned with the top of the model and has a height of 7.2 mm. The inlet opening follows the whole width of the model and is divided up into 5 sections. They can be closed independently if it is wished to examine the flow in situations where the inlet opening only covers part of the width of the model.

The air leaves the model via a return opening (6) and is led to the blowers (7). By placing the blowers after the model, the risk of upsetting the measurements in the model by heat emitted from the blowers is avoided.

Inside the model is fitted an extra floor section (9) and an end wall (10). We can thus examine various geometrical situations by varying the length and the height of this sub-model, and the width can be varied by placing a couple of plexiglass walls parallel with the side walls.
Fig. 2.3-1. Test set up with model and measuring equipment.
The model is designed for three types of experiments:

1. Measurement of stream line pattern
2. Measurement of a vertical velocity and turbulence profile

The stream line pattern is measured by introducing lightweight particles to the air, which are illuminated and photographed or filmed. The particles used are metaldehyde particles. These particles have a very big and crystal-like structure, which gives them high drag in proportion to their weight. The settling speed of the particles is so low that it is negligible even in experiments at very low velocities such as full scale experiments with free convection, see Daws et al.\[6\].

The particles are formed by heating metaldehyde*) on a hot surface, in this case a soldering iron (11). When metaldehyde is heated a poisonous gas is produced and therefore the model is equipped with a box (3) so that all gas is led through the model and out into the free air (8).

The particles are illuminated in a section by means of a 1000 W halogen lamp (2) and are photographed or filmed through the side wall. By taking pictures with different exposure times it is possible to determine the stream line pattern and also make a qualitative evaluation of the mean velocity and turbulence.

The supply velocity is determined by measuring the pressure drop across the nozzle (4) by means of a micromanometer (12). The nozzle (4) has a contraction of 20:1 and its shape is determined according to a method described by Libby and Reiss [18].

*) META, Lonza A.G., Basel
Test measurements show that in practice the nozzle gives a friction free flow and it therefore creates an almost rectangular velocity profile in the supply opening. This velocity profile is a well-defined boundary condition for a model experiment and it is easy to repeat in other tests.

The vertical velocity profile in the model is measured with a DISA CTA-anemometer type 55D01 (13) and (14). The signal is linearized with a DISA linearizer type 55D10 and the mean value as well as the root-mean-square value is measured.

The anemometer is calibrated before and after a set of measurements in a known, uniform velocity core from a free jet. This free jet has the same temperature as the air in the model.

A DISA CTA-anemometer type 55K01 is used in some new measurements made in 1976.

For temperature experiments heat is supplied along the bottom of the model. The heat is generated by an ESWA electric heating film which is mounted on the surface (9) and is supplied via a variable transformer. Surface temperatures and the temperatures in the flow are measured by 0.2 mm copper-constantan thermocouples (15), and the temperatures are recorded on a pen recorder (16).

2.4. Isothermal model experiments.

2.4.1. Parameters of the model experiments.

A model experiment in air with isothermal flow is fully characterized by the Reynolds number and by the geometry of the model, see paragraph 2.2.3. The geometry for all the experiments made, can be expressed by the dimensions given on fig. 2.4.1-1. H is the height of the model, L is its length or depth, and W is its width. h is the height of the supply opening and w is the width. u is the height of the return opening.
Fig. 2.4.1-1. Definition of geometry and coordinates in the model.
All the geometrical parameters are expressed in the following dimensionless ratios

$$\frac{h}{H}, \frac{L}{H}, \frac{W}{H}, \frac{u}{H} \text{ and } \frac{w}{W}$$

Fig. 2.4.1-l also shows the location of the coordinate axis. The coordinate system is placed with its centre in the upper left corner of the model, and all distances in the model are expressed in the dimensionless coordinates $$\frac{x_1}{H}, \frac{x_2}{H} \text{ and } \frac{x_3}{H}.$$  

2.4.2. Flow in models with big depths.

This paragraph examines the results of a series of tests in which the depth $$\frac{L}{H}$$ of the model is so great that the flow is not influenced by the end wall.

The results simulate a deep room and, of course, also rooms where the "effective" value of $$\frac{L}{H}$$ is high. This may be the case in, for example, a storage room filled with goods and consequently having a small "effective" height $$H$$.

A jet will have a limited penetration into the model. Entrainment in the jet means that air must be led back along the bottom of the model and at a given distance this air will disperse or deflect the jet.

We define the penetration $$l_{re}$$ as the distance from the wall with the supply opening to the point in the bottom of the model where the stream lines diverge - reattachment point, see fig. 2.4.2-1 at the top. The penetration $$l_{re}$$ must not be confused with the throw. The throw is, in the case of isothermal flow, a variable describing the velocities in a room, and it is defined as the length from the diffuser to a point with a given velocity (e.g. 25 cm/s) in a wall jet or free jet.
Fig. 2.4.2-1. Flow in model with big depth.
The upper picture shows the result for the pressure tight setup and the lower picture shows the result for the setup where the side walls are as high as the lower edge of the nozzle. $h/H = 0.056$, $w/W = 1.0$, $W/H = 1.0$ and $Re = 4700$. 
At distances from the supply opening which are greater than the penetration the velocity is very low, since the injected air is distributed over the whole area, while at distances which are less than the penetration the velocities are very high, because big volumes of air are set in motion by the injected jet. The penetration is therefore an important parameter in the discussion of room air distribution.

Fig. 2.4.2-1 shows the two different setups resulting in two different penetration depths. They both have the following dimensions

\[
\frac{h}{H} = 0.056 \\
\frac{w}{W} = 1.0 \\
\frac{W}{H} = 1.0
\]

In the upper setup the side walls are made in such a way that they form a pressure-tight seal against the floor and ceiling. The side walls are also extended into the nozzle itself by means of two spacers, see point (1) on the figure.

The experiments show a penetration depth of \( \frac{1_{Re}}{H} \approx 4.3 \), independent of the Reynolds number from \( Re = 4700 \) to \( Re = 9400 \).

In the lower setup on fig. 2.4.2-1 the side walls are as high as the lower edge of the nozzle. In this instance the experiments show that the penetration depth will be \( \frac{1_{Re}}{H} \approx 3.4 \) at Reynolds numbers from 2900 to 9300. It will thus be seen that the penetration depth is greatly dependent on minor details in the construction of the model, and the latter result cannot be regarded as characteristic of a closed room.

Urbach \([34]\) has with the aid of smoke visualization found a penetration at about 3.0 for values of \( h/H \) between 0.1 and 0.02 and Reynolds numbers between 3500 and 12000. The width of the model was \( W/H = 1.0 \).
Katz [14] has measured the penetration depth in models built up in an open water channel. He has found the penetration depth \( l_{re}/H \) between 3 and 4.5. His experiments show that the penetration depth is to some extent dependent on the location of the end wall. He explains this as a tendency of the water to form circular movements between the end wall and the point of reattachment so that this distance becomes a multiple of \( H \).

The models used for the experiments had a small width \( W/H \).

It will be seen that there is some difference between the penetration depth in the various experiments referred to. This is probably due to the influence of the supply opening itself and the contraction formed before this opening.

A completely new situation arises when we extend the width \( W/H \) of the model. On fig. 2.4.2-2 the geometry is specified as follows

\[
\begin{align*}
    h/H &= 0.056 \\
    w/W &= 1.0 \\
    W/H &= 4.7
\end{align*}
\]

The two pictures on the figure show two instantaneous situations of the flow which occur. From the top picture we see that the illuminated part of the jet penetrates deep into the model. The jet entrains air from part of the jet outside the illuminated area, i.e. there occurs a instantaneous flow in the \( x_3 \) direction. A moment later it is the jet under the light opening which deflects in the direction of the \( x_3 \) axis, entrained by the jet beside it, as is evident from the bottom picture. Unsteady flow conditions are in evidence throughout the examined velocity ranges from Reynolds number 2000 to 10000.

The tests were repeated with a supply opening having an \( h/H \) dimension of 0.025. This did not bring about any change in the flow, which remained unsteady throughout the examined velocity ranges.
Fig. 2.4.2-2. Unsteady flow in a model of great depth. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$ and $Re = 9800$. 
The big width of the model makes unsteady flow possible and must therefore be considered an important parameter. No systematic determination of the influence of the width has been carried out, though it has been observed that with a width of \( W/H = 3 \) the flow is still unsteady.

The different forms of flow occurring in fig. 2.4.2-1 and in fig. 2.4.2-2 as the result of varying widths show that care must be displayed when making model tests or full scale tests which only represent a part of the room. As we have seen, it cannot be concluded that two-dimensional boundary conditions give two-dimensional flow. Later we shall see that boundary conditions that are symmetrical to a plane do not necessarily give a symmetrical flow.

Förthmann [9] has measured the velocity profiles in a deep model having the dimensions \( h/H = 0.17 \) and \( W/H = 3.6 \). He has apparently not observed any unsteady flow. He has calculated the stream line distribution on the basis of the measured velocity profiles and finds a penetration depth \( l_{re}/H \) of 5.3.

In the next series of tests the width \( W/H \) is still 4.7 but an attempt has been made to damp the unsteady flow by means of longitudinal fins placed in the main flow direction having the height \( H/2 \). At the top of fig. 2.4.2-3 can be seen a sectional view in the direction of the \( x_3 \) axis showing the location of the fins. The flow will be partly two-dimensional because the injected jet is not disturbed by the side walls and because transverse unsteady flow is prevented by the fins.

Fig. 2.4.2-3 shows the stream line pattern at three different Reynolds numbers. An examination of photos shows that the average penetration \( l_{re}/H \) is 4.0 to 4.5 for \( h/H = 0.056 \) and that the flow oscillates somewhat in the area of the reattachment point. The penetration is independent of Reynolds numbers in the range examined from 2400 to 9300.
Fig. 2.4.2-3. Flow in model with great depth and longitudinal fins. $h/H = 0.056$, $w/W = 1.0$ and $W/H = 4.7$. 
The last series of tests with a deep model concerns cases where the width of the supply opening is only part of the width of the model. The geometry is specified by the following dimensions

\[
\begin{align*}
\frac{h}{H} &= 0.025 \\
\frac{w}{W} &= 0.2 \\
\frac{W}{H} &= 4.7
\end{align*}
\]

At the top of fig. 2.4.2-4 will be seen a drawing of the flow which now occurs. The drawing shows the model from above. The injected air will after some distance stick to one side of the model owing to the Coanda-effect. With this deflection of the jet the vertical velocity gradient in the first part of the jet will be deflected onto a horizontal plane deeper in the model. This effect has two consequences of practical importance to room air distribution: Firstly, the primary jet will reach the bottom and therefore give rise to a rather high velocity in the area corresponding to the occupation zone. Secondly, the air which is entrained with the injected jet will return on the opposite side of the model, thus creating a quite rapid rotating movement below the supply opening. This flow is represented by the dotted line on fig. 2.4.2-4, and it runs in what corresponds to the occupied zone in a room.

At the start of a test the injected jet may tend to stick to either side, but once the flow is established it is completely steady and similar at the different Reynolds numbers throughout the examined velocity range from Re = 2000 to Re = 4800.

The two photos on fig. 2.4.2-4 show the stream line picture at two different Reynolds numbers. The horizontal rotating motion below the supply opening is clearly marked by particles of metaldehyde accumulated in this area.

The example demonstrates that boundary conditions which are plane symmetrically do not always result in a symmetrical flow.
Fig. 2.4.2-4. Flow in model with big depth and small width of supply opening. $h/H = 0.025$, $w/W = 0.2$ and $W/H = 4.7$. 

Re = 3200

Re = 4400
2.4.3. Flow in models with width $W/H = 4.7$ and different depths.

In this paragraph we shall examine a series of tests in which the depth has influence on the flow. The object is to limit those dimensions of the model which, qualitatively, give two-dimensional flow. All of the tests are based on the geometry shown on fig. 2.4.2-2, except that an end wall has been introduced. The geometry is specified by the following parameters:

$$\frac{h}{H} = 0.056$$
$$\frac{w}{W} = 1.0$$
$$\frac{W}{H} = 4.7$$

and by the location of the end wall $L/H$ which lies between $6.0$ and $2.0$. The height of the return opening $u/H$ is $0.16$.

Fig. 2.4.3-1 and fig. 2.4.3-2 show that the original unsteady flow in wide deep rooms is still present with lengths of respectively $L/H = 6.0$ and $L/H = 5.0$.

On fig. 2.4.3-3 we see three typical photos of the flow for $L/H = 4.0$. There still occurs a weak oscillation of the streamline pattern on the right side of the model, but in practice, however, we may consider the flow as steady in the main part of the model. Visual observation of the flow shows that it is two-dimensional in this area. The penetration $l_{Re}/H$ ranges from $3.7$ to $3.8$.

Fig. 2.4.3-4 shows a single photo of the streamline pattern for $L/H = 3.0$. The flow is steady and two-dimensional both in the area of high velocity on the lower right side of the model and in the area of very low velocity on the lower left side of the model.

For $L/H = 2.0$ the flow is still two-dimensional throughout, see fig. 2.4.3-5.
Fig. 2.4.3-1. Unsteady flow in model with length \( L/H = 6.0 \) and big width. \( h/H = 0.056 \), \( w/W = 1.0 \), \( W/H = 4.7 \), \( u/H = 0.16 \) and \( Re = 7000 \).

Fig. 2.4.3-2. Unsteady flow in model with length \( L/H = 5.0 \) and big width. \( h/H = 0.056 \), \( w/W = 1.0 \), \( W/H = 4.7 \), \( u/H = 0.16 \) and \( Re = 7000 \).
Fig. 2.4.3-3. Flow in model with length $L/H = 4.0$ and big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $u/H = 0.16$ and $Re = 6600$.

Fig. 2.4.3-4. Flow in model with length $L/H = 3.0$ and big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $u/H = 0.16$ and $Re = 7000$. 
Fig. 2.4.3-5. Flow in model with length $L/H = 2.0$ and big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$ and $u/H = 0.16$. 
In the experiments discussed in this section, the supply opening has had a width equal to the width of the model, i.e. $w/W = 1.0$. In practice, the supply openings will often comprise a line of diffusers distributed across the width of the room. If these diffusers are placed at short distances from each other, the jets will, at a certain depth of the room, form a single, two-dimensional, wall jet. This means that the results also apply in this instance, provided that the line of single diffusers is replaced by one equivalent diffuser with $w/W = 1.0$, see section 3.3.1.

To exemplify what happens when there is a great distance between the diffusers, we shall examine a situation where there is only a single supply opening of the size $w/W = 0.2$ and $h/H = 0.025$. The length of the model is 3.0 and the width is 4.7. The height of the return opening $u/H$ is 0.16.

Fig. 2.4.3-6 shows a drawing of the flow conditions in the model as seen from above. The jet below the top of the model is a two-dimensional wall jet. When the jet reaches the end wall it is dispersed over an angle of $180^\circ$ and acquires a character similar to that of a radial wall jet, where the decrease in velocity along the jet will be far greater than in the two-dimensional wall jet. The upper part of the radial jet from the end wall reaches the side walls and runs back and down these sides. This is indicated by a solid line on fig. 2.4.3-6. The bottom and middle parts of the radial jet from the end wall run down the wall where they are dispersed over the floor as illustrated by the dotted lines on the drawing. Part of this jet reaches the side walls and runs up these, meeting the downward jet in the area near the end wall. Together, the two jets run into the centre of the model. In the two corners below the diffuser a rotational upward motion occurs, the effect of which may be seen from the picture of the stream lines on fig. 2.4.3-6.
Fig. 2.4.3-6. Flow in model with the length \( \frac{L}{H} = 3.0 \) and a narrow supply opening. \( \frac{h}{H} = 0.025 \), \( \frac{w}{W} = 0.2 \), \( \frac{W}{H} = 4.7 \), \( \frac{u}{H} = 0.16 \) and \( \text{Re} = 4500 \).
We see that the dimensions used for the supply opening result in a complicated, three-dimensional, but steady flow. Unlike the corresponding situation in deep rooms, fig. 2.4.2-4, the flow is symmetrical around the median plane through the supply opening.

However, this is only one example of a flow which may arise in a room having one supply opening. Another work worth of mentioning is that of Malmström and Svensson [21] showing that a jet from a single circular supply opening in the median plane of a room may tend to move back and forth in front of the opposite wall.

2.4.4. Flow in models with width \( W/H = 1.6 \) and different depths.

This series of experiments is primarily characterized by a limited width in the model. Also the supply opening is smaller than in previous experiments, \( h/H = 0.020 \). The size of the return opening is \( u/H = 0.15 \).

When discussing the results it is convenient to divide the flow area into three sub areas in the model. The first area is the upper third of the model. Fig. 2.4.4-1 and fig. 2.4.4-2 show that at all lengths of model \( L/H = 4.9, 4.0, 3.0, 2.0 \) and \( 1.0 \) there is a flow in this area which, qualitatively, can be characterized as a two-dimensional wall jet. With the length \( L/H = 4.9 \) the flow is somewhat unsteady at the farthest point from the supply opening, but the damping from the side walls is significant compared to the flow in a wide model of this length. With the lengths \( L/H = 4.9, 4.0 \) and \( 3.0 \) there are two characteristic areas in the lower two thirds of the model. Farthest away from the supply opening there is a recirculating two-dimensional flow originating from the top wall jet, which is turned twice \( 90^\circ \) at the end wall. The velocity is relatively high in this area. Just below the supply opening there is an area of very low velocity, containing a horizontal circulating motion which sometimes occupies the whole width of the model.
Fig. 2.4.4-1. Flow in models having a width of $W/H = 1.6$ and different lengths. $h/H = 0.020$, $w/W = 1.0$, $u/H = 0.15$ and $Re = 4700$. 
With the lengths \( L/H = 2.0 \) and 1.0 the lower two-thirds of the model are completely controlled by the two-dimensional recirculating flow, figs. 2.4.4-1 and 2.4.4-2.

So far, we have only studied the stream line pattern in the median plane of the model. Fig. 2.4.4-2 shows two pictures of stream lines, one from the median plane, \( x_3/W = 0.5 \), and one from the area close to the side wall, \( x_3/W = 0.05 \). For \( L/H = 2.0 \) in particular, there is a characteristic difference in stream line distribution. We see that the injected jet has a tendency to run down the side walls, something which has also been shown by Linke [19], Urbach [34] and Nagasawa [26].

With the experimental method we use, it is not possible to establish whether this three-dimensional effect has any significant influence on the flow inside the model, i.e., whether the flow inside the model is quantitatively two-dimensional without influence from the side walls.

Fig. 2.4.4-3 shows two situations related to the previously mentioned flow in the area below the supply opening. The flow is a horizontal circulating flow, which sometimes occupies the whole width of the model. It is unsteady and changes its direction every few seconds in the case of \( V_0 = 10-15 \) m/s, equivalent to a Reynolds number of 4700 to 7100. The pictures of the stream lines apply to \( L/H = 3.0 \) and illustrate the flow close to the side wall, \( x_3/W = 0.05 \). The drawings show the two situations as seen from above. The dividing line between the horizontally circulating flow and the return flow along the side wall is clearly visible on the bottom picture.

With the lengths \( L/H = 4.0 \) and 4.9 the velocities are lower than at \( L/H = 3.0 \), and the horizontal motion sometimes ceases completely. At all events, flow velocities are so low that they are of no significance to the situation in practice in an air conditioned room.
Fig. 2.4.4-2. Flow in median plane of model, $x_3/W = 0.5$, and at one side wall $x_3/W = 0.05$. 
$h/H = 0.020$, $w/W = 1.0$, $L/H = 2.0$, $W/H = 1.6$, $u/H = 0.15$ and $Re = 4700$. 
Fig. 2.4.4-3. Two different stream line pictures at the side wall of the model, $x_3/W = 0.05$. $h/H = 0.02$, $w/W = 1.0$, $L/H = 3.0$, $W/H = 1.6$, $u/H = 0.15$ and $Re = 4700$. 
2.4.5. Vertical velocity profile in a model.

Velocity profiles are measured in models having a length of \( L/H = 3, 3.1 \) and 4 and widths of \( W/H = 4.7, 1 \) and 0.5. The other dimensions are:

\[
\begin{align*}
h/H &= 0.056 \\
w/W &= 1.0 \\
u/H &= 0.16
\end{align*}
\]

The vertical velocity profile is measured at \( x_1/H = 2.0 \). The position is chosen in such a way that it is in the range where the velocity is at a maximum in the lower part of the recirculating flow in the case of a length of \( L/H = 3.0 \). This velocity is important in air conditioning because it corresponds to the maximum velocity in the occupied zone of a room.

The velocity profile is also measured close to the centre of the recirculating flow. This gives simple mathematical expressions for the transformation of the signal from the anemometer to velocity and intensity, because the mean velocity in this area is parallel with the \( x_1 \)-axis.

In a turbulent flow the instantaneous velocity \( \dot{v}_i \) may be expressed as the sum of a mean velocity \( v_i \) and a time dependent fluctuation \( \dot{v}_i' \).

\[
\dot{v}_i = v_i + \dot{v}_i' \tag{2.4.5-1}
\]

When the mean velocity is parallel with the \( x_1 \)-axis, the total instantaneous velocity should be expressed as
\[ \varphi_{\text{tot}} = \sqrt{(v_1 + v_1')^2 + v_2'^2 + v_3'^2} \]  \hspace{1cm} (2.4.5-2)

The hot-wire is placed so that the mean velocity \( v_1 \) forms a right angle to the probe support, i.e. the \( x_2 \) axis is parallel to the probe support and the \( x_3 \)-axis is parallel to the hot-wire probe.

A hot-wire is sensitive to the direction of flow, and therefore the effective cooling velocity deviates from formula (2.4.5-2), and becomes

\[ \varphi_{\text{eff}} = \sqrt{(v_1 + v_1')^2 + K_1^2 v_2'^2 + K_2^2 v_3'^2} \]  \hspace{1cm} (2.4.5-3)

where \( K_1^2 \) is about 1 and \( K_2^2 \) about 0.1 because the hot-wire is only very slightly sensitive to velocity components parallel to the hot-wire. The value of \( K_1^2 \) and \( K_2^2 \) also depends on the type and geometry of the hot-wire.

If we limit ourselves to situations where fluctuations are small compared to the mean velocity, we may ignore their second power and formula (2.4.5-3) can be written as

\[ \varphi_{\text{eff}} \sim \sqrt{v_1^2 + 2v_1v_1'} \sim v_1 + v_1' \]  \hspace{1cm} (2.4.5-4)
The signal from the anemometer is linearized, and by calibration at a known velocity having a low turbulence intensity the proportionality constant $K$ is determined from the following expression:

$$E + E' = K \dot{v}_{\text{eff}}$$

(2.4.5-5)

where $E$ is the mean value of the voltage signal and $E'$ is the fluctuating part. If we suppose that formula (2.4.5-4) can be used in large areas we get the following expressions of the mean velocity $v_1$ and the turbulence intensity $\sqrt{v_1^2}$.

$$v_1 = \frac{E}{K}$$

(2.4.5-6)

$$\sqrt{v_1^2} = \sqrt{E'^2} / K$$

(2.4.5-7)

Fig. 2.4.5-1 shows the velocity profile $v_1/V_0$ at a Reynolds number of 4700 in the model having the length $L/H = 3$ and the width $W/H = 4.7$. We see that the upper part of the velocity is 0.62 times the supply velocity, which also agrees well with the corresponding velocity of 0.64 calculated for a wall jet after Schwarz and Cosart [32].

In the middle range of the profile the mean velocity is much lower than the fluctuations. Formula (2.4.5-3) shows that the effective cooling velocity does not become correspondingly low, and Miller and Comings [22] have demonstrated that the signal $E/K$ in this area is an expression of the type:

$$\sqrt{v_1^2 + v_2^2}$$
Since there exists a mixing layer in the middle range with a fairly constant velocity gradient, the dotted curve is a reasonable expression of the mean velocity.

Fig. 2.4.5-1 also shows the profile for intensity $\sqrt{\frac{v_1^2}{V_0}}$. We have chosen to plot this value on the same side as the respective mean velocity, even though it is not to be calculated with signs. In the upper part of the profile the measurements are in good agreement with the results from a wall jet. Thus Nelson [27], for example finds that the maximum value of $\sqrt{\frac{v_1^2}{V_0}}$ is 0.14 in a jet of similar length. It is very characteristic that the intensity reaches a maximum where the gradient of the mean velocity is greatest, and this is due to the production of turbulence by the gradient.

Fig. 2.4.5-2 shows the velocity profile $v_1/V_0$ and the intensity $\sqrt{\frac{v_1^2}{V_0}}$ at a Reynolds number of 7100. If we compare this with fig. 2.4.5-1, where the Reynolds number is 4700, we see that both the mean velocity and the turbulence are similar at the two supply velocities.

Note the maximum intensity at the lower surface. This maximum is due to the considerable local production of turbulence in the mean velocity shear layer. The corresponding maximum at the upper surface was not found because the hot-wire probe has only been taken a small distance past the mean velocity maximum.

Fig. 2.4.5-3 shows the velocity profile in a model with the length $L/H = 3.1$ and the width $W/H = 4.7$, i.e. in practice the same dimensions as those applicable for fig. 2.4.5-1 and 2.4.5-2. The measurements are carried out with a 55K01 anemometer system while the measurements for the two previous figures are made with a 55D01 anemometer system. There is a slight difference between the results for $L/H \approx 3.0$. The reason may be that the different dimensions of probe support influence the results, because the air flow is at right angles to the probe and the support. Since the sub model used in all the measurements is very small ($H = 12.65$ cm) and the supply
Fig. 2.4.5-1. Vertical velocity profile $v_1/v_o$ and turbulence intensity $\sqrt{\nu'_1^2/v_o}$ in a model of big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.0$ and $Re = 4700$. The profile is measured at the coordinates $x_1/H = 2.0$ and $x_3/W = 0.5$. 
Fig. 2.4.5-2. Vertical velocity profile $v_1/V_o$ and turbulence intensity $\sqrt{v_1'^2}/V_o$ in a model of big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.0$ and $Re = 7100$. The profile is measured at the coordinates $x_1/H = 2.0$ and $x_2/W = 0.5$. 
Fig. 2.4.5-3. Vertical velocity profile $v_1/V_o$ and turbulence intensity $\sqrt{v_1^2} / V_o$ in a model of big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.1$ and $Re = 7100$. The profile is measured at the coordinates $x_1/H = 2.0$ and $x_2/w = 0.5$. The results for $W/H = 1.0$ and $0.5$ may be disturbed from the probe support.
opening is difficult to align it is also difficult to recreate a measuring situation with great accuracy.

In the case $L/H = 3.1$, fig. 2.4.5-3, the velocity profile is also measured at width $W/H = 1$ and 0.5. There is a tendency for the signal to increase in the lower part of the profile especially in areas just about of the maximum velocity. Owing to the small dimensions and the possibility of disturbances from the probe support, however, it cannot be concluded with certainty, that the change in profile is produced by a three-dimensional effect at the side walls.

Linke [19] is one of the first to show how a three-dimensional effect at the side walls can influence the flow on the median plane. By means of some measurements made in a model with the width $W/H = 1.0$ and the length $L/H = 3.0$ he shows that the velocity profile on the median plane does not meet the equation of continuity if the flow is considered two-dimensional. Obviously, the flow in the lower part of the profile is too large. He concludes that the reason is dispersion of the injected jet down and along the side walls, as is also shown on fig. 2.4.4-2, forming a three-dimensional flow.

Urbach's [34] measurements of the velocity profile in a model with the width $W/H = 1$ show that in practice the flow may be considered two-dimensional in the case of length $L/H = 2.0$ (the two-dimensional continuity equation was met in the measured velocity profile). At $L/H = 4.0$ he registers deviations as measured by Linke.

Nagasawa [26] has carried out a complete - though qualitative - measurement of the velocity field in a model having the dimensions $h/H = 0.02$, $L/H = 4.0$ and $W/H = 1.0$. These measurements show how the horizontal velocity profile in the lower part of the model reaches a maximum in the middle and decreases in velocity out to the side walls, i.e. a three-dimensional flow.
Fig. 2.4.5-4 shows the velocity profile in a model with the length \( L/H = 4.0 \) and the width \( W/H = 4.7 \). The velocity profile is as previously measured at \( x_1/H = 2.0 \). Fig. 2.4.3-3 shows that we must expect that the mean velocity in the lower part of the model will have a component in the negative direction of the \( x_2 \)-axis. We must therefore observe that the velocity on fig. 2.4.5-4 is the total velocity.

2.5. Model tests with temperature distribution.

We shall use a model having the following dimensions

\[
\begin{align*}
h/H &= 0.056 \\
w/W &= 1.0 \\
W/H &= 4.7 \\
L/H &= 3.0 \\
u/H &= 0.16
\end{align*}
\]

The flow in the model is steady and two-dimensional, so that the measured temperature distribution is suitable for comparison with the results from the prediction method.

The temperature distribution is created by supplying heat from an ESWA-heating film, placed on the bottom of the model. The temperature is measured at 10 points by means of thermocouples. Three thermocouples are placed on the heating film at distance \( x_1/H = 0.5, 1.0 \) and \( 2.0 \). One thermocouple is placed in the supply opening and two thermocouples are placed vertically above each other in the return opening. The temperature profile in the model is measured on the horizontal plane \( H/4 \) corresponding to the coordinates \( x_2/H = 0.75 \), and the positions in the \( x_1 \)-direction are \( x_1/H = 0.1, 0.5, 1.0 \) and \( 2.0 \). All thermocouples are placed on a vertical plane at \( x_3/w = 0.66 \).

In addition to the geometrical dimensions, complete specification of the individual experiments includes Reynolds number and Archimedes number according to the formulas (2.2.3-2) and (2.2.3-3).
Fig. 2.4.5-4. Vertical velocity profile $v_{tot}/V_o$ and turbulence intensity $\sqrt{\frac{v^2_{tot}}{V_o}}$ in a model of big width. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 4.0$ and $Re = 7100$. The profile is measured at the coordinates $x_1/H = 2.0$ and $x_3/W = 0.5$. 
The measured temperature fluctuates just like the velocity and can therefore be expressed as a sum of a mean temperature $T$ and a fluctuation $T'$.

$$\dot{T} = T \cdot T' \quad (2.5-1)$$

Since the thermocouples have a small time constant it is possible to get a qualitative picture of this effect by determining $\dot{T}$ as a function of time on the pen recorder. The mean temperature $T$ is determined graphically.

Figs. 2.5-1, 2.5-2 and 2.5-3 show the horizontal temperature profile in the model at the three Reynolds numbers $Re = 2400$, 4700 and 7100. The temperatures are given dimensionless according to formula (2.2.1-5). The supply temperature will be $T_0^* = 0$ and the return temperature $(T_0 + \Delta T_0)^* = 1$. We see how the temperatures increase in the direction of the recirculating flow and reach their highest level below the supply opening.

The three figures also show the distribution of the surface temperature $T_s$. Although constant electrical power is supplied, the heat flow is not uniform along the bottom owing to the temperature coefficient of the heating film resistance.

The measurements in fig. 2.5-3 were made at Archimedes numbers so small that the buoyancy is of no importance to the flow, see section 2.2.3. The streamline distribution and the velocity profiles that have been found for isothermal flow in the same model are therefore also applicable for the situation of fig. 2.5-3.

Fig. 2.5-1 shows that the air temperatures are significantly lower than the corresponding temperatures on fig. 2.5-2 and 2.5-3. This change is presumably due to the influence of buoyancy on the flow at the higher Archimedes numbers.
Fig. 2.5-1. Horizontal temperature profile at the height $x_2/H = 0.75$ and surface temperature profile. 
$h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.0$ and $Re = 2400$. 
Fig. 2.5-2. Horizontal temperature profile at the height $x_2/H = 0.75$ and surface temperature profile. $h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.0$ and $Re = 4700$. 
Fig. 2.5-3. Horizontal temperature profile at the height $x_2/H = 0.75$ and surface temperature profile.

$h/H = 0.056$, $w/W = 1.0$, $W/H = 4.7$, $L/H = 3.0$ and $Re = 7100$. 

$\frac{T-T_0}{\Delta T_0}$

$\frac{T_S-T_0}{\Delta T_0}$
If there is a sufficiently big temperature difference it is likely that the supply jet will run down the wall beneath the supply opening and reverse the direction of flow in the model, as is demonstrated by Müllejans [25] in a similar model at a smaller Reynolds number.

In the following section we shall examine a prediction method for determining the air distribution in a room. The method is well suited for the purpose since it predicts air distribution in all areas of the room. This is not the case with the ordinary prediction method, where it is only possible to follow a wall jet or a free jet in the first part of its progression.

The prediction method is based on a numerical solution of the flow equations on a computer. The method requires so much computer space that it is necessary to limit the prediction to steady, two-dimensional flow (The situation in 1971-73).

Section 3.1 to 3.3 gives general information on the numerical method. For more detailed information reference is made to the literature and to appendices I to III. Section 3.3.1 is of special interest, because it shows how the calculations are made for various types of diffusers.

In section 3.4 a comparison is made between measured and predicted results. The primary purpose of this section is to illustrate the applicability of the numerical method. But the section also contains conclusions of general interest to air conditioning, and is therefore recommended to readers even if they have no special interest in the numerical prediction method.

3.1. Two dimensional equations and turbulence model.

If we consider the set of general equations in section 2.1., comprising the equation of continuity (2.1-1) the three equations of motion (2.1-4) and the energy equation (2.1-5), with the five unknowns \(v_1, v_2, v_3, \rho \) and \(\dot{v} \), we see that they together with the boundary conditions represent a complete description of the flow.
At the velocities and temperature differences prevalent in air conditioned rooms the flow will always be turbulent. The turbulence is described by the fluctuations in the variables involved, and these fluctuations take place at dimensions down to $10^{-3}$ times the main size of the problem, e.g. the height $H$. We see that it is difficult to solve the set of general equations by means of a numerical method because such a method requires several difference equations within the length $10^{-3} H$, which leads to an untractably large number of difference equations when the whole flow region is to be described.

Instead we shall choose to consider the mean value of the flow as the unknowns. The reason is that the variations in the mean values over a given distance are considerably smaller than the variations in the instantaneous values, and the mean values may therefore be described by a limited number of difference equations.

As a step towards the set of equations which is solved by the numerical method, equations (2.1-1), (2.1-4) and (2.1-5) are rewritten to the following set of equations.

\[
\frac{\partial v_i}{\partial x_i} = 0 \quad (3.1-1)
\]

\[
\rho_o \left( \frac{\partial v_i}{\partial t} + v_j \frac{\partial v_i}{\partial x_j} \right) = -\rho_o \beta v_i (T - T_o)
\]

\[
- \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu_o \frac{\partial v_i}{\partial x_j} - \rho_o v_i v_j \right) \quad (3.1-2)
\]

\[
\rho_o \left( \frac{\partial T}{\partial t} + v_j \frac{\partial T}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left( \frac{\lambda}{c_p} \frac{\partial T}{\partial x_j} - \rho_o v_j T' \right) \quad (3.1-3)
\]
where

\[ v_i + v'_i = \dot{v}_i \]  \hspace{1cm} (3.1-4)

\[ p + p' = \dot{p} \]  \hspace{1cm} (3.1-5)

\[ T + T' = \dot{T} \]  \hspace{1cm} (3.1-6)

Correlations of type \(-\rho_0 v'_i v'_j\) and \(-\rho_0 c_p v'_i T'_j\) may be considered as a stress and a heat flux respectively, caused by turbulence. The idea behind the turbulence model is now to replace these correlations by terms containing a turbulent viscosity \(\mu_t\) according to expressions of the type

\[-\rho_0 v'_i v'_j = \mu_t \left( \frac{\partial v_1}{\partial x_2} + \frac{\partial v_2}{\partial x_1} \right)\]  \hspace{1cm} (3.1-7)

\[-\rho_0 v'_i T'_j = \frac{\mu_t}{\sigma_h} \frac{\partial T}{\partial x_1}\]  \hspace{1cm} (3.1-8)

where \(\sigma_h\) is the turbulent Prandtl number, see for example, Launder et al.[17].

The new variable \(\mu_t\) describes the turbulence on the basis of turbulent kinetic energy \(k\) and dissipation of turbulent kinetic energy \(\varepsilon\).

\[ \mu_t = c_\mu \rho_0 \frac{k^2}{\varepsilon} \]  \hspace{1cm} (3.1-9)
\( c_\mu \) is an empirical constant, and \( k \) and \( \varepsilon \) are defined as

\[
k = \frac{1}{2} \left( \frac{v'_i v'_j}{\delta x_j} \right) \tag{3.1-10}
\]

\[
\varepsilon = \frac{\mu_0}{\rho_0} \left( \frac{\partial v'_i}{\partial x_j} \frac{\partial v'_j}{\partial x_i} \right) \tag{3.1-11}
\]

Turbulence at a given point is not only dependent on local conditions. It can, via the energy \( k \), be transported around in the flow area, and it is therefore necessary to describe it with the aid of transport equations for \( k \) and \( \varepsilon \). Launder et al.\([17]\) has developed transport equations for these values and reduced them, so that together with the equations for the mean flow they represent a complete description of the flow. The equations are given at the end of this section, and they are designated (3.1-18) and (3.1-19).

As mentioned we shall confine ourselves to two-dimensional steady flow. We shall also make a reduction of the numbers of equations by leaving the variables \( v_1, v_2 \) and \( p \) and introducing the vorticity \( \omega \) and the stream function \( \psi \) as new variables.

The vorticity is twice the angular velocity of the air at the examined point and is given by

\[
\omega = \frac{\partial v_2}{\partial x_1} - \frac{\partial v_1}{\partial x_2} \tag{3.1-12}
\]
The stream function describes the vector field \((v_1, v_2)\) by a single scalar quantity \(\psi\).

The stream function is a practical variable when describing the solution to an air conditioning problem, because lines of constant \(\psi\) values are stream lines, i.e. lines parallel to the velocity vector. The connection between velocity and stream function is based on the equation of continuity (3.1-1), and it is given by the following expressions.

\[
v_1 = \frac{1}{\rho_0} \frac{\partial \psi}{\partial x_2}
\]

\[
v_2 = -\frac{1}{\rho_0} \frac{\partial \psi}{\partial x_1}
\]

We are now able to show the total set of equations in the form which is used in the numerical model. The first equation (3.1-15) is the vorticity transport equation derived from the two equations of motion in the \(x_1\) and \(x_2\) directions. The second equation (3.1-16) is the relation by definition between the vorticity and the stream function, and the third equation (3.1-17) is the energy equation. The last two equations are transport equations for \(k\) and \(\varepsilon\), i.e. equations that represent the model of turbulence.

The set of equations consists of five non-linear partial differential equations. These are all built up with convection terms on the left side and diffusion terms, production terms and dissipation terms on the right side, except equation (3.1-16) in which the diffusion terms are on the left side.
\[
\frac{\partial}{\partial x_1} (\omega \frac{\partial \psi}{\partial x_2}) - \frac{\partial}{\partial x_2} (\omega \frac{\partial \psi}{\partial x_1}) = \frac{\partial}{\partial x_1} (\partial \mu_1 \omega) \\
+ \frac{\partial}{\partial x_2} (\partial \mu_1 \omega) + \rho_\omega \beta g_2 \frac{\partial T}{\partial x_1} \\
(3.1-15)
\]

\[
\frac{\partial}{\partial x_1} \left( \frac{1}{\rho_\omega} \frac{\partial \psi}{\partial x_1} \right) - \frac{\partial}{\partial x_2} \left( \frac{1}{\rho_\omega} \frac{\partial \psi}{\partial x_2} \right) = -\omega \\
(3.1-16)
\]

\[
\frac{\partial}{\partial x_1} (T \frac{\partial \psi}{\partial x_2}) - \frac{\partial}{\partial x_2} (T \frac{\partial \psi}{\partial x_1}) = \frac{\partial}{\partial x_1} \left( \frac{\mu_t}{\sigma_h} \frac{\partial T}{\partial x_1} \right) \\
+ \frac{\partial}{\partial x_2} \left( \frac{\mu_t}{\sigma_h} \frac{\partial T}{\partial x_2} \right) \\
(3.1-17)
\]

\[
\frac{\partial}{\partial x_1} (k \frac{\partial \psi}{\partial x_2}) - \frac{\partial}{\partial x_2} (k \frac{\partial \psi}{\partial x_1}) = \frac{\partial}{\partial x_1} \left( \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial x_2} \right) \\
+ \mu_t 2 \left( \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2 \right) \left( \frac{\partial v_1}{\partial x_2} - \frac{\partial v_2}{\partial x_1} \right)^2 - \rho_\omega \epsilon \\
(3.1-18)
\]

\[
\frac{\partial}{\partial x_1} (\epsilon \frac{\partial \psi}{\partial x_2}) - \frac{\partial}{\partial x_2} (\epsilon \frac{\partial \psi}{\partial x_1}) = \frac{\partial}{\partial x_1} \left( \frac{\mu_t}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_1} \right) + \frac{\partial}{\partial x_2} \left( \frac{\mu_t}{\sigma_\epsilon} \frac{\partial \epsilon}{\partial x_2} \right) \\
+ c_1 \mu_t 2 \left( \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2 \right) \left( \frac{\partial v_1}{\partial x_2} - \frac{\partial v_2}{\partial x_1} \right)^2 \frac{\epsilon}{k} - c_2 \rho_\omega \frac{\epsilon^2}{k} \\
(3.1-19)
\]
The values $c_1$, $c_2$, $c_3$, $\sigma_h$, $\sigma_k$ and $\sigma_e$ are empirical constants whose values are given in table 3.1-1.

The constants are optimized for general fluid mechanics problems, and no changes are made in connection with prediction of the air motion which takes place in air conditioned rooms.

Use of the turbulence model assumes a high Reynolds number flow. It is possible to check whether this assumption is fulfilled in a prediction. The method is described in more detail in appendix I.

3.2. Numerical method.

The principle of the numerical method is to replace the differential equations by a number of difference equations which are solved by means of a modified Gauss iteration. The examined section is divided up into a number of points in a rectangular grid. The distance between the points is chosen in such a way that it is permissible to consider $w$, $\phi$, $T$, $k$ and $\epsilon$ as linear between two points. In areas where gradients of the individual values are great, the points are relatively close together, and in areas where the gradients are small there is a greater distance between the points. We see that the chosen rectangular grid is important to the results of the numerical solution, both with respect to the number of points and the distribution of a given number of points. Appendix II gives a more detailed discussion of how these problems are solved by the numerical predictions.

Evaluation of the difference equations and the lay out of the computer programme which carries out the iteration is described in detail by Gosman et al.[10], and[11]. It will therefore suffice here to mention the principle of the iteration and introduce one or two ideas of importance in connection with the numerical method.
<table>
<thead>
<tr>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_\mu$</th>
<th>$\sigma_h$</th>
<th>$\sigma_k$</th>
<th>$\sigma_\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.45</td>
<td>2.0</td>
<td>0.09</td>
<td>0.5</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Table 3.1-1. Empirical constants in the equations (3.1-15) to (3.1-19) and (3.1-9).
The five differential equations are replaced by five difference equations at each point. At point P on fig. 3.2-1, for example, we get

\[ \varphi_P = C_E \varphi_E + C_W \varphi_W + C_N \varphi_N + C_S \varphi_S + D \]  \hspace{1cm} (3.2-1)

where \( \varphi \) denotes \( \omega, \psi, T, k \) and \( e \). The individual C-coefficients and D are dependent on the unknown variables and the equations are therefore non-linear.

During the iteration the following formula is used

\[ \varphi_P^{n+1} = C_E \varphi_E^n + C_W \varphi_W^{n+1} + C_N \varphi_N^n + C_S \varphi_S^{n+1} + D \]  \hspace{1cm} (3.2-2)

We will begin by choosing an arbitrary distribution of \( \varphi \) called \( \varphi^1 \). Row by row, we shall now determine a new \( \varphi \) which we shall call \( \varphi^2 \). Equation (3.2-2) shows the calculation of \( \varphi_P \) at iteration \( n + 1 \). For points E and N values from iteration \( n \) are used and for points W and S values from iteration \( n + 1 \) are used, i.e. the latest obtained values are used all the time.

The difference between \( \varphi_P^{n+1} \) and \( \varphi_P^n \) is called the residual \( R_{\varphi}^{n+1} \). When convergence takes place, the distance between two successive \( \varphi_P \) values will approach zero, and the iteration will be cut-off when \( R_{\varphi}^{n+1} \) have all dropped below a certain value.
Fig. 3.2-1. Rectangular grid with nodes.
$$\left| \frac{\varphi^{n+1} - \varphi^n}{\varphi} \right| < 0.001$$  \hspace{1cm} (3.2-3)

It must be pointed out, however, that the condition (3.2-3) is not always sufficient to ensure that the converged solution has been found. By way of a check, the change in some of the individual values $\varphi$ should be followed to see whether they converge towards a fixed value.

The iteration can be made with successive over-relaxation or under-relaxation using the formula

$$\varphi_p^{n+1} = \varphi_p^n + \alpha \varphi R_{\varphi}^{n+1}$$  \hspace{1cm} (3.2-4)

where $\alpha_\varphi$ is the relaxation parameter. By using over-relaxation where $1 < \alpha_\varphi < 2$, we can accelerate the change in $\varphi_p$ of which $R_{\varphi}$ is an expression, and we can, in some cases, reduce the number of iterations. Similarly with under-relaxation, where $0 < \alpha_\varphi < 1$, we can damp the oscillations in the residual $R_{\varphi}$ in an otherwise oscillating iteration, and it is perhaps possible to bring it to convergence. Owing to the non-linearity of the equations we often have to resort to under-relaxation on certain variables in order to ensure convergence, and over-relaxation on other variables to avoid using extensive computer time.

It is generally known that the relaxation parameter ought to be about 1.0 for $\text{w}$- and $\psi$-equations and about 0.5 for $k$- and $\epsilon$-equations. A change in the Reynolds number and a change in grid type may result in divergence in an iteration which would otherwise converge.
Because of the high number of equations a computer of the size 100 k bytes must be used. If, for example, a grid with 21 x 21 points is used, we get 21 x 21 x 5 = 2205 equations and 2205 unknowns.

3.3. Boundary conditions.

As mentioned earlier, the boundary conditions are a necessary part of the description of a problem, and they are dealt with in the following section on supply opening, return opening and boundary values along surfaces and symmetry planes.

3.3.1 Supply opening.

We shall choose to ignore the details of the flow in the immediate vicinity of the supply opening, and instead describe the supplied jet by values along surfaces "a" and "b", see fig. 3.3.1-1. We obtain two advantages by using these boundary conditions. Firstly, we do not need to use such a fine grid as is necessary to describe the development of the injected jet to a wall jet. Secondly, we can make predictions for supply openings that are three-dimensional, provided that the jets develop into a two-dimensional wall jet or free jet at a certain distance.

Calculation of the boundary values along the surface "a" is started by determining the maximum velocity \( V_m \) and the thickness \( \delta_v \) of the wall jet that has developed at the distance \( x_a \) from the supply opening, see reference [32].

\[
\frac{V_m}{V_o} = K_v \left( \frac{x_o + x_a}{h} \right)^{-e} \quad (3.3.1-1)
\]

\[
\frac{\delta_v}{h} = D_v \frac{x_o + x_a}{h} \quad (3.3.1-2)
\]
Fig. 3.3.1-1. Boundary and boundary values for a two-dimensional supply opening.
\( x_o + x_a \) is the distance to the virtual origin of the jet, and
\( K_v, D_v \) and the exponent \( e \) are constants. The calculations
use the constants determined by Schwarz and Cosart [32].

\[
K_v = 5.4 \\
D_v = 0.068 \\
x_o/h = 11.2 \\
e = 0.56
\]

If data are available for the actual diffuser, these data
should be used.

For maximum or minimum temperature \( T_m \) and thickness \( \delta_T \) we
get correspondingly

\[
\frac{T_m - T_u}{T_o - T_u} = K_T \left( \frac{x_o + x_a}{h} \right)^{-e} \tag{3.3.1-3} \]

\[
\frac{\delta_T}{h} = D_T \frac{x_o + x_a}{h} \tag{3.3.1-4}
\]

\( T_u \) is the surrounding temperature, i.e. the mean temperature
along surface "b" on fig. 3.3.1-1.

The surrounding temperature is not a fixed value but a function
of the maximum or minimum temperature \( T_m \) via the flow condi-
tions to be predicted. This connection may give rise to a
very slow convergence of the temperature distribution.
The velocity profile $v_i/V_m$ and the distribution of the intensities $v_i^2/V_m^2$, $v_j^2/V_m^2$, $v_2^2/V_m^2$ and $v_3^2/V_m^2$ at the surface "a" are universal, and are given for example, by Verhoff [35] and Nelson [27] respectively. By means of these profiles we can determine the distribution of the vorticity $\omega$, stream function $\psi$, and turbulent kinetic energy $k$ as well as dissipation $\varepsilon$. Determination of the dissipation profile involves an evaluation of the distribution of length scale in a wall jet, and this is described in more detail in appendix III.

There is a similarity between temperature profile and velocity profile except in the inner layer, where there is thought to be a constant temperature equal to $T_m$, which corresponds to an adiabatic surface along the wall jet.

Along the surface "b" the boundary conditions for the stream function are given linearly between the value it has on the surface below the supply opening and the value it has on the profile and the surface "a".

The boundary conditions for the other values along the surface "b" are given as

$$\frac{\partial \psi}{\partial x} = 0$$

(3.3.1-5)

where the x-direction is at right angles to "b" and where $\psi$ denotes $\omega$, $T$, $k$ and $\varepsilon$.

The predicted flow conditions are greatly dependent on boundary values and nodal distribution around the supply opening. Therefore, the predicted velocities should always be compared with the velocity in a free jet or wall jet of same length. Such a comparison is shown on fig. 3.4.1-2.
As mentioned previously, it is also possible to predict the flow conditions in the case of special diffuser arrangements. Fig. 3.3.1-2 shows the supply opening of a plane jet at a distance $x_s$ from a parallel surface. Measurements made by Schwartzbach [33] show that the jet is deflected due to the Coanda effect and develops into a wall jet at a distance $x_a$ from the supply opening. The curves on fig. 3.3.1-2 show the values for $x_a/h$, $x_o/h$, $V_m/V_o$ and $\delta v/h$. Based on these data the boundary conditions for a wall jet are determined as before, though it must be pointed out that the turbulence is higher in this case owing to the deflection of the jet.

If a linear supply opening is located at a great distance from parallel surfaces, a two-dimensional free jet may be used as boundary conditions. To exemplify the treatment of a three-dimensional supply opening we can mention the arrangement comprising a row of circular openings. Knystautas [15] has shown that the jets develop into a two-dimensional free jet at a distance of about 15 times the distance between the single openings. Assuming that this distance is small compared to $H$ or $L$, the diffuser arrangement may be replaced by a free jet. Becher [3] has also shown how other types of diffusers may be converted into single wall jets or free jets.

All of the examples shown later are jets which are supplied parallel to a ceiling. The boundary conditions for the supply opening can, of course, also be arranged so that they correspond to supply openings in the floor or in the sill below the window.

In those cases where $h/H \geq 0.1$, the supply opening is used direct as boundary condition, because $x_a$ will otherwise be too great compared to $H$ and $L$, and because the opening itself can be described by a reasonable number of nodes in this instance.
Fig. 3.3.1-2. Two-dimensional jet supplied parallel to a surface. After Schwartzbach [33].
3.3.2. Return opening.

The boundary conditions for the return opening do not have a great influence on the flow. The vorticity $\omega$ is assumed to be zero, and the stream function $\psi$ is varied linearly across the opening, corresponding to a parallel flow with rectangular velocity profile. For the other variables we use

$$\frac{\partial \psi}{\partial x} = 0 \quad (3.3.2-1)$$

in the direction of the flow, where $\psi$ denotes $T$, $k$ and $\varepsilon$.

3.3.3. Boundary conditions at surfaces.

The gradients in a turbulent boundary layer are big, and a high number of points is required because linearity is assumed between the points right up to the surface. We shall choose instead to let the first point in the flow area, called $P$, lie just inside the equilibrium layer. Then we use the knowledge we have about the flow in this layer to calculate a slip value at point $N$ on the surface, knowing the value at point $P$. The slip value is the boundary value which gives the correct slope at point $P$, assuming a linear variation between $N$ and $P$, see fig. 3.3.3-1. It is defined by the equation

$$\frac{\psi_P - \psi_{sl}}{n_P} = \left( \frac{\partial \psi}{\partial n} \right)_P \quad (3.3.3-1)$$

Wolfshtein[37] has predicted the slip values for $v$, $T$ and $k$ as functions of the conditions at point $P$ and at point $N$ and has converted them to algebraic forms, which in the following are called the wall functions.
FIG. 3.7-1. The step value at a surface.
The slip values are used as boundary conditions for 
T and k. Between each iteration there occurs, of course, 
a calculation of new slip values in accordance with the new 
conditions at P after a single iteration, and not until the 
end are the true values \( \varphi_N \) at the surface calculated.

Variation of the vorticity \( \omega \) between N and P is moderate, and 
its boundary value may be used direct. It is calculated from 
the shear stress which is also determined by the wall functions.

In the equilibrium layer between N and P a length scale is 
used which is proportional to the distance from the surface. 
The dissipation \( \epsilon \) is calculated at point P from this length 
scale and the turbulent kinetic energy. The difference 
equation for \( \epsilon \) thus has the boundary value located at the 
distance \( n_P \) from the surface.

The boundary value for the stream function \( \psi \) is a fixed given 
value on the surface between supply and return opening. The 
gradient of the stream function close to the wall is small, 
so linearity between N and P is reasonable.

In sufficiently large rooms persons and furniture may be 
simulated by an equivalent roughness in the wall functions 
and an "effective height" \( H \). Thermal load from, for example, 
persons may be simulated by a given heat flux, as shown, 
for example, on fig. 3.4.2-1.

3.3.4. Plane of symmetry.

In certain situations a section of a two-dimensional flow 
area will contain a plane of symmetry. This is the case, for 
example, when two rows of supply openings are placed in a 
plane symmetrical geometry with plane symmetrical boundary 
conditions. The discharged supply air will, after possible 
deflections, meet on the symmetry plane and proceed parallel 
with this.
In this situation it is sufficient to consider the flow in one area. On the symmetry plane boundary conditions are based on the vanishing of all $\psi$ gradients at right angles to this plane.

$$\frac{\partial \psi}{\partial x} = 0 \quad (3.3.4-1)$$

3.4. Results.

3.4.1. Predictions at small Archimedes numbers.

The following predictions apply in situations where velocities are high and temperature differences are low. The forced convection is dominant compared to the free convection, and this means that we can ignore the source term of buoyancy in the transport equation for vorticity. A prediction is completely characterized by the Reynolds number and the geometry of the room, while the influence from the Archimedes number is vanishing.

First comparisons are made with some measurements from a full scale test room at the Technical University of Norway, Trondheim [12]. The test room is 8.3 m long, 3.4 m wide, and 2.8 m high. The supply is located below the ceiling at a distance of 22 cm from the one end wall. The opening runs along the width of the room and has a height $h$ of 15 mm. Two return openings are located in the bottom corners of the opposite end wall. The velocity is measured by spherical anemometers, and the air flow direction is determined by injecting smoke into the room.

The upper section on fig. 3.4.1-1 shows the predicted and measured velocity distribution in the room. The velocity is indicated as "isovels", i.e. lines of constant velocity, and both the predicted and the measured velocity field $v_{tot}/V_0$ are given dimensionless by dividing with the supply velocity.
Fig. 3.4.1-1. Velocity distribution, stream line distribution and distribution of turbulent kinetic energy. Comparison with measured velocity distribution [12]. $h/H = 0.005$, $x_d/H = 0.08$, $L/H = 3.0$, $u/H = 0.1$, $15 \times 21B$ and $Re = 1800$. 
The velocity is 8 per cent of the supply velocity at floor level in the right side of the occupied zone and then decreases to less than 2 per cent in the upper and left section of the occupied zone. The predictions and the test have been made at a Reynolds number of 1800, corresponding to a supply velocity of 1.8 m/s. The velocity in the occupied zone, therefore, lies between 14 and 4 cm/s.

It appears that in practice the dimensionless velocity is rather independent of larger variations in supply velocity, because the structure of the turbulence in the recirculating flow will be similar and thereby independent of Reynolds number. If the supply velocity increases to 3.6 m/s, it results in a velocity in the occupied zone which lies between 28 and 8 cm/s. It will be seen that a doubling of the supply velocity means both a doubling of the maximum velocity and a doubling of the velocity gradients. It is thus more difficult to obtain a uniform state of thermal comfort in the whole occupied zone at high velocities than at low velocities in the case of isothermal flow.

The middle section on fig. 3.4.1-1 shows the distribution of the stream lines in the room. The amount of air which is transported between two stream lines is constant, and therefore, the velocity is high where the stream lines are close and low where the distance is great. The stream function is made dimensionless by division with the supplied mass flow.

\[ \psi^* = \frac{\psi}{h_0 \rho_0 V_0} \]  

Between stream lines 4 and 6, for example, twice the supply amount is transported, and in all, an amount of air approximately seven times the injected amount is set into motion.
It must be pointed out that the stream lines are only expressing mean values. At a fixed point, the stream line is parallel to the mean velocity, but because of the various directions of the instantaneous velocities a transfer of mass and energy takes place across the stream lines. If the air is injected at a high temperature, heat diffusion will take place across the upper stream lines down into the room.

The bottom section of fig. 3.4.1-1 shows the distribution of dimensionless turbulent kinetic energy $k/V_0^2$. Turbulent kinetic energy is produced by the turbulent stresses. These stresses are, in the applied model of turbulence, expressed as velocity gradients of different types as will be seen from the production term for turbulent kinetic energy in the transport equation (3.1-18).

$$\mu_t \left[ 2 \left( \frac{\partial v_1}{\partial x_1} \right)^2 + \left( \frac{\partial v_2}{\partial x_2} \right)^2 \right] \left( \frac{\partial v_1}{\partial x_2} \cdot \frac{\partial v_2}{\partial x_1} \right)^2 \right]$$

(3.4.1-3)

If we compare the turbulent energy with the distribution of isovels we may see that the energy is high where the velocity gradient between the discharged jet and the surrounding air is great. The energy is also high in the thin shear layer between jet and ceiling.

Close to the return opening there is an area where the energy has a local maximum. This energy is due to the deceleration of the jet and is produced by turbulent normal stresses.

It should be noted that distribution of energy does not follow the distribution of energy production everywhere. Turbulent energy is produced in certain areas and transported in the mean flow direction by convection and, perpendicular to the mean flow direction, by turbulent diffusion. The figure shows that the
Fig. 3.4.1-2. Decay of velocity in a jet in a closed room. h/H = 0.005, x_d/H = 0.08, L/H = 3.0, u/H = 1.0, 15 x 21B and Re = 1800.
velocity gradient between the discharged jet and the surrounding air gives the most important production of turbulence and that it diffuses from this area giving an even, high level of turbulence everywhere in the room.

Fig. 3.4.1-2 shows the decay of the maximum velocity in the jet which runs along the ceiling, the end wall, and the floor. The dotted curve shows the decay of velocity in a wall jet of corresponding length. We see that the jet drops in velocity in the corners. It increases in velocity along the end wall and along the floor, but does not reach a velocity as high as a wall jet of similar length. The two open areas on the curve denote the length, which is added to the jet because it is ignored that the jet does not follow the corners.

Fig. 3.4.1-3 shows a comparison between a measured and a predicted velocity profile in the following case

\[ \frac{h}{H} = 0.056 \]
\[ \frac{L}{H} = 3.0 \]
\[ \text{Re} = 7100 \]

The measurement of the velocity profile is mentioned in section 2.4.5. Both profiles are dimensionless by division with the respective inlet velocities. It will be seen that the calculation gives a satisfactory velocity profile over the whole area.

It is also possible to compare the calculated turbulent kinetic energy with the measured fluctuation \( \sqrt{v_1^2} \). If we assume that the flow may be characterized as a wall jet the following formula applies

\[ \sqrt{v_1^2} \sim \sqrt{k} \]  
\[ (3.4.1-4) \]
Fig. 3.4.1-3. Comparison between predicted and measured velocity- and turbulence intensity profile. \( h/H = 0.056, L/H = 3.0, 15 \times 21B \) and \( Re = 7100 \).
The experimental results indicated in fig. 3.4.1-4 are from Urbach [34]. They are made in a model 2 m long, 1 m wide and 1 m high. The supply opening is situated below the ceiling at one end wall and runs along the whole width of the model. The size of the opening h can be set at various values. The return opening is situated at the bottom of the opposite wall.

As can be seen from formula (3.4.1-2) the maximum value of the stream function is an expression of the amount of air set into motion compared with the supplied amount. Fig. 3.4.1-4 shows how this quantity increases with the decreasing height of supply opening. The supplied amount is always the same, i.e. the supply velocity increases with a decrease in supply opening. It is an advantage that the maximum value of the stream function $\psi^\text{m}$ is big. The following figs. 3.4.1-5 and 3.4.2-1 show how the temperature differences in a room become more even with a decrease in the height of the supply opening, which also means an increase in $\psi^\text{m}$.

At a given amount of supply air - the quantity of which may be set according to a thermal or hygienic criterion - the entrainment and the amount of air set into motion in the room must be limited. The reason is that the supply velocity increases with decreasing supply opening and causes an increasing velocity in the occupied zone. Thus this velocity and the noise generated by the diffuser limits the minimum size of the supply opening.

In section 2.5. the temperature distribution is measured in the following situation:

$$\frac{h}{H} = 0.056$$

$$\frac{L}{H} = 3.0$$

$$Re = 7100$$
Fig. 3.4.1-4. Effect of supply opening geometry on recirculation. $L/H = 2.0$, $W/H = 1.0$, $15 \times 19$ and $Re = 7400$. 
Fig. 3.4.1-5 shows a comparison between these measurements and corresponding predictions. In section 2.2.2 we have shown that the influence from thermal radiation falls proportional to the decreasing value of the scale $1/M$. Therefore, thermal radiation can be excluded from the calculations. The Archimedes number in the measurements is so low that buoyancy is also neglected in the calculations.

The temperatures in fig. 3.4.1-5 are given in dimensionless form. The reason is that a dimensionless solution contains many solutions if the Archimedes number is low. All temperatures $T$ are given in reference to the supply temperature $T_0$ by subtracting this temperature, because a solution is independent of the temperature level. A positive temperature $T^*$ is therefore greater than the supply temperature $T_0$, and a negative temperature is less than $T_0$. At low Archimedes numbers a solution is independent of the difference $\Delta T_0$ between the supply temperature and the return temperature. Therefore, the temperature distribution is made dimensionless by dividing with $\Delta T_0$.

\[
T^* = \frac{T - T_0}{\Delta T_0} \quad (3.4.1-5)
\]

or

\[
T = T^*\Delta T_0 + T_0 \quad (3.4.1-6)
\]

At a supply temperature $T_0$ of 22°C and a temperature difference $\Delta T_0$ of 1°C, the dimensionless temperature $T^* = 1.6$ corresponds to 23.6°C, see formula (3.4.1-6). If the load is doubled at
Fig. 3.4.1-5. Comparison between measured and predicted air temperature- and surface temperature profile. $h/H = 0.056$, $L/H = 3.0$, 15 x 21B and Re = 7100.
the same air flow rate, so that $\Delta T_0$ becomes $2^\circ C$, the dimensionless temperature distribution is unchanged. The dimensionless temperature $T^* = 1.6$ corresponds in this instance to $25.2^\circ C$.

If the Archimedes number is so high that the buoyancy has a significant influence on the flow it is not possible to attach more values to $\Delta T_0$. Predictions must be made for the actual values of $\Delta T_0$ and, therefore, of all the Archimedes numbers, see section 3.4.2.

The turbulent Prandtl number is, in principle, a function of the turbulence. However, it varies only slightly compared to the other turbulent parameters, and is of the magnitude 1.

For boundary layer flow a value of 0.9 is often used, while for free turbulent flow a value of 0.5 is used. For the predictions made here a value of 0.5 is used.

When the temperature distribution along the surface "a" at the supply opening is calculated it is assumed that $K_T$ is 0.9 $K_V$, see equations (3.3.1-1), (3.3.1-3) and fig. 3.3.1-1.

So far, the predictions mentioned have embraced situations where the flow is in practice steady and two-dimensional. If we predict the flow in a deep room, we shall of course, get a solution that also in this case represents steady two-dimensional flow. In the case of $h/H = 0.056$ a preliminary prediction in a coarse grid gives a penetration of $l_{re}/H \sim 6.5$, and this is not much in conflict with the measurements showing that $l_{re}/H \sim 4.5$, see section 2.4.2. It is also in agreement with various values given by Bradshaw and Wong [5] for reattachment behind an obstacle in a turbulent shear layer.

Since, in this case, the flow really is unsteady or steady three-dimensional, it will be seen that one should always have knowledge of the nature of the flow before making a prediction. Section 2.4 gives some data on the nature of the flow in different situations. In special cases it is recommended that a preliminary model experiment should be made.
Hitherto we have described the supply opening by the ratio $h/H$. Although this ratio is a principal parameter, it is not, however, sufficient to describe the two-dimensional flow from the jet. Constructive details such as turbulence-generating corners before the inlet, sectional division of the nozzle, grid arrangement and alignment with the ceiling may be of importance to the established wall jet. These factors can be difficult to express geometrically, but their effect is expressed by the coefficients in formulas (3.3.1-1), (3.3.1-2), (3.3.1-3) and (3.3.1-4).

Based on Förthmanns measurements of isothermal velocity profiles [9] the following set of coefficients can be derived

$$K_v = 4.1$$
$$D_v = 0.082$$
$$x_0/h = 6.6$$
$$e = 0.5$$

The coefficients are formed by first describing $\delta_v$ as a function of $x_a$, formula (3.3.1-2). This gives us $x_0$ and $D_v$. If we assume that $e = 0.5$, $K_v$ can then be found from formula (3.3.1-1).

If we compare this with Schwarz' and Cosart's coefficients [32] it will be seen that there are some deviations.

Myers et al. [24] expresses the velocity decrease and the increase in boundary layer thickness in a wall jet as follows

$$\frac{V_m}{V_o} = z = \frac{1}{\sqrt{1 + 0.381 \left( \frac{x_0}{h} - 1 \right)}}$$

(3.4.1-7)

$$\frac{\delta_v}{h} = \frac{2.05}{z^2 Re^{1/5}} \left( 0.65 Re^{1/5} - 1.0857 h z \right)$$

(3.4.1-8)
where

\[ r = \left( 0.523 z^{10} + 0.477 z^{-1} \right)^{4/5} \]

Fig. 3.4.1-6 shows a comparison of \( V_m/V_0 \) in the three cases mentioned, reference [32], [9] and [24]. In all three situations, the size of the opening is \( h/H = 0.0015 \) and it is seen that this ratio does not clearly describe the center line velocity that will take place in the wall jet. Results from the linear diffusers used in air conditioning will undoubtedly indicate even greater dispersion in \( V_m/V_0 \) as a function \( x_a \).

Fig. 3.4.1-6 also shows prediction of the velocity decrease in the jet running along the perimeter of the room. In the full-drawn curve Schwarz' and Cosart's wall jet [32] is used as boundary conditions while in the case of the dotted curve it is Forthmann's wall jet [9] that is used as boundary conditions. It will be seen that the results of the calculations are greatly dependent on the wall jet chosen as boundary conditions. We can thus conclude that the ratio \( h/H \) is not quite sufficient to characterize the supply opening, and this must be borne in mind when comparing with measuring results taken from tests in rooms.

Matters may become further complicated by the fact that \( V_m/V_0 \) may be somewhat dependent on the length \( L/H \). Urbach [34] has established this dependency with the relatively large supply opening, \( h/H = 0.02 \), in models having a width of \( W/H = 1.0 \).

If this effect is present at more realistic \( h/H \) and \( W/H \) ratios, it can be suppressed to a large extent by selecting a small \( x_a \).
Fig. 3.4.1-6. Decay of center line velocity in a wall jet according to three different references. Center line velocity in a closed room using two of the different wall jets as boundary conditions is also shown. $h/H = 0.0015$, $L/H = 3.0$, $u/H = 0.1$, $15 \times 21$ B and $Re = 2140$. 
3.4.2. Predictions at high Archimedes numbers.

We shall now look at some predictions where the Archimedes number is so high that the buoyancy has a considerable influence on the flow.

Fig. 3.4.2-1 shows the temperature and stream line distribution in a room under the following conditions:

\[
\begin{align*}
\frac{h}{H} &= 0.005 \\
\frac{x_d}{H} &= 0.08 \\
\frac{L}{H} &= 3.0 \\
\frac{u}{H} &= 0.1 \\
\text{Re} &= 3600 \\
\end{align*}
\]

The dimensionless supply temperature is \( T_0^* = 0 \), and the return temperature is \( (T_0 + \Delta T_0)^* = 1 \). Ceiling and wall are adiabatic while a constant heat flux is supplied through the floor. These boundary values are stated as gradients on the respective surfaces, see fig. 3.4.2-1 at the top.

The contribution from buoyancy to the vorticity appears from the last term of the equation (3.1-15). It will be seen that it is proportional to the horizontal temperature gradient, which also seems physically reasonable. The upper section on fig. 3.4.2-1 shows the dimensionless temperature distribution given at low Archimedes numbers. The temperature distribution shows, in particular, steep horizontal gradients on the left side of the room below the supply opening. The lower section on the figure shows the stream line distribution in the case of \( \text{Ar} = 0 \) and \( \text{Ar} = 4 \cdot 10^{-4} \). We see that there is a big change in stream line distribution in the area with steep horizontal temperature gradients. The maximum value of the stream function rises from about 7 to about 8.5 with this increase in the Archimedes number.

Fig. 3.4.2-2 shows the stream line distribution in a room, where the wall opposite the supply opening may have a constant temperature as boundary value. This temperature may be higher
Fig. 3.4.2-1. Temperature distribution. Stream line distribution at low and high Archimedes number. 
$h/H = 0.005, x_d/H = 0.08, L/H = 3.0, u/H = 0.1, 13 \times 17A$ and $Re = 3600$. 

$h/H = 0.005, x_d/H = 0.08, L/H = 3.0, u/H = 0.1, 13 \times 17A$ and $Re = 3600$. 

$Ar = 0$ 
$Ar = 4 \cdot 10^{-4}$
or lower than the supply temperature. This corresponds, for example, to a window exposed to either low outdoor temperatures or direct solar radiation. The other surfaces are considered adiabatic. The predictions apply to the following geometry and Reynolds number.

\[
\begin{align*}
h/H &= 0.005 \\
x_d/H &= 0.08 \\
L/H &= 3.0 \\
u/H &= 0.1 \\
Re &= 3600.
\end{align*}
\]

The upper figure shows the stream line distribution in the case of isothermal flow. The next figure shows the flow pattern when the end wall is colder than the supply air. It will be seen that cool downdraught has removed the recirculating flow at the bottom corner. The lower figure shows the situation where the end wall is warmer than the supplied air. The warm current rising in front of the surface creates an area of recirculating flow and the injected jet leaves the ceiling before it reaches the end wall. The flow conditions are in accordance with the measurements made by Miller and Nash [23] in a somewhat similar situation. They use the ADPI index to express the thermal comfort in different situations. They show that it is advantageous to raise the velocity to a level such that there will only be a small area of recirculating flow in front of the warm end wall.

By comparing the isothermal stream line distribution in fig. 3.4.2-2 with the stream line distribution in fig. 3.4.1-1 we can estimate the influence from changes in the position of the return opening. The maximum value of the stream function \( \Psi_m^* \) is, in practice, independent of the position of the return opening. If the return opening is moved from one end wall to the other the amount of recirculating air in the lower part of the room will change by \( \Psi_m^* = 1 \), corresponding to the injected amounts. The change in air velocity in the occupied zone will thus be of the magnitude \( 1/\Psi_m^* \).
Fig. 3.4.2-2. Stream line distribution in the case of three different temperatures on the right end wall. $h/H = 0.005$, $x_d/H = 0.08$, $L/H = 3.0$, $u/H = 0.1$, $14 \times 17A$ and $Re = 3600$. 
If $\psi_m$ is suitably high, as is the case with small supply openings, see fig. 3.4.1-4, the influence from the position of the return opening will be small. This is the case in practice, where the supply opening is often of the size $h/H < 0.1$.

Fig. 3.4.2-3 shows the horizontal velocity profile at the end wall in the three situations examined on fig. 3.4.2-2. With isothermal flow the profile can be characterized as a wall jet. In the case of a cold surface the maximum velocity is increased. The buoyancy generates a strong vorticity in the shear layer at the surface where the horizontal temperature gradients are greatest. This vorticity gives the shown change in the shape of the profile, and a typical velocity profile for downdraught is obtained. In the case of a warm surface the vorticity changes sign and gives the corresponding change in profile. The three profiles represent the same volume flow because the maximum value of the stream function $\psi_m$ is the same in all three situations.

3.5. Extension of the prediction method.

One of the objects of predicting the flow conditions in an air conditioned room is to obtain information on the level of thermal comfort in different areas of the room. This can be done by examining the various factors: air temperature, mean radiant temperature and air velocity. It is obvious, however, to extend the prediction method so that it integrates these physical quantities into a single variable, which in itself expresses the level of thermal comfort in the area. To this end we can use the distribution of "Predicted Percentage of Dissatisfied" persons - PPD - an index developed by Fanger [8]. The previously mentioned ADPI-index can also be used to make an integrated estimation of the thermal comfort conditions of a room, see Nevins and Miller [28].
Fig. 3.4.2-3. Velocity profiles at the right end wall \( (x_2/H = 0.37) \) for three different temperatures of the wall. Same conditions as in fig. 3.4.2-2.
The prediction method can also be extended to apply to other physical factors. Transport equations of the same type as (3.1-17) can be derived for humidity in air. Solution of a set of equations containing this equation will be of interest in connection with the design of, for example, cold stores. Similarly, a transport equation for the concentration of particles in air could be used to examine the flow conditions in "clean rooms", operating theatres etc.

Heat transfer in a cavity is a subject which is of interest in connection with insulation of buildings. In this section will be shown some results of numerical prediction of this type of heat transfer.

In cavity wall insulation, double glazing and similar applications, laminar flow exists under normal temperature conditions, and we shall confine us to this type of flow.

The flow conditions are dependent on the orientation of the hot and cold surfaces compared to the direction of gravity. In the following predictions the surfaces are placed parallel to the direction of gravity.

Dropkin and Somerscales [7] together with Probert et al. [29] have discussed the effect when the surfaces form an angle to the gravitational acceleration. Horizontal surfaces with the hot surface at the bottom have been studied by, among others, Wantland [36]. When the hot surface is uppermost, a convective current may be created by a temperature distribution which varies over the surface. This has been studied by Berkovsky and Fertman [4]. Also relevant is a study made by Bankvall [2] regarding flow in cases where the cavity is filled with an insulating material.

4.1. Basic equations and boundary conditions.

The set of equations, which describes steady two-dimensional laminar flow, is

\[
\frac{\partial}{\partial x_1} \left( \omega \frac{\partial \psi}{\partial x_2} \right) - \frac{\partial}{\partial x_2} \left( \omega \frac{\partial \psi}{\partial x_1} \right) = \mu_0 \left( \frac{\partial^2 \omega}{\partial x_1^2} + \frac{\partial^2 \omega}{\partial x_2^2} \right) \\
\rho_0 \beta g_2 \frac{\partial T}{\partial x_1}
\]  

(4.1-1)
The gravitational acceleration acts in the direction of the $x_2$-axis. The stream function has a constant value $\psi = 0$ along the whole closed surface. The boundary conditions for the vorticity are given from the value of the stream function at near wall node and wall node, see Gosman et al.[11]. The vertical surfaces have constant temperatures and the horizontal surfaces are adiabatic.

Since the solution domain is surrounded by a closed surface, it is appropriate to select other reference values than those used in the foregoing chapters. The following dimensionless numbers together with boundary conditions will specify the flow in the case of convective heat transfer.

$$Pr = \frac{\mu_0 c_s}{\lambda} \quad (4.1-4)$$

$$Gr_w = \frac{\rho_0^2 g_2 \beta \Delta T_0 W^3}{\mu_0^2} \quad (4.1-5)$$
Fig. 4.1-1. Cavity with specification of dimensions and boundary conditions.
is defined on fig. 4.1-1.

When calculating heat transfer the Rayleigh number $Ra_w$ is often used as a variable

$$Ra_w = Gr_w \cdot Pr$$

The heat transfer in the cavity is given by the Nusselt number. This number is the ratio between the actual heat transfer and that which would take place, if there were only conduction.

$$Nu_w = \frac{x W}{\lambda}$$

$x$ is the coefficient of convective heat transfer. In the predictions $x$ is given by the following expression

$$x \Delta T_o H = -\int_0^H \left( \frac{\partial T}{\partial x_1} \right)_{x_1=0} \lambda dx_2$$

4.2. Results.

Fig. 4.2-1 shows stream lines and temperature distribution in a cavity having the ratio $H/W = 1.0$. The stream lines are given for
0.2, 0.4, 0.6 and 0.8 times $\Psi_m$ and the isotherms for 0.2, 0.4, 0.6 and 0.8 times $\Delta T_0$.

At a Grashof number below $10^2$ there is pure conduction and the isotherms are straight lines which are equally spaced. The first prediction illustrated, applies to a Grashof number of $2.4 \cdot 10^3$. It will be seen, that the isotherms are slightly deformed by the flow and a small part of the heat transfer takes place by means of convection. If the Grashof number is increased to $3 \cdot 10^4$ a further change in the distribution of the isotherms is noticed and the maximum value of the stream function will increase.

While the flow at $Gr_w = 2.4 \cdot 10^3$ may be characterized as asymptotic, reference [20], the flow at a Grashof number of $3 \cdot 10^4$ and $10^5$ is a laminar boundary layer flow. This is confirmed by the fact, that the isotherms are close at the vertical surfaces, indicating that there are large gradients at the surfaces and small ones in the middle of the cavity. The stream function shows two maxima, as have also been found by MacGregor and Emery [20].

Fig. 4.2-2 shows the predicted heat transfer in cavities with different dimensions. For comparison purposes predictions by MacGregor and Emery [20] are shown for $H/W = 1.0$ and 10.0. An increase in $H/W$ reduces the heat transfer through the cavity, as is seen from the results for $H/W = 1.0$ and 10.0 and also from the results in [20].

It is also evident that the heat transfer is reduced if the ratio $H/W$ is reduced in the range $H/W < 1.0$. This is because the convective flow is greatly restricted by the horizontal surfaces. In practice however, it should be borne in mind that horizontal surfaces give rise to conductive heat transfer. Predictions are made for Rayleigh numbers up to $\sim 10^5$. At a Rayleigh number of $10^6$ the flow will become unsteady and in the range $Ra_w > 10^7$ the flow is turbulent.
Fig. 4.2-1. The influence of Grashof number on the stream line- and temperature distribution. 
$H/W = 1.0, Fr = 0.7$. 

\begin{align*} 
\text{Gr}_W &= 2.4 \times 10^3 \\
\text{Gr}_W &= 3 \times 10^4 \\
\text{Gr}_W &= 10^5 
\end{align*}
Fig. 4.2-2. Predicted heat transfer in a cavity at different Rayleigh numbers and heights $H/W$, $Pr = 0.7$. The curves are from reference [20], $Pr = 1.0$. 

- $H/W = 1.0$, $Pr = 0.7$
- $H/W = 0.5$, $Pr = 0.7$
- $H/W = 10.0$, $Pr = 0.7$
- $H/W = 10.0$, $Pr = 1.0$
5. Summary.

Air distribution in air conditioned rooms is investigated by model experiments and by numerical solutions of the flow equations.

The theory of similarity for the flow in air conditioned rooms and models is derived from the flow equations and include evaluations of thermal radiation.

A model (60 x 60 x 180 cm) is made and by dividing it into sections, isothermal air distribution is investigated in about 25 different model sizes.

These experiments show that in a deep, wide model, very unsteady flow conditions may arise. When the air supply opening is only a fraction of the model width, steady unsymmetrical flow may result.

In models of limited depth, (where the length of the model is less than 3-4 times its height), steady two-dimensional flow will take place. It is assumed that the supply opening is located close beneath the "ceiling" and covers the full width of the model.

Stream line measurements are made by illuminating metaldehyde particles and photographing or filming the flow. In a model which indicates steady two-dimensional flow, velocity profiles are also measured at different Reynolds numbers.

It is found that the velocity and stream line distributions are similar at the various Reynolds numbers covered by the investigation.

Temperature distribution is determined by a series of tests in which heat is supplied from the bottom of the model.
Numerical solution of the flow equations is used to predict the air distribution in a section where the flow may be considered steady and two-dimensional. Comparisons are made between predicted values and values measured by full-scale and model-scale experiments. Comparison with test results shows that the prediction method used is suitable for investigation of air distribution in air conditioned rooms.

The method fully takes account of situations where the free convection is significant compared to the forced convection. For instance an example is given of air distribution in a room into which air is injected from one end wall while along the other end wall air is forced thermally up or down, governed by temperature differences.

The prediction method provides everywhere in the room the information necessary for evaluation of thermal comfort, i.e. air velocity, air temperature, surface temperature, velocity- and temperature gradients and turbulent kinetic energy.

Finally, it is shown how convective heat transfer in a cavity is predicted by means of a numerical method.
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Appendix I. Low Reynolds number flow.

Jones and Launder [13] have developed a set of equations with a turbulence model suitable for both low and high Reynolds number flow. In principle, this set of equations differs from the one used here in the following points: It contains the viscous stress terms and the molecular diffusion terms in the transport equations, and the coefficients \( c_\mu \) and \( c_2 \) are functions of a turbulent Reynolds number.

The turbulent Reynolds number is a local parameter that can be expressed as

\[
R_t = \frac{1}{c_\mu} \frac{\mu_t}{\mu_o} \quad \text{(I-1)}
\]

The coefficients \( c_\mu \) and \( c_2 \) are given as the following functions of the turbulent Reynolds number, Launder [16].

\[
c_\mu = 0.09 \exp\left(-3.0 / (1 + R_t / 50)^2\right) \quad \text{(I-2)}
\]

\[
c_2 = 2.0(1 - 0.3 \exp(-R_t^2)) \quad \text{(I-3)}
\]

A model of turbulence for high Reynolds number flow may be considered as a special version of the above mentioned model. When the turbulent Reynolds number exceeds 400, the contributions from the viscous stress terms and molecular diffusion terms are negligible compared to the turbulent contributions. From formulas (I-2) and (I-3) it will be seen, that \( c_\mu \) and \( c_2 \) have attained their constant values for \( R_t \geq 400 \), and the two models of turbulence are identical.

This means that a prediction in which the turbulent Reynolds number is greater than 400 in every point of the flow domain is correctly described by the turbulence model used in section 3.
For $c_{u} = 0.09$ and $R_{t} > 400$ the following condition is obtained by means of formula (I-1):

$$\mu_{t} > 40 \cdot \mu_{0}$$  \hspace{1cm} (I-4)

The turbulent Reynolds number at a point, $R_{t}$, increases with an increase in the Reynolds number $Re$, but it is also a function of the geometry of the room. In a prediction specified by

$$h/H = 0.005$$
$$L/H = 3.0$$
$$u/H = 0.1$$

$R_{t}$ is greater than 400 at $Re = 1800$. If $h/H$ is increased to 0.056, it is necessary to raise the Reynolds number to about 4000–5000 in order to obtain an $R_{t}$ greater than 400. In both cases there exists, even at high Reynolds numbers, a very small area at the end wall opposite the injected jet where $R_{t}$ is less than 400. This is assumed to be negligible.

Near the surfaces the viscous stress and the molecular diffusion will always be of significance, but these effects are taken into account through the wall functions.
Appendix II. Choice of grid distribution.

In section 4 a grid having a constant distance between nodes is used. The accuracy of the results is evaluated, making predictions for the grid with various numbers of points and observing how the predicted value approaches a fixed value at an increasing number of points. Although the difference between the predicted and the analytical solution decreases with an increase in the number of points the accumulated round-off error on the computer will increase. Therefore, an optimum number of grid points exists, beyond which the predicted solution diverges with a further increase in the number of points. Experiments with grids of the type 11 x 11, 15 x 15, 17 x 17, 21 x 21, and 31 x 31 all gave a $\Psi_m$ which only deviated 1-2% for $Gr = 10^4$ and $H/W = 1.0$. This implies that a grid of the type 11 x 11 is sufficient for practical predictions.

In section 3 a grid with non-uniform distance between the nodes is used. The gradients are, in some areas, so large that we must rule out the use of a grid with uniform node distance if we wish to confine ourselves to a number of nodes of about 300, and this is necessary (in 1971-73) taking the number of difference equations into consideration.

A primary rule in the distribution of nodes is to place them close together where velocity gradients are large, i.e. where $\omega$ is great. Velocity gradients occur in source terms in the $k$- and $\epsilon$-equations and therefore have great influence on the turbulence. Generally speaking, this means that the greatest number of nodes is in the $x_2$ direction, and that they are very close together at the uppermost surface and fairly close together at the lowest surface.

Two types of grids are used. Grids of type A having a rather great number of nodes close to the surfaces, and type B having a more even distribution, though still with small node distance close to the surfaces compared to the node distance in the middle of the area.
In the case of $h/H = 0.005$ and $Re = 1800$ the variation in $\psi_m$ is less than 7% for grids of the type $13 \times 17A$, $15 \times 21A$ and $15 \times 21B$. It must be borne in mind that the node distribution along surface "a" on fig. 3.3.1-1 is different for each grid type, and this has a great influence on the results. If surfaces "a" and "b" are given a suitable location, fig. 3.3.1-1, it is possible especially with a grid of the type $15 \times 21B$, to obtain a continuous progression of the velocity profile, see figs. 3.4.1-2 and 3.4.1-6.

Since the computer time is increased considerably when the number of points exceeds approx. 400, it has proved necessary to develop the grid distribution by comparing the predictions obtained with measuring results.
Appendix III. Turbulent viscosity and dissipation in a wall jet.

By means of the measured values for the mean velocity \( v_1 \), turbulent kinetic energy \( k \) and the intensity \( \overline{v_1 v_2} \) in a wall jet, Verhoff [35] and Nelson [27], it is possible to calculate turbulent viscosity and dissipation. The turbulent viscosity may be determined from the Boussinesq hypothesis.

\[
- \rho_0 \overline{v_1 v_2} = \mu_t \frac{\partial v_1}{\partial x_2} \quad (\text{III-1})
\]

This hypothesis assumes that there is a vanishing shear stress at the velocity maximum. This is not the case in asymmetrical jets such as wall jets, and if \( \mu_t \) is determined according to (III-1) it will thus approach plus and minus infinity around the velocity maximum in the wall jet. Uppermost in fig. III-1 this progression is shown with the dotted curve as a function of \( \eta \) where \( \eta \) is a dimensionless thickness of the wall jet.

\[
\eta = x_2 / \delta_v \quad (\text{III-2})
\]

If the turbulence length scale is determined by the calculated \( \mu_t \) distribution and by the formula

\[
l = \mu_t / \kappa \mu k \rho_0 \quad (\text{III-3})
\]
we get the distribution shown by the dotted curve at the 
bottom of fig. III-1.

It is not reasonable to use these values as boundary values, 
since they assume conditions which are disregarded in the model 
of turbulence. Instead we shall develop some new values based 
on the length scale and the following points:

1. The length scale is proportional to the distance from 
the wall in the near wall area.

2. In the range $\eta > 0.5$ the results are not disturbed 
by the definition problems, and the length scale has 
a constant value.

The chosen length scale is shown on the lower figure. This length 
scale is used to determine $\mu_l$ according to (III-3), and the 
result is the curve on the upper figure. In addition the length 
scale is used to determine the distribution of the dissipation 
according to the formula

$$\epsilon = k^{3/2} / l$$  (III-4)
Fig. III-1. Distribution of turbulent viscosity and turbulent length scale in a wall jet.