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Abstract— Droop control is conventionally used for load sharing in AC distribution systems. Despite decentralized nature of the droop technique, it requires centralized secondary control to provide voltage and frequency regulation across the system. Distributed control, as an alternative to the centralized controller, offers improved reliability and scalability. Accordingly, a droop-free distributed framework is proposed that fine-tunes the voltage and frequency at each source to handle 1) Voltage regulation, 2) Reactive power sharing, 3) Frequency synchronization, and 4) Active power sharing. The controller includes three modules, namely, voltage regulator, reactive power regulator, and active power regulator. The voltage regulator boosts the voltage across the distribution system to satisfy the global voltage regulation. Proportional load sharing is adopted, where the total load is shared among sources in proportion to their rated powers. The active power regulator addresses frequency synchronization without using any frequency feedback/measurement, which improves the system dynamic. Simulation results are provided to verify the performance of the proposed control methodology.

Index Terms— AC microgrids, Cooperative control, Distributed control, Droop control, Inverter.

I. INTRODUCTION

Microgrids are small-scale power systems that have gained popularity in distribution systems for their improved efficiency, reliability, and expandability [1], [2]. Inverters are commonly used to integrate energy resources, e.g., photovoltaic arrays, storage elements, and fuel cells, to the AC microgrid distribution network [3]. A three-tier hierarchical control structure is conventionally adopted for the microgrid operation [4]. The primary control, usually implemented by a droop mechanism, operates on a fast timescale and regulates inverter’s output voltage and handles load sharing among inverters [5].

The secondary control compensates for the voltage and frequency deviations caused by the primary control by updating the voltage and frequency set points [6], [7]. Ultimately, the tertiary control carries out the scheduled power exchange between the microgrid and the main grid [8].

Droop mechanism is a common decentralized approach to realize the primary control. It emulates virtual inertia for AC systems and mimics the role of governors in traditional synchronous generators [9]. Despite simplicity, the droop mechanisms suffer from 1) load-dependent frequency/voltage deviation, 2) poor transient performance for nonlinear loads [10], and 3) poor reactive power sharing in presence of unequal bus voltages. Unequal bus voltages are essential to perform the scheduled reactive power flow. Droop techniques cause voltage and frequency deviations. Thus, the supervisory secondary control updates the set points of the local primary control [11]–[13]. Such central controllers require two-way high-bandwidth communication links between the controller and each inverter. This design compromises the system reliability as failure of any communication link hinders the overall controller functionality. The central controller is also a single-point of failure that introduces another reliability risk. Scalability is another issue because it adds to the complexity of the communication network.

Spatially dispersed inverter-based microgrids naturally lend themselves to distributed control techniques to address the synchronization and coordination requirements. Distributed control architectures can discharge duties of a central controller while being resilient to faults or system uncertainties. Distributed control processes necessitate that each agent (i.e., the inverter) exchange information with other agents according to some restricted communication protocol [14], [15]. These controllers use a sparse communication network and have less computational complexity at each inverter controller [16]. Networked control of parallel inverters in [17] embeds the functionality of the secondary control in all inverters and requires a fully connected communication network. The master node in the networked master-slave methods [18]–[20] is still a single point-of-failure. Distributed cooperative control is recently introduced for DC and AC microgrids [21]–[27]. Distributed control of AC microgrids are discussed in [28], [29]. The majority of such approaches are still based on the droop control (and, thus, inherit its shortcoming), require system information (e.g.,
number of inverters, inverter parameters, total load demand), and mainly handle active power sharing and frequency regulation (or only reactive power sharing/voltage regulation).

This paper provides a droop-free distributed cooperative solution that satisfies the secondary/primary control objectives for an autonomous AC microgrid. The method treats each inverter as an agent of a multi-agent system (i.e., the microgrid); each inverter exchanges data with a few other neighbor inverters and processes the information to update its local voltage set points and synchronize their normalized power and frequencies. The proposed controller includes three modules: voltage regulator, reactive power regulator, and active power regulator. Salient features of the proposed control methodology are as listed:

1) The voltage regulator maintains the average voltage amplitude of the microgrid at the rated value. Dynamic consensus protocol is used in the voltage regulator to estimate the average voltage across the microgrid.

2) The reactive power regulator compares local reactive loading ratio with the neighbors’ and, accordingly, adjusts the voltage amplitude set point to mitigate the mismatch.

3) The active power regulator compares local active loading ratio with the neighbors’ and, accordingly, adjusts the frequency set point to mitigate the mismatch. This single module handles both active power sharing and frequency synchronization.

4) Unlike existing methods, the proposed technique does not require any frequency feedback or frequency measurement, which can help to improve dynamic response of the system.

5) A sparse communication network links the sources (controllers) to exchange control variables. This network must form a connected graph. Additionally, the network shall carry some redundant links; the graph must remain connected in case of any single link failure. As long as the communication network remains connected, impairments such as delay or packet loss, may not compromise the system performance.

6) The control methodology is scalable, for that no prior knowledge of the system is required by any new source to enter and service the system.

The rest of the paper is outlined as follows: Section II reviews a preliminary of the distributed cooperative control and proposes the control methodology. Section III reviews the consensus protocol used in voltage observers. Performance of the controller is studied on a low-voltage AC microgrid, where the results are reported in Section IV. Section V concludes the paper.

II. PROPOSED CONTROL METHODOLOGY

An AC distribution system, augmented with a sparse communication network, is adopted here (see Figs. 1(a) and 1(b)). For each source, attached communication links facilitate data exchange with few other sources on the other end of the link.

Thus, not all sources are in contact with each other or with a centralized supervisory control. Instead, each agent exchanges control information with its neighbors; to whom the agent is directly linked on the communication graph. This cyber-physical system can be represented as a graphical interaction of dynamic agents, as shown in Fig. 1(c), where each node inherits its associated source dynamic and each edge models corresponding communication channel.

Figure 1(c) shows a typical directed communication graph (digraph) between multiple agents. Such a graph is usually represented by an associated adjacency matrix \( A_g = [a_{ij}] \in \mathbb{R}^{N \times N} \). The Adjacency matrix \( A_g \) carries the communication weights, where \( a_{ij} \geq 0 \) if Node \( i \) receives data from Node \( j \) and \( a_{ij} = 0 \) otherwise. \( N \) denotes the set of all neighbors of Node \( i \). The in-degree and out-degree matrices \( D^i = \text{diag} \{ d^i \} \) and \( D^o = \text{diag} \{ d^o \} \) are diagonal matrices with \( d^i = \sum_{j \in N_i} a_{ij} \) and \( d^o = \sum_{j \in N_o} a_{ij} \), respectively. The Laplacian matrix is defined as \( L = D^o - A_g \), whose eigenvalues determine the global dynamics of the system.

![Diagram of an AC microgrid](image_url)
The Laplacian matrix is balanced if the in-degree and out-degree matrices are equal, in particular, an undirected (bidirectional) data network satisfies this requirement. A direct path from Node $i$ to Node $j$ is a sequence of edges that connects the two nodes. A digraph is said to have a spanning tree if it contains a root node, from which, there exists at least a direct path to every other node. Here, the communication graph assumes to be balanced. Moreover, the graph shall carry minimal redundancy, i.e., in case of any link failure, the remaining links form a connected graph. Each source, e.g., Source $i$, exchanges an information vector \( \Psi = [E, Q/Q_{\text{max}}, P/P_{\text{max}}] \) to its neighbors on the communication graph, where \( E, Q, P, Q_{\text{max}}, \) and \( P_{\text{max}} \) are the estimated average voltage of the microgrid, measured active and reactive powers, and rated active and reactive powers for Source $i$, respectively. Herein, the second and the third elements of the information vector, \( \Psi \), are called reactive and active loading ratios, respectively.

Figure 2 demonstrates schematic of the proposed cooperative control policy. Voltage regulation, frequency synchronization, and active/reactive load sharing are the main control objective in any ac system. Fine adjustment of frequency and voltage would satisfy all these objectives. Particularly, active and reactive powers respond to any change in the frequency and voltage magnitude, respectively. As highlighted in Fig. 2, the proposed controller at each source carries three modules, voltage regulator, reactive power regulator, and active power regulator.

Two voltage correction terms adjust the voltage set point for each source, i.e., \( E_i = E_{\text{ref}} + \delta E_i^1 + \delta E_i^2 \), where \( E_{\text{ref}} \) is the reference voltage (rated voltage of the system). \( \delta E_i^1 \) and \( \delta E_i^2 \) are the first and the second voltage correction terms generated by the voltage regulator and the reactive power regulator, respectively. The voltage regulator features a voltage estimator that uses dynamic consensus protocol to estimate the global average voltage across the microgrid, \( E_i \). Dynamic consensus protocol is explained in the subsequent section. The estimated average voltage, \( E_i \), is then compared with the reference voltage, \( E_{\text{ref}} \), to update the first voltage correction term, \( \delta E_i^1 \),

\[
\delta E_i^1 = G_i(s)(E_{\text{ref}} - E_i),
\]

that helps to boost the voltage across the microgrid. The voltage regulator addresses the global voltage regulation defined in [25], where no individual bus voltage shall be regulated at the rated value, instead, the average of all voltages should match the rated value. The global voltage regulation allows slight voltage deviation (however, less than 5%) to provide accurate load sharing.

The reactive power regulator at any source, e.g., Source $i$, compares the local reactive loading ratio, \( Q/Q_{\text{max}} \), with those of its neighbors and, accordingly, calculates the second voltage correction term, \( \delta E_i^2 \),

\[
\delta E_i^2 = H_i(s) \left( \sum_{j \in N_i} b_{ji} \left( \frac{Q_j}{Q_{\text{max}}} - \frac{Q_i}{Q_{\text{max}}} \right) \right),
\]

where \( b \) is the coupling gain between the voltage and reactive power regulators. Upon successful operation of the voltage and reactive power regulator, the average voltage across the microgrid would satisfy the rated value and all reactive loading ratios will synchronize; which satisfies global voltage regulation and proportional reactive load sharing.

Active power regulator compares the local active loading ratio, \( P/P_{\text{max}} \), with those of its neighbors to find the active loading mismatch and, accordingly, adjusts the frequency set point as,

\[
\omega_i' = \omega_{\text{ref}} + \sum_{j \in N_i} c_{ji} \left( \frac{P_j}{P_{\text{max}}} - \frac{P_i}{P_{\text{max}}} \right),
\]

where \( \omega_{\text{ref}} \) is the desired system frequency and \( c \) is a coupling gain.
In steady-state operation, the active loading ratios will converge to the same value, which provides active proportional load sharing. In addition, according to (3) all frequencies successfully synchronize to the desired value.

III. DYNAMIC CONSENSUS PROTOCOL

The estimator module at Node $i$ (see Fig. 2) provides the average voltage amplitude across the microgrid. Figure 3 elaborates functionality of the so-called dynamic consensus protocol. This protocol is used as a distributed decision making approach for estimating the average voltage. According to Fig. 3, the estimator at Node $i$, updates its estimation based on

$$E_i(t) = E_i(t) + \int_{0}^{t} \sum_{j \in N_i} a_{ij} (E_j(\tau) - E_i(\tau)) d\tau,$$  

(4)

where $E_i$ is the voltage amplitude of the Source $i$ and $\overline{E}_i$ is the estimation of the average voltage amplitude provided by the estimator at Node $j$. As seen in (4), the updating protocol uses the local voltage, $E_i$, however, no other neighbors measurement is directly fed into the estimation process. Indeed, any voltage variation at any Source, e.g., at Source $i$, would immediately affect the estimation at that node, $E_i$. Given a connected communication graph, the variation in $\overline{E}_i$ would propagate across the network and affect all other estimations. It is shown in [25] that if the communication graph carries a spanning tree and with a balanced Laplacian matrix, all estimations, i.e., $\overline{E}_i$s, converge to a global consensus, which is the true average of the voltage amplitudes across the microgrid. In other words,

$$\lim_{t \to \infty} \overline{E}_i(t) = \frac{1}{N} \sum_{i=1}^{N} E_i(t).$$  

(5)

IV. CASE STUDY

A three-phase AC microgrid test bench, shown in Fig. 4, is adopted to study performance of the control methodology.

The electric network forms a radial connection while the communication network shapes a ring. The underlying microgrid includes four Distributed Generators (DGs), with different rated powers, supplying local loads assisting remote loads. Rated powers of the DGs 1 and 2 are twice those of the DGs 3 and 4. Rated rms voltage (Line-to-Neutral) of the system is 230 V ($E_{rms} = \sqrt{2} \times 230 = 325$ V) with the frequency of 50 Hz. LCL filters are used in the outputs of the DGs to eliminate switching harmonics. Series $RL$ impedances are used to model distribution line impedances. Detailed parameters of the microgrid are listed in Table I. The bidirectional communication network, highlighted in Fig. 4, facilitates cooperation among the DGs. It should be noted that alternative cyber structures with less links could also meet the operational requirements. However, a single spare link is considered to 1) improve the system dynamics and 2) maintain graphical connectivity in case of any single link/inverter failure.

The proposed control strategy is simulated in MATLAB Simulink®. Adjacency matrix of the cyber network, $A_g$, and the coupling gains $b$ and $c$ are,

$$A_g = \begin{bmatrix} 0 & 2.8 & 0 & 2.8 \\ 2.8 & 0 & 2.8 & 0 \\ 0 & 2.8 & 0 & 2.8 \\ 2.8 & 0 & 2.8 & 0 \end{bmatrix},$$

(6)

$b = 2, c = 0.025$. Performance of the cooperative controller is evaluated through subsequent studies:

A. Transient Response to Load Change

All sources of the microgrid are initially commanded with identical voltage set points; $E_i = 325$ V and $\omega_i = 2\pi \times 50$ rad/s. The inner control loops of the driving inverters produce the gating signals according to the desired voltage amplitudes and frequencies.
TABLE I
M ICROGRID TEST BENCH ELECTRICAL AND CONTROL PARAMETERS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Quantity</td>
</tr>
<tr>
<td>$V_{dc}$</td>
<td>DC voltage 650 V</td>
</tr>
<tr>
<td>$E_{m}$</td>
<td>MG voltage amplitude 325 V</td>
</tr>
<tr>
<td>$f$</td>
<td>MG frequency 50 Hz</td>
</tr>
<tr>
<td>$C$</td>
<td>LCL filter capacitance 25 μF</td>
</tr>
<tr>
<td>$L$</td>
<td>LCL filter inductance 1.8 mH</td>
</tr>
<tr>
<td>$Z_{1}, Z_{2}$</td>
<td>Load 1, Load 2 300 + j314 Ω</td>
</tr>
<tr>
<td>$Z_{3}, Z_{4}$</td>
<td>Load 3, Load 4 150 + j157 Ω</td>
</tr>
<tr>
<td>$Z_{12}$</td>
<td>Line impedance 1, 2 $R_{1i} = 1.2 \Omega$, $L_{1i} = 5.4$ mH</td>
</tr>
<tr>
<td>$Z_{23}$</td>
<td>Line impedance 2, 3 $R_{2i} = 0.4 \Omega$, $L_{2i} = 1.8$ mH</td>
</tr>
<tr>
<td>$Z_{34}$</td>
<td>Line impedance 3, 4 $R_{3i} = 0.4 \Omega$, $L_{3i} = 3.2$ mH</td>
</tr>
</tbody>
</table>

Control Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>DGs 1 &amp; 2</th>
<th>DGs 3 &amp; 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{max}$</td>
<td>Rated active power</td>
<td>2200 W</td>
<td>1100 W</td>
</tr>
<tr>
<td>$Q_{max}$</td>
<td>Rated active power</td>
<td>2200 VAr</td>
<td>1100 VAr</td>
</tr>
<tr>
<td>$k_{pQ}$</td>
<td>Q sharing $P$ term</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>$k_{iQ}$</td>
<td>Q sharing $I$ term</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>$k_{v}$</td>
<td>Voltage control $P$ term</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>$k_{i}$</td>
<td>Voltage control $I$ term</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Figures 5 and 6 show the voltage regulation and load sharing performance for $t < 15$ s, where the proposed controller is still inactive. It can be seen that all the voltages are less than the desired value due to the voltage drop across the LCL filters. In addition, the load sharing is compromised. Indeed, sources with less rating deliver more power.

The proposed controller is then activated at $t = 15$ s. The outer voltage feedback loops are activated to compensate for the voltage drop of the LCL filters. In addition, the voltage and reactive power regulators cooperate to generate voltage correction terms, $\delta E_i = \delta E_i^P + \delta E_i^Q$, to ensure global voltage regulation and proportional reactive load sharing. As seen in Fig. 5(a), the average voltage across the microgrid is successfully regulated on the desired value of 325 V, i.e., $1/N \sum_{i=1}^{N} E_{bi} = E_{bi}$. It is noteworthy that although the bus voltages are different than the rated voltage, voltage deviations are kept within an acceptable range. This voltage difference is essential to manage the reactive power flow. Reactive load sharing performance is studied in Fig. 5(b) where the reactive power is shown to be perfectly shared among DGs in proportion to their ratings.

Frequency and supplied active powers of the DGs are presented in Fig. 6. Prior to the controller activation, i.e., for $t < 15$ s, the DG frequencies are all synchronized, however, poor active power sharing is reported. Similar to Fig. 5(b), the DGs with less power rating provide the majority of the load demand. By controller activation at $t = 15$ s, the power regulators have collectively varied the frequencies to gain the desired active power sharing. It should be noted that the power regulator do not deviate the frequency set points in the steady state; however, transient variation of the frequencies tunes the phase angles to navigate the active powers and provide proportional load sharing.

**Fig. 5.** Performance of the proposed controller in case of a load change: (a) Voltage regulation, (b) Proportional reactive power sharing, (c) Voltage correction terms.

**Fig. 6.** Performance of the proposed controller in case of a load change: (a) Frequency synchronization, (b) Proportional active power sharing.
Controller response to step load change is studied next. The local load at Bus 3 is unplugged at $t = 23$ s and plugged back in at $t = 32$ s. As seen in Figs. 5 and 6, global voltage regulation, frequency synchronization and proportional load sharing are perfectly carried out during the load transients. Figures 5(c) and 6(a) show how the voltage, reactive power, and active power regulators respond to load change and adjust the voltage set points and phase angles to maintain voltage regulation and proportional load sharing.

B. Communication-Link Failure Resiliency

Efficacy of the controller is practiced during a step load change with a failed link. The communication Link 3-4 (between DGs 3 and 4) is intentionally disabled at $t = 17$ s. As seen in Fig. 7, the link failure does not impact voltage regulation or load sharing in the microgrid, for that the link failure does not compromise connectivity of the communication graph. Figure 7(a) demonstrates how the graph reconfigures in respond to Link 3-4 failure. It can be seen in Fig. 7(a) that the new graph is still connected, thus, the controller shall remain operative. However, any loss of connection affects the Laplacian matrix and, thus, the system dynamic. Generally, less communication links limits the information flow and slows down the transient response of the system. Load changes are then introduced with the failed link at moments $t = 19$ s and $t = 25$ s. It can be observed from Fig. 7 that the voltage regulation and active/reactive load sharing are successfully handled. However, comparing Figs. 5(b) and 7(c) implies that the system dynamic has slowed down in Fig. 7(c) due to the loss of a communication link. Similarly, Fig. 6(b) shows a faster response in comparison to Fig. 7(e).

C. Loss of a Source

Controller response to a DG failure is an important study since it is a common contingency in microgrids. Accordingly, the inverter driving DG 3 is intentionally turned off at $t = 17$ s to practice loss of the Source 3. Practically, loss of a source follows by the loss of all communication links attached to that particular source. Figure 8(a) illustrates how the communication network reconfigures after the loss of Source 3. It can be seen that the network remains connected and, thus, the controller is expected to remain operational. Figure 8 shows the voltage, frequency, and the supplied powers for all DGs before and after the loss of DG 3. After the loss of this source, the global voltage regulation and frequency synchronization are preserved and the excessive load is proportionally shared among the remaining sources. It may be observed that the active/reactive powers supplied to Bus 3 do not promptly drop to zero. This is due to the low-bandwidth filters applied to the power measurements to smoothen the readings and eliminated undesired noises.

V. CONCLUSION

A cooperative control framework is introduced that handles voltage regulation, frequency synchronization and proportional load sharing in AC microgrids. The microgrid is augmented with a cyber network for data exchange. Each controller broadcasts an information vector to neighbor controllers, to whom it is directly linked in the cyber domain.
Each controller processes local and neighbors’ information through three separate modules: the voltage regulator, the reactive power regulator, and the active power regulator. The voltage regulator uses dynamic consensus protocol to estimate the average voltage across the microgrid, which is further used to implement global voltage regulation. The reactive power regulator dynamically adjusts the local voltage set point through comparison of the local and neighbors’ supplied reactive powers. Similarly, the active power regulator adjusts the local frequency set point through comparison of the local and neighbors’ supplied active powers. Simulation studies show that the proposed controller successfully carries out the global voltage regulation, frequency synchronization, and proportional load power sharing.
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