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General Unified Integral Controller with Zero Steady-State Error for Single-Phase Grid-Connected Inverters

Xiaoqiang Guo, Senior Member, IEEE, and Josep M. Guerrero, Fellow, IEEE

Abstract—Current regulation is crucial for operating single-phase grid-connected inverters. The challenge of the current controller is how to fast and precisely tracks the current with zero steady-state error. This paper proposes a novel feedback mechanism for the conventional PI controller. It allows the steady-state error suppression with no need of additional complex control algorithms such as the synchronous reference frame transformation. Five alternative implementation methods are comparatively evaluated from the viewpoint of the steady-state and dynamic responses. Further, the theoretical analysis done indicates that the widely used PR (P+Resonant) control is just a special case of the proposed control solution. The time-domain simulation in Matlab/Simulink and experimental results from a TMS320F2812 DSP based laboratory prototypes are in good agreement, which verify the effectiveness of the proposed generalized method.
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I. INTRODUCTION

The environmental concerns and electric utility deregulation promote the development of distributed generation and microgrid in a rapid pace [1-7]. These systems using renewable energy sources (RES) have many advantages such as the on-site power production for the local loads. Consequently, the losses of long power transmission lines can be significantly reduced. Typically, a voltage-source current-regulated inverter is used for the power flow control of RES systems [8-11]. One of the most important issues is how to fast and precisely track the current of the grid-connected inverters, trying to avoid the steady-state error.

Many current control techniques have been presented in the past decades, such as hysteresis control [12], [13], one cycle control [14], predictive control [15], [16], Lyapunov-based control [17]. Among them, the proportional integral (PI) control is a simple and widely-used solution. However, it has the disadvantage of having steady-state amplitude and phase errors. By using the synchronous rotating frame, the PI regulator can eliminate the steady-state error associated with stationary frame PI regulators. Nevertheless, it cannot be applied to single-phase systems in a straightforward way. In order to overcome this limitation, some alternative solutions have been presented in [18-20], which uses a 90 degrees delayed signal, the Hilbert transformation, or an all pass filter in order to reconstruct a virtual three-phase system. In this way, it is feasible to obtain a two-phase quadrature signals, similar as a synchronous rotating frame, thus can be possible to apply a conventional PI for each direct and quadrature (d-q) components to achieve the zero steady-state error. The reason of this fact is that d-q components are constant values in steady state. So that PI control can track well those values. Another interesting approach has been reported in [21], which reconstructs the 90-degree phase-shift component from the capacitor voltage and current, instead of the signal delay. However, the abovementioned PI-based solutions require many rotating frame transformations, thus increasing the implementation complexity.

The objective of this paper is to develop an enhanced PI control, which integrates PI control with a simple feedback term to eliminate the steady-state error with no need of additional complex algorithms such as the synchronous reference frame transformations. It has a very simple structure and can be easily implemented in practical applications. In addition, the resonant frequency of the controller is easy to adjust. This is especially attractive for applications like frequency droop controlled MicroGrids, in which the frequency is changed according to the active power participation of each inverter. That means that the output frequency reference of the inverter can change the fundamental and harmonics resonant frequencies of their respective controllers [1]. Other applications can be active power filters, uninterruptible power supplies, and so on.

The paper is organized as follows. Section II presents a brief review of the conventional three- and single-phase synchronous reference frame control strategy. Section III presents the proposed control strategy. Section IV evaluates the performance of the proposed general unified integral controller. Finally, conclusions are provided in Section IV.

II. SYNCHRONOUS REFERENCE FRAME CONTROL

This section will provide a brief review of the three-phase and single-phase synchronous reference frame (SRF) control strategy.
A. Three-phase SRF Control Scheme

It is well known that zero steady-state error control of a dc value can be easily achieved by a PI regulator. However, for an ac value, the steady-state error cannot be eliminated with PI regulator, and the error will depend, among others, on the frequency of the ac value.

In practical applications, there are many ac quantities such as the sinusoidal voltage and current signals. By transforming the time-varying ac signal with the synchronous reference frame transformation, the ac quantity will become dc signal. In that case, the steady-state error can be eliminated by a PI regulator in spite of the frequency of ac sinusoidal signal to be tracked.

Fig. 1 illustrates the block diagram of the conventional three-phase SRF control strategy. First of all, the error ($x_{abc}$) of three-phase ac quantities is transformed into dc quantities with the synchronous reference frame transformation, and then the steady-state error can be easily eliminated by using the integral-based regulator. Finally, the results are transformed back to the stationary frame. Note that, the proportional regulator can be used in either synchronous reference frame or stationary frame in order to enhance the system dynamic response.

![Fig. 1. Three-phase SRF control scheme](image)

B. Single-phase SRF Control Scheme with Virtual Three-Phase Signal Reconstruction

Three-phase SRF control strategy has been widely used in many industrial applications due to its high control accuracy. This approach can also be used in single-phase applications. Indeed, the single-phase ac quantity can be considered as a special case of three-phase unbalanced ac quantities. More specifically, only one phase is considered, while the other two are neglected, as shown in Fig. 2.

![Fig. 2. Virtual three-phase unbalanced ac signals](image)

Therefore, from the theoretical point of view, it seems that three-phase SRF control strategy can be also applied to single-phase applications. However, a special modification of the SRF control strategy should be made to cope with the negative sequence component, which is resulted from the unbalance of the virtual three-phase ac signals. A possible solution is to use the dual SRF control strategy reported in [22]. However, it needs many synchronous reference frame transformations, making its implementation more complex.

In order to avoid many SRF transformations and to simplify the control strategy, many other interesting solutions have been reported. The basic idea is to reconstruct the virtual three-phase (or the two-phase quadrature) ac signals from the single-phase ac signal, named Signal Reconstruction (SR) block.

An intuitive solution to construct a virtual three-phase signal is to delay 120 and 240 degrees the single-phase ac signal, as shown in Fig. 4 (a). In this way, the conventional three-phase SRF control strategy of Fig. 1 can be applied, as shown in Fig. 3.

![Fig. 3. Single-phase SRF control scheme with virtual abc frame](image)

It should be noted that this construction process needs a delay of 2/3 fundamental period. Much delay might endanger the system stability. One possible solution is to delay the single-phase ac quantity by 120 and 60 electrical degrees, and then reverse the 60-degrees-delayed signal, as shown in Fig. 4 (b). In this way, the maximum delay can be reduced from 2/3 cycle (240 degrees) to 1/3 cycle (120 degrees).

C. Single-phase SRF Control Scheme in Virtual Two-Phase Signal Reconstruction

In order to further reduce the delay and simplify the control strategy, another interesting solution has been reported in [18]. The basic idea is to reconstruct virtual two-phase quadrature ac signals by delaying the delay the single-phase ac signal by 90 electrical degrees, as shown in Fig. 5.

![Fig. 4. Signal reconstruction with virtual abc frame](image)

![Fig. 5. Signal reconstruction with virtual αβ frame](image)

In this way, the maximum delay can be reduced from 2/3 cycle (240 degrees) to 1/4 cycle (90 degrees). Then, the conventional three-phase SRF control strategy of Fig. 1 can be applied, as shown in Fig. 6.
As discussed in the previous Section, the SRF control strategy can be extended to single-phase applications with zero-steady-state error, thanks to the signal reconstruction (SR) block. It might be a good solution from a theoretical point of view. However, it still needs many synchronous reference frame transformations, which inevitably increase the computational burden.

In order to solve the abovementioned problem, a general unified integral controller is proposed. It is similar to the PI controller, except for a simple feedback path. The basic diagram of proposed control is illustrated in Fig. 7.

The transfer function in Fig. 7 is given in (1). It can achieve the zero steady-state error control of both dc and ac components. That is the reason we call it the general unified integral controller.

\[ C(s) = \frac{M(s)}{s - j\omega_b} = \frac{k_p s + k_i - jk_p \omega_b}{s - j\omega_b} \]  

(1)

For example, when the control variable is a 0Hz dc component, the coefficient \( \omega_b \) in (1) is set to 0. That is, equation (1) becomes the classical proportional integral controller. And it is well known that PI controller can achieve the zero steady-state error control of dc components.

On the other hand, if the control variable is a 50Hz ac component, the coefficient \( \omega_b \) in (1) is set to 100\( \pi \) to achieve the zero steady-state error control of the fundamental frequency component. In the same way, the coefficient \( \omega_b \) can be set to other values to accurately control the harmonic fundamentals as well.

A. Case study

Fig. 8 shows the schematic diagram of a typical single-phase grid-connected inverter, which is an illustrative example to test the control proposal. Note that, following will focus on the current control, while other issues such as the maximum power point tracking, anti-islanding protection, grid synchronization and leakage current suppression [23-26] are out of scope of this paper.

Assuming that the switching frequency is high enough to neglect the inverter dynamics, the equivalent representation of the single-phase current regulated grid-connected inverter is obtained as shown in Fig. 9, where \( C(s) \) is the current regulator transfer function, \( K \) is the PWM gain, \( T_d \) is the control delay, and \( L \) and \( R \) are the filter inductor and its equivalent series resistor.

\[ \frac{I_g'(s)}{U_g(s)} = \frac{KC(s)}{LT_d s^2 + (RT_d + L)s + R + KC(s)} U_g(s) \]  

(2)

Equation (2) indicates that the grid current \( I_g(s) \) is dependent on the current reference \( I_g'(s) \) and the grid voltage \( U_g(s) \), which can be seen as a disturbance here.

By substituting (1) into (2), the system closed-loop transfer function can be expressed as follows:

\[ A(s) \]

\[ B(s) \]

From (3), we can obtain that the terms \( A(s)=1 \) and \( B(s)=0 \) when the angular frequency of the reference \( I_g'(s) \) and the disturbance \( U_g(s) \) are equal to \( \omega_0 \). That is to say, the regulated grid current \( I_g(\omega_0) \) perfectly tracks its reference. So that, zero steady-state error current regulation is achieved.

B. Parameter Tuning

This section will provide a practical tuning method for the controller parameters. Traditionally, in a PI control the higher is the control bandwidth, the better are the steady-state and dynamic responses. Nevertheless, in practice the high bandwidth usually leads to instability due to the control delay, especially in digital control applications [27]. A practical way to avoid instability is to keep the control bandwidth below one fifth of the sample frequency. For example, the control bandwidth is selected below 2 kHz with the sample frequency of 10 kHz.
For simplicity, the ESR and control delay $T_d$ are neglected due to their small values. The system magnitude-frequency function can be derived from (1) and (2) as follows:

$$T_i(s) = \frac{Kp}{\sqrt{(Ls)^2 + (Kp)^2}}$$  \hspace{1cm} (4)

The following steps are proposed in order to select properly the main control parameters.

**Step 1.** Assuming that only proportional control is activated, i.e. $k_i = 0$, the equation (4) can be simplified as

$$T_i(s) = \frac{Kp}{\sqrt{(Lo)^2 + (Kp)^2}}$$  \hspace{1cm} (5)

It is well known that the bandwidth is defined as the frequency where the magnitude attenuation is -3 dB. If the expected initial bandwidth $\omega_{ib}$ is fixed, the proportional parameter $k_p$ can be calculated from (5) as

$$k_p = \frac{L\omega_{ib}}{K}$$  \hspace{1cm} (6)

**Step 2.** Assuming that the integral control with the simple feedback term is integrated into the proportional control, the magnitude-frequency characteristic can be expressed by (4). If the expected final bandwidth $\omega_{fb}$ is decided, the integral parameter $k_i$ can be calculated from (4) as

$$k_i = \frac{(\omega_{fb} - \omega_{ib})}{K} \left(\frac{2(\omega_{fb} L)^2 - K^2 k_p^2 - \omega_{fb} L}{2(\omega_{fb} L)^2 - K^2 k_p^2 - \omega_{fb} L}\right)$$  \hspace{1cm} (7)

**Step 3.** Evaluate the system stability by confirming that the closed-loop system has no right-half-plane poles.

In this paper, the expected initial and final bandwidths are set to 1 kHz and 1.1 kHz respectively and, thus, the controller parameters can be calculated by the three-step method, yielding $k_p = 0.2$ and $k_i = 80$. Then, the close-loop poles ($-6276.3 - 22.7j$ and $423.7 - 336.7j$) are located on the left half plane, which indicates the system is stable.

**C. Practical implementation of the term 'j'**

In a single-phase grid-connected inverter system, it is very difficult to implement the term ‘$j$’ in Fig. 7. However, the total harmonic distortion of the grid current should be less than 5%, as specified in IEEE Std.929-2000 and IEEE Std.1547. Therefore, in most cases, the fundamental component is dominant, and current harmonics are small enough to neglect. In this case, the term ‘$j$’ can be physically implemented by considering the unity amplitude and 90 degrees phase shift at the fundamental frequency.

Physical implementations of the complex number ‘$j$’ can be classified into two main methods: the time-domain and frequency-domain based methods.

The simplest time-domain method is shown in Fig. 10, where the delay, that is 5 ms, is equivalent to the complex number ‘$j$’ from the viewpoint of the unity gain and 90 degrees phase shift features.

![Fig. 10. Single-phase natural frame control with SR](image)

On the other hand, from the fundamental frequency point of view, ‘$j$’ can be implemented in the frequency domain with characteristics of the unity gain and 90 degrees phase shift at the fundamental frequency by low pass filters or all pass filters, as listed in Table I.

It is our worth to note that the proposed controller will be equivalent to the well-known PR controller [28-30], if the first-order low pass filter is used, as shown in Fig. 11. Therefore PR controller is just a special case of the proposed general unified controller.

**TABLE I.** PRACTICAL FILTERS FOR ‘$j$’

<table>
<thead>
<tr>
<th>Filter Order</th>
<th>Low Pass Filter</th>
<th>All Pass Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>First order</td>
<td>$s + \omega_0$</td>
<td>$-s + \omega_0$</td>
</tr>
<tr>
<td>Second order</td>
<td>$s^2 + \omega_0 s + \omega_0^2$</td>
<td>$s^2 - \omega_0 s + \omega_0^2$</td>
</tr>
</tbody>
</table>

![Fig. 11. Proposed controller when ‘$j$’ is implemented with $\omega_0/s$](image)

We emphasize that the controller in SubSection C is not mathematically equivalent to the controller in Fig. 7 in the entire frequency range, so the transient responses are different, as shown in the following SubSection. However, the characteristics are the same at the fundamental frequency to achieve the zero steady-state error for the single-phase grid-connected inverter.

**D. Performance Evaluation**

As discussed in the previous section, there are five alternative implementation methods of the proposed control. The performance comparison of the five alternative methods will be shown in this SubSection. The comparison criteria used will be the dynamic response, stability and the total harmonic distortion (THD) of the grid current.

It is well known that the system closed-loop poles are useful to study the system stability and transient response. In general, the system is stable if all the poles are located in the left-half plane. When the left-half-plane poles are far away from the imaginary axis the dynamic response became faster.

Fig. 12 shows the dominant poles of the closed-loop system with different solutions. All the methods can ensure the system stability due to the dominant poles located in the left half plane. In addition, it can be observed that three solutions (A, D and E) show slower dynamic response, while the other two solutions (B and C) have faster dynamic response due to their dominant poles further away from the imaginary axis.
On the other hand, the system disturbance rejection characteristic shows the effect of the grid voltage harmonics on the grid current, as following:

$$D(s) = \frac{I_g(s)}{U_g(s)} = \frac{(s-j\omega_0)(T_d s + 1)}{[LT_j s^2 + (RT_d + L)s + R(s-j\omega_0) + KM(s)]}$$

(8)

Note that the harmonic components of the grid voltage mainly consist of a low-order harmonics, and their magnitude may tend to be lower as their frequency increases. Therefore, only the third (150Hz) harmonic of the grid voltage is considered as an example in the following theoretical performance evaluation.

The system disturbance rejection characteristic for different solutions (k=1) is depicted in Fig. 13. It can be observed that solution C is sensitive to low-order harmonics of the grid voltage, while the other three solutions (A, B, D and E) have better grid disturbance rejection capability due to their smaller gains of \(\left| \frac{V_g(s)}{U_g(s)} \right|\).

Table II summarizes the system disturbance rejection characteristic for the low-order harmonic frequencies and the dominant poles as well. It can be concluded that Solutions B and C are better from the dynamic response viewpoint. On the other hand, all of them have similar steady-state performances, while solutions A, B, D and E are slightly superior in terms of grid disturbance rejection capability.

Notice that the system performances of solutions D and E are dependent on the cutoff frequency of filters, more specifically, the coefficient “k”\(^{**}\). From Table II, it can be observed that the system performance tends to be better for Solution D and Solution E. Therefore, ‘k’ should be carefully designed for better performance in practical applications.

Another consideration that should be noted is that the zero steady-state error is achieved on condition that the grid frequency is time-invarying. However, in practical situations the grid frequency may suffer fluctuations, such as in case of weak grids or islanded MicroGrids [1]. In this case, it is recommended that the proposed controller should be adaptively adjusted. For example, the buffer length will be adaptively changed with the frequency when using solution A. Furthermore, some other possible solutions have been reported in [31], which are beyond the scope of this paper.

IV. PERFORMANCE EVALUATION AND DISCUSSION

In order to verify the effectiveness of the proposed control strategy, the simulation and experimental tests are carried out based on a single-phase grid-connected inverter. The system consists of an H-bridge with four IGBTs and two split inductors \((L_1=L_2=3\, \text{mH})\). The dc-link voltage of the inverter is fed with a DC power supply (rated 200V). The system output is connected to the grid through a 220/110-V 3-kVA single-phase transformer. The grid current reference is 5A. The inverter is controlled by a 32-bit fixed-point 150MHz TMS320F2812 DSP platform, and the switching frequency and sampling frequency is set to 10 kHz. In this section, we will provide the performance evaluation results of the proposed control with the five aforementioned alternative implementations, in contrast with the conventional PI controller.
Fig. 14. Test results with PI control. (a) Simulation result. (b) Experimental result.

Fig. 14 (a) shows the time-domain simulation results. It can be clearly observed that the grid current has steady-state errors in both amplitude and phase when using the conventional PI control. On the other hand, the corresponding experimental results are shown in Fig. 14 (b), which are in good agreement with the simulation results. However, the grid current presents a slight distortion, mainly resulting from the distorted grid voltage.

Fig. 15. Test results with Solution A. (a) Simulation result. (b) Experimental result.

The time-domain simulation results in solution A (see Table II) is shown in Fig. 15. It can be observed that the grid current tracks its reference with zero steady-state error after the startup transient within one and a half cycle. In good agreement with the theoretical analysis in the previous sections, there is a 70.2 Hz decaying, oscillating response, which is mainly dependent on the imaginary parts of the dominant, poorly damped low-frequency poles (see Table II). On the other hand, the experimental results are similar of those from the simulation ones, except for the small current distortion, which is due to the background harmonics of the grid voltage.

Fig. 16 shows the simulation and experimental results when using solution B. The zero steady-state error tracking of the current reference can be observed. Note that the transient response of Solution B is about 15 ms, being faster than the solution A. The reason of this is that the dominant poles of solution B are more far from the imaginary axis than those of solution A (see Table II). Therefore, it can be concluded that the steady-state performance is almost the same for both solutions. However, the dynamic performance of solution B is better than the solution A, which is in agreement with the theoretical analysis presented in Table II.

Fig. 17 shows the simulation and experimental results of solution C. As can be derived from Table II, the transient response time of solution C is almost the same as solution B. The reason for this is that the distance of their dominant poles are similarly far from the imaginary axis. On the other hand, there is a 70.8 Hz decaying, oscillating response, which is mainly dependent on the imaginary parts of the dominant, but poorly damped low-frequency poles.
Fig. 17. Test results with Solution C. (a) Simulation result. (b) Experimental results.

Fig. 18. Test results with Solution D ($k=1$). (a) Simulation result. (b) Experimental results.

Fig. 19. Test results with Solution D ($k=10$). (a) Simulation result. (b) Experimental results.

Fig. 18 and Fig. 19 show the simulation and experimental results of Solution D for different coefficients ($k=1$ and $k=10$). It can be observed that the steady-state performance is similar in both cases. However, the transient response of Solution D would be better for higher gain of $k$, as expected from Table II.

The simulation and experimental results of Solution E for different coefficients ($k=1$ and $k=10$) are shown in Fig. 20 and Fig. 21. It can be observed that the steady-state performance is similar for both cases. However, the transient response of Solution E for $k=1$ is the slowest one among all aforementioned solutions, which is in agreement with the theoretical analysis presented in Table II. On the other hand, the transient response is better for higher gain of $k=10$. The reason is that the dominant poles for $k=10$ are far away from the imaginary axis than those for $k=1$ (see Table II).
Table III summarizes the performance comparison between all the cases. In good agreement with the theoretical analysis in Table II, solutions A, D \((k=1)\), and E \((k=1)\) presents slower dynamic response, while solutions B, C, D \((k=10)\), and E \((k=10)\) show faster dynamic response. On the other hand, all of these solutions have similar steady-state error performances, while solutions C and E \((k=10)\) are not preferred from the viewpoint of grid disturbance rejection capability.

Table III

<table>
<thead>
<tr>
<th>Response time</th>
<th>Current THD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 5ms (Solution A)</td>
<td>30ms</td>
</tr>
<tr>
<td>( \frac{\alpha_k}{s} ) (Solution B)</td>
<td>15ms</td>
</tr>
<tr>
<td>( \frac{s - \alpha_k}{s + \alpha_k} ) (Solution C)</td>
<td>15ms</td>
</tr>
<tr>
<td>( \frac{k\omega_0}{s^2 + k\omega_0 s + \omega_0^2} ) (Solution D)</td>
<td>30ms ((k=1))</td>
</tr>
<tr>
<td>( \frac{s^2 - k\alpha_0 s + \omega_0^2 + k\omega_0}{s^2 + k\alpha_0 s + \omega_0^2 + k\omega_0} ) (Solution E)</td>
<td>15ms ((k=10))</td>
</tr>
</tbody>
</table>

V. CONCLUSION

This paper has presented how a simple feedback terms is integrated into the conventional PI controller to eliminate the steady-state error of the grid current at the fundamental frequency without any other complex control algorithms. Five alternative implementation methods of the proposed control are comparatively evaluated from the viewpoint of the steady-state and dynamic responses. Theoretical analysis, simulation and experimental results are in good agreement, which indicates five alternative methods can achieve the zero steady-state error control for the single-phase PV inverter. But their dynamic responses and grid disturbance rejection performances are slightly different. Therefore, a careful selection among five alternative methods should be needed for the high performance control of the single-phase grid-connected inverters. It is recommended that Solution B and D would be good choices in terms of the steady-state and dynamic performances. It should be note that, the total harmonic distortion of the grid current is generally less than 5%, as specified in IEEE Std. 929-2000 and IEEE Std.1547. Therefore, in most cases, the fundamental component is dominant, and current harmonics are relatively small. But when the reference is very small, the harmonic in the current might be comparable to the fundamental. In this case, the proposed control should be modified to control the harmonic component. It needs a comprehensive and systematic investigation, which will be the subject of our future research.
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