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Abstract

Mobile users through wireless networks generate today a large demand in
high-quality data services that is only expected to grow dramatically in the
following years. This future demand will saturate the networks as we know
them today. This becomes critical in scenarios with a very high density of
users, e.g. sports stadiums, where the radio resources are insufficient to de-
liver a good Quality of Experience (QoE). Thus, exploiting techniques that
better use the available resources by exploiting short-range communication
alternatives, e.g. Wireless Fidelity (WiFi), Device to Device (D2D) in Long
Term Evolution Advanced (LTE-A), to allow cooperation between users is at
the crux of delivering the necessary QoE. In this scenario, mobile devices
with any of the previous short-range communication technologies can coop-
erate by forming mobile clouds. These are clusters of devices exploiting a much
faster and reliable communications link to share information. Network Cod-
ing (NC) has proven to be an effective solution in cooperative networks since
it does not require to encode and decode on a hop-by-hop basis as state of the
art erasure correcting codes require since: (i) it is possible to send recoded
packets to a next hop with partial data, i.e. without having decoded and (ii) it
is not required to receive each packet, but just enough coded packets instead.

In this thesis we focused on the design, analysis and simulation of co-
operation techniques based on Random Linear Network Coding (RLNC) for
wireless networks. First, we investigated the operational regimes where co-
operative cellular networks perform better than broadcast cellular networks
in terms of data rate and energy costs and also by considering different
amount of cooperating devices. Two-fold gains or higher are achievable by
our cooperative schemes by transmitting at least two times faster than with
a broadcast scheme. We found that no more than six devices are required to
be in each cloud to obtain these gains. Further, we reviewed code construc-
tions to avoid the inherent RLNC trade-off for the total overhead between
linear dependency or signalling when using a single field size. Our research
permitted us to obtain codes that achieve less than 3% of total overhead in
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our reviewed scenarios, compared to at least 10% when using RLNC. These
works indicate when and how to cooperate between the devices to offload
the network, while keeping a minimum overhead. Second, we evaluated two
transmission policies and a Medium Access Control (MAC) mechanism to in-
crease the throughput and reduce the energy consumption at the devices in a
two-hop decentralized Wireless Local Area Network (WLAN) of one source,
a number of relays and one destination. To achieve this, we developed a soft-
ware framework that allows to analyze these policies in a simple way using
the C++11 Kodo library and the ns-3 simulator. The software tool is publicly
available to the research community as a major contribution. Our results
show that between 50% and 75% gains are achievable by using the recoding
feature from RLNC and an ideal device medium access probability. Our cod-
ing schemes and techniques address key challenges in state of the art cellular
and wireless local area networks to enhance the throughput and reduce the
energy consumption at the cellular Base Station (BS) and the mobile devices
while keeping the total overhead to the bare minimum.

In the following years, the work in this area should focus on how to de-
sign and test practical implementations that show these gains, not only for
current standards, but also for 5G technologies. Other aspects are to review
how these metrics are affected the interference effect when orthogonal chan-
nels are not feasible with the cellular spectrum or review other metrics and
code constructions to have a complete perspective of the solutions. In terms
of the transmission policies, analytical works and simple derived heuristics
from them to review optimal policies for mobile clouds with many devices
to observe the achievable gains of these solutions.



Resumé

Mobile brugere via trådløs netværker genererer i dag en stor efterspørgsel i
høj kvalitet, datatjenester, som kun forventes at vokse dramatisk i de følgende
år. Denne fremtidige efterspørgsel vil mætte de netværk, som vi kender dem
i dag. Dette bliver kritisk i scenarier med en meget høj koncentration af
brugere, f.eks. sport stadioner, hvor radioen ressourcer er utilstrækkelige
til at levere en god QoE. Således, udnytter teknikker for bedre bruge af
de tilgængelige ressourcer ved at udnytte kortrækkende alternativer kom-
munikation, f.eks. WiFi, D2D i LTE-A, for at tillade et samarbejde mellem
brugere er kernen i at levere den nødvendige QoE. I dette scenarie, kan
mobile enheder med en hvilken som helst af de tidligere kortrækkende kom-
munikationsteknologier samarbejde ved at danne mobile skyer. Disse er klyn-
ger af enheder, der udnytter en meget hurtigere og pålidelig kommunikation
link til at dele information. NC har vist sig at være en effektiv løsning i ko-
operative netværker, da det ikke kræver at kode og afkode på en hop-af-hop
grundlag som state of the art sletning korrigere koder kræver siden: (i) det
er muligt at sende omkodet pakker til en næste hop med delvise data, dvs.
uden at have afkodet og (ii) er det ikke nødvendigt at modtage hver pakke,
men bare nok kodede pakker i stedet.

I denne afhandling vi fokuseret på design, analyse og simulering af samar-
bejdsteknikker baseret på RLNC efter trådløs netværker. Først, undersøgte
vi de operationelle regimer, hvor kooperative mobilnetværker udfører bedre
end broadcast mobilnetværker i form af datahastigheden og energiomkost-
ninger, og også ved at overveje forskellige mængder af samarbejdende en-
heder. To-fold gevinster eller højere er opnåelige ved vores kooperative ord-
ninger ved at sende mindst to gange hurtigere end med en broadcast ord-
ning. Vi fandt, at der ikke mere end seks enheder skal være i hver sky at
få disse gevinster. Endvidere, har vi gennemgået kode konstruktioner for
at undgå den iboende RLNC trade-off for den samlede overliggende mellem
lineær afhængighed eller signalering ved brug af et enkelt felt størrelse. Vores
forskning tilladt os at få koder, der opnår mindre end 3% af den samlede

vii



overhead i vores revideret scenarier, sammenlignet med mindst 10% ved
anvendelse RLNC. Disse værker viser, hvornår og hvordan man samarbe-
jder mellem enhederne at losse netværket, og samtidig holde et minimum
overliggende. For det andet, vi evaluerede to transmissions politikker og en
MAC mekanisme til at øge throughput og reducere energiforbruget på en-
hederne i en to-hop decentraliseret WLAN af en kilde, en række relæer og
én destination. For at opnå dette, har vi udviklet et framework der gør det
muligt at analysere disse politikker på en enkel måde ved hjælp af C++11
Kodo bibliotek og ns-3 simulator. Den software værktøj er offentligt tilgæn-
gelig for forskersamfundet som et vigtigt bidrag. Vores resultater viser, at
mellem 50% og 75% gevinster kan opnås ved hjælp af omkodning funktio-
nen fra RLNC og en ideel enhed medium adgang sandsynlighed. Vores
kodningssystemer og teknikker løse centrale udfordringer i state of the art
cellulære og trådløs lokalnet at forbedre gennemløb og reducere energifor-
bruget på cellulære BS og de mobile enheder, samtidig med at den samlede
overliggende til et absolut minimum.

I de følgende år, bør arbejdet på dette område fokus på, hvordan at de-
signe og teste praktiske implementeringer, der viser disse gevinster, ikke kun
for de nuværende standarder, men også for 5G teknologier. Andre aspek-
ter er at gennemgå, hvordan disse målinger er påvirket interferens effekt,
når ortogonale kanaler er ikke muligt med den cellulære spektrum eller gen-
nemgå andre målinger og kode konstruktioner at have en komplet perspektiv
af løsningerne. Med hensyn transmissions politikker, analytiske værker og
simple afledte heuristik fra dem at gennemgå optimale politikker til mobile
skyer med mange enheder til at observere de opnåelige gevinster ved disse
løsninger.
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Introduction

1 Background

Data demand is predicted to growth by a factor of 10 in 2020 from today’s
values by major network providers [1–4]. The use of cellular networks for
data consumption has become widespread due in part to the massive in-
crease in mobile applications and services for content delivery, e.g. Netflix,
YouTube; social networking, e.g. Facebook, Twitter, Snapchat, Instagram; and
cloud computing and storage, e.g. Dropbox, OneDrive, Amazon S3, Amazon
EC2. Further, content delivery networks are expected to carry three-fourths
of all the Internet video traffic by the end of 2020 [1]. Streaming applica-
tions that are based in multicast where a transmitter needs to serve tens,
hundreds or even thousands of receivers are drawing large attention in mo-
bile networks such as LTE-A or WLAN networks such as WiFi. Use cases of
video streaming in highly-crowded scenarios, e.g. sports stadiums, airports,
service-waiting areas or museums, are attractive but also challenging to the
content providers. Serving a large amount of users with unicast schemes
drain the network resources since each user needs a dedicated channel. In-
stead, it would be preferable a scheme where users are served in a broadcast
fashion by synchronizing to it. These types of scenarios pose tight require-
ments to ensure a satisfactoring QoE for all the users. First, video services
require high throughput and low delay to avoid stalling events in the end-
user device. Second, to cope with the users data load, a high-capacity access
network is required to accomodate all the users. Third, an efficient trans-
mission schemes are required to serve them as quick as possible. To address
these requirements, service providers should utilize 4G high-capacity mobile
networks or WiFi networks using a broadcast scheme to serve all the users.

For the network operator, techniques that can offload the service infras-
tructure in a multicast network to cope with such data load, are needed in
order to satisfy the overall demand and reduce the energy consumption at
the BS. Further, given that all end-users experience different channel condi-
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tions in such scenario, there might exist users with a degraded connection
to a BS that increase the delay and reduce the throughput. Instead, a bet-
ter connectivity might be provided by other users either within the cellular
spectrum or through a WiFi network. However, the management of mobile
devices without good cellular coverage but with access to this local network
can potentially be decentralized.

For the mobile user, device internal energy consumption has become a
limiting factor in terms of battery life due to data transmissions. Without a
transmission scheme properly designed for reduced delay and high through-
put, energy consumed by data transmissions can drain the mobile device bat-
tery reducing the time that a device request a service. Besides data transmis-
sions, mobile devices perform much more internal tasks than older devices
from ten years ago and since energy has become critical for the users [5–7].

Therefore, mobile network designers need to consider mechanisms and
techniques that aim for high throughput and low energy consumption both
at the station and the end user devices and that are able to provide data of-
floading from current network infrastructures. An effective solution to this
problem is to consider cooperation between the devices. This approach ex-
ploits short-range communication protocols between the mobile devices, e.g.
WiFi, Bluetooth and more recently D2D in LTE-A within the cellular spec-
trum, to offload the network and improve the mentioned metrics.

1.1 Cooperative Wireless Networks

The concept of cooperation in wireless networks has been investigated before
[8–10]. The main goal is to diminish the amount of communications resources
(data rate, energy or even storage and computational power) to convey an
information of common interest from a transmitter to a set of interconnected
receivers in a multicast fashion. Devices connected in this way form a mobile
cloud [10]. In these prior works, cooperation through WiFi or Bluetooth for
the short-range was always preferable than broadcast in former 2.5G and 3G
cellular networks since the data rates for the short-range were much higher
than the cellular ones. However, the appearance of D2D in LTE-A calls this
assumption into question since both cellular and short range data rates are
comparable. Therefore, it is required to understand when does cooperation
becomes a better choice than broadcast for these scenarios in terms of rate
and energy costs. In Fig. 1, it can be observed a comparison example of no
cooperation and cooperation in a multicast wireless network.

Without cooperation, a purple content is sent to two mobile devices in a
broadcast fashion. This requires a large downloading time and energy ex-
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1. Background
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Fig. 1: Cooperation in Wireless Networks.

penditure to send two copies of the content (one to each device) and ensure
both devices are satisfied. When cooperation is considered, the content now
is split into smaller blue and red pieces where each of them is sent rapidly to
each device. Thus, half the cellular resources are used in this example. Then,
the devices exploit short-range communications (dashed line) by exchanging
their missing pieces. The key underlying idea is for the devices share their
missing information through a faster, short-distance and reliable link where
data rate and energy costs are expected to be higher than in the cellular
network. This increases the total throughput and reduces the overal energy
consumption since the time and energy to distribute the information is re-
duced. From an operator perspective, the information as a whole is quickly
disseminated into the receivers helping the BS to offload data. At the end,
the goal of reducing the use communication resources at the BS is achieved.
In this way, mobile clouds allow to improve the overall network performance
and user experience.

1.2 Device to Device Communications in Mobile Networks

One of the key aspects to achieve the gains proposed by the cooperative
approach is the short-range technology to be considered and its parame-
ters to guarantee a fast and reliable link. Besides WLAN technologies like
WiFi, there has been a large interest in D2D communications integrated into
LTE-A [11–14]. This permits the devices to share data without going through
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the BS network which keeps the idea of data offloading. The work in [12]
proposes a classification of D2D communications. First, according to its spec-
trum use, the communications could be in the cellular network (inband) or
outside in a local network (outband). Second, for inband D2D the commu-
nications could take place in the spectrum of other mobile users (underlay)
or another dedicated only to D2D (overlay). Second, for outband D2D, the
coordination between cellular and local network radio interfaces is either con-
trolled by the cellular BS (controlled) or the users themselves (autonomous).
For network assisted or inband D2D, authors in [15] review the key chal-
lenges to enable D2D services. Device discovery, communications resource
allocation and coordination for these type of communications are handled
by the cellular network. Furthermore, D2D based Proximity Services (ProSe)
have been included in [16] to use them in LTE-A networks for an improved
QoE.

1.3 Erasure Correcting Codes for Multicast Networks

Another aspect that is relevant for cooperation gains in multicast scenar-
ios is channel coding. The dynamics of the wireless medium, propaga-
tion conditions, noise and interference may degradate the received Signal-
to-Interference-plus-Noise Ratio (SINR) thus making reception unfeasible for
some period of time. In the case of packet networks, this leads to erasure
channels where packets are either correctly received or lost. Therefore, to
protect against packet erasures, some redundancy is added with an erasure
correcting code. They are relevant to make multicast applications reliable
since error protection mechanisms with feedback based on retransmissions,
e.g. Automatic Repeat-reQuest (ARQ), are very costly in the case of multiple
users. For example, if we consider a multicast scenario with a 1% packet
loss rate for all the links when transmitting 100 packets to 1000 users, this
means that with high probability all data packets would need to be sent again
at least once more time plus the required Acknowledgment (ACK) packets.
However, adding 10% or less redundancy might be sufficient to complete the
transmission of missing packets to all receivers. Thus, ARQ based schemes
with feedback control through ACK packets are not possible for a large num-
ber of devices.

Different erasure correcting codes might be used for reliable multicast
applications. In the literature, we can find linear block codes such as Reed
Solomon (RS) [17] or Low Density Parity Check (LDPC) [18]. These codes
fix the amount of redundancy to be generated for error correction from the
original data through a code rate which depends on the packet loss rate. Still,
if the packet loss rate varies they may generate too much redundancy or
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even not be able to correct erasures. More recently, Luby Transform (LT)
codes [19] and Raptor codes [20] are more adaptable to the channel condi-
tions than block codes since they always generate redundancy regardless of
the channel conditions, thus being called rateless codes. These latter type of
codes are characterized by being: (i) able to generate a large number of coded
symbols due to the rateless property, (ii) close-to-optimal, requiring a slightly
higher amount of encoded symbols than the original set to decode, and (iii)
able to decode with a subset of coded symbols as long as there are no inter-
dependencies in it. These erasure correction properties among others have
led to consider Raptor codes its standardization in multicast LTE-A networks
through the Evolved Multimedia Broadcast Multicast Services (eMBMS) pro-
tocol [21]. Later, RaptorQ codes from Qualcomm [22] were proposed as an
extension of Raptor codes.

Although these coding techniques are useful for multicast networks, they
pose two major restrictions to apply them in a cooperative approach. First,
this type of coding is made on a end-to-end basis, meaning that for each hop
encoding and decoding is required to be made before sending coded packets
to the next hop. The required code processing for each hop increases the
delay and energy consumption due to computational costs [23]. Second, as
a consequence of the previous, these codes are not composable. Although
there has been constructions composable rateless codes, e.g. distributed LT
codes [24], its operational conditions are very restrictive and thus, impractical
in general. This implies there are no practical forms to create new coded
packets from packets that have been coded previously without decoding in
the case of rateless codes. Because of these limitations state of the art rateless
codes are not ideal erasure correcting codes for cooperative wireless networks
with D2D due to the inherent processing in multi-hop.

1.4 Network Coding for Multicast Networks

Introduced by Alshwede et al. [25], NC appeared as an effective technology
to remove the limitations presented previously. In this work, the authors pre-
sented a new paradigm shift for conveying information in communication
networks. Instead of treating the packets as atomic, unmodifiable units at
the intermediates node in a network, they are regarded as algebraic elements
in a Galois Field (GF) that can be operated on to create new coded packets.
RLNC [26] was introduced by Ho et al. In this scheme, coded packets are al-
gebraic linear combinations of original set of packets from a single data flow.
This type of coding can be made across any node in the network. Further,
RLNC is proven to achieve the multicast capacity from a flow perspective
with very high probability [26, 27]. In this way, instead of typically encoding
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and decoding on a hop-by-hop basis, as it would happen with other erasure
codes, coding is performed on a network basis. Relaying nodes can recode
packets to reduce delay and still take advantage of the data representation
for the next hop. Also, recoding can occur with partial information, mean-
ing that as packets are received from a previous hop without decoding. In
this sense, RLNC appears as the only coding technique that overcomes the
restrictions mentioned earlier in Section 1.3.
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Fig. 2: RLNC encoding process.

As seen in Fig. 2, in RLNC the information to be transmitted is split into
packets which are grouped into sets called generations [28]. Each generation
k = 1, . . . , M consists of g original packets Pi, i = 1, . . . , g used to create new
coded packets as with any Forward Error Correction (FEC) technique from
Section 1.3. For each generation, each coded packet generated is a linear
combination of all the original packets Ci = åg

j=1 vijPj, i � 1. Here, vij is the
coding coefficient that multiplies packet j in the process of creating packet i.
The coefficients are picked uniformly at random from GF(q) where q is the
field size. All the operations are properly defined under the arithmetics of
GF(q).

After creating a coded packet, it is necessary to signal the coding co-
efficients utilized for encoding to the decoder. The signalling method that
guarantees potential recoding without major caveats, is to append each cod-
ing coefficient used to create that coded packet as overhead. For each coded
packet there is an overhead of jvij = åg

j=1 log2(q) = g � log2(q), [bits] 8i.
To get the original packets, a decoder only needs to collect any set of g lin-

8



1. Background

early independent coded packets to create a g � g matrix with the coding
coefficients and perform Gaussian elimination [29] to solve the linear equa-
tions made in the encoding process. Depending on the field size and even
considering no packet losses, the amount of transmissions required to collect
g linearly independent coded packets might vary. This is due to linear de-
pendency which refers to the amount of linearly dependent coded packets
that are generated during the transmission process. As more linearly inde-
pendent coded packets are received during the transmission process, linearly
dependent coded packets are generated more frequently towards the end of
the transmission.

Despite being a relatively recent technology, practical applications of RLNC
started to appear a few years after its inception. The work of Chachulski et
al. in 2007 considered Multipath Opportunistic Routing Engine (MORE) [30],
the first protocol using RLNC which showed different achievable gains in
real wireless mesh networks. Different areas with RLNC use cases can also
be found in [29]. Also, RLNC has found applications in areas such as: Peer to
Peer (P2P) networks [31], distributed storage [32] and network coding based
Transmission Control Protocol (TCP) [33]. Moreover, standard software li-
braries have appeared such as Kodo [34], a network coding C++11 library
whose purpose is to ease the development of protocols using RLNC.

1.5 Network Coding for Cooperative D2D Networks

For reliable multicast, various works have been made to quantify the gains
of broadcast with RLNC against other transmission schemes in terms of era-
sure codes, feedback possibility and transmission policies. Among these,
it can be mentioned: throughput and delay gains of reliable multicast with
RLNC [35], time division duplexed channels [36, 37], (implementation on real
devices [38] and protocols with resource allocation of multicast RLNC based
networks [39–41]. Similar to fountain rateless codes, the key underlying idea
is that RLNC creates indistingueshable coded packets helping many receivers
to recover different lost packets at the same time. At the end, this capability
helps all the end-users to obtain the required data much faster increasing the
throughput.

Different from other erasure correcting codes, RLNC is well-suited for
multicast cooperative networks due to its recoding capability. Using RLNC
allows to create recoded packets on-the-fly, meaning as soon as previously
encoded packets are received at a node [23, 42, 43]. RLNC does not incur in
processing delays required by decoding and encoding new packets such as
conventional erasure correcting codes as mentioned earlier. This feature has
made RLNC an alternative code in cooperative networks. Studies that have
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considered multicast cooperative mobile clouds with RLNC have been related
to: cooperative mobile clouds for energy reduction [44], social mobile D2D
clouds [45] and optimal transmission policies for broadcast and cooperation
between unicast D2D pairs [46, 47]. Although very diverse, these studies
have focused mostly in D2D pairs or standard RLNC solutions while omitting
posible improvements both allowing the devices to multicast and considering
alternate code constructions. Moreover, these studies assume that the D2D
links are faster which could not be the case with new advances in mobile
networks.
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2 Thesis Outline

In this section, we define the observed challenges from the state of the art in
the area and which are our proposals to solve them. Based on this, we define
the thesis objectives to go beyond the state of the art. At the end, we describe
the research lines to attains these goals. The particular contribution of each
paper of the thesis and its related publications are detailed in Section 3.

2.1 Challenges in the State of the Art

Currently from the state of the art, different problems were identified from
both prior work and observations during the thesis. These occur at different
levels of the cooperation process when sending a content from the BS to
the mobile devices. These problems pose specific technical challenges. The
problems addresed in the thesis were: (i) which transmission schemes do
the device use to cooperate, (ii) how many should cooperate, (iii) which are
ideal codes to achieve a high throughput and low energy consumption at the
devices and the BS and (iv) how should the devices be scheduled to transmit
once the schemes are defined. Therefore, we describe the major challenges
posed by these problems and how they were addressed during this research.

1. Cloud Sizes: From Unicast D2D Pairs to Multicast D2D Multi-Hop
Clouds

The state of the start has considered the use of short-range communica-
tion technologies to establish unicast transmission between pair of devices to
download a content and reduce the total completion time from a BS [46, 47].
To observe potential gains in these scenarios, we investigated the potential of
multicasting to more devices inside the mobile cloud to cooperate in papers
[A], #[1] (from the co-authored) and [B]. To understand the potential gains,
Fig. 3 presents the benefits of increasing the amount of devices that cooperate
to share a content. The figure considers a scenario similar to the presented in
Fig. 1. It indicates the mean total number of transmissions required to decode
a batch of g packets coded with RLNC in a multicast network of a BS and
N devices vs. the number of devices cooperating inside each cluster (cloud
size) Nu. Thus, there are d N

Nu
e clusters and 1 � Nu � N. This figure presents

the spectrum of cooperation since Nu = 1 represents the case of broadcast,
i.e. no cooperation between neighboring devices; Nu = N represents full
cooperation of one cloud with all the devices and all other cases represent
variable degrees of cooperation of various clouds with some devices.
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For this reference scenario, it is assumed that all the packet erasures are
independent and identically distributed. Also, all the devices present the
same packet erasure probability e for simplicity. It is also assumed that all
devices have connectivity with the BS and are fully connected through a
short-range orthogonal communications channel, e.g. D2D, WiFi network,
etc. The packet erasures of the links inside the cloud are also independent
and identically distributed with probability e0. Also, we consider the case
where N � g. After some transmissions have been made from the base
station, the devices share locally coded (or recoded) packets in rounds with
broadcast with RLNC in a coordinated fashion. An orthogonal channel is
used to recover from the packet erasures when the BS transmitted. By re-
viewing the scaling laws of this metric in [35] and analyzing this scenario,
some trends can be obtained.
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Fig. 3: Total number of transmissions trends vs. Cluster size.

First, the mean total number of transmissions of broadcast with RLNC of
N devices, homogeneous packet erasure probability e and N � g scales as
log 1

e
(N) [35]. This is the value at Nu = 1. Second, the blue curve models

the mean number of transmissions that the BS makes. As Nu ! N, the
number of transmission from the BS approaches to the bare minimum g.
This occurs because the probability of not receiving a packet in a cloud is eNu ,
which vanishes rapidly for increasing Nu. Third, the red dashed curve stands
for the total number of transmissions of the devices. This curve accounts
for both the transmissions from the BS and inside each cloud. When the
clouds are small, the amount of transmissions from the BS diminish more
rapidly than the amount of transmissions inside each cloud. However, after
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some amount of devices per cloud, adding more devices does not reduce
the amount of transmissions from the BS significantly. Instead, this only
increases the amount of transmissions within the clouds. As Nu ! N, the
total number of transmissions of the devices approaches to the maximum
possible, g + log 1

e0
(N � 1) since at least one device is transmitting at every

round.

Currently, the state of the art considers using either Nu = 1 or Nu = 2
since it is not considered to multicast to many devices with RLNC. More
important, from Fig. 3 it can be observed that an optimal cloud size exists
to reduce the number of transmissions. This value also represents the opera-
tional point of highest throughput and lowest energy consumption vs. other
designs with a different cloud size. Therefore, the regimes and conditions to
achieve these values were investigated by looking when is cooperation better
than broadcast in terms of the ratio of the data rates of the cellular links and
between the D2D links. We also varied the amount of devices with connec-
tivity to the cellular network inside a cloud.

2. RLNC Performance Parameters: Design Trade-Off

There has been different studies that addressed the impact of RLNC param-
eters in its performance, i.e. the generation size g and the field size q, in both
theoretical and practical applications with mobile devices [36, 38, 48–51]. The
generation size affects the algorithmic complexity of both encoding and de-
coding. The computational complexity of encoding RLNC packets scales as
O(g), i.e. linear, since it involves g multiplications and g� 1 sums. For the
decoding, Gaussian elimination is of cubic complexity O(g3) in principle,
given the inversion of a square matrix of size g. However, a structured Gaus-
sian elimination implementation for RLNC can achieve O(g2) for g < 512 as
reported in [51]. Given that the field size effects are diverse, we summarize
them in Table 1 which shows the effects of the field size for two principal
regions: low and high field sizes. The criteria to separate them has been to
consider a field size as high for values higher than 28 for reasons that will
be explained below. The table also displays various metrics to evaluate the
performance of the code.

As mentioned in Section 1.4, more linearly dependent coded packets are
generated towards the end of the transmission process. Dependent packets
are useless since they provide no new information to the decoder and are
discarded. Once g � 1 independent coded packets have been received, the
probability of generating a dependent coded packet is 1

q [36, 49, 50]. For the
binary field, i.e. GF(2), there is a 50% chance of generating useless packets.
In the case of GF(28), this chance reduces to less than 0.5% making it de-
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Table 1: Field size effects in the code performance.

q Linear
Dependency

Signalling
Overhead Major

Contributor
Field

Complexity

< 28 High Low
Linear

Dependency
Low

� 28 Low High Signalling High

preciable in practice. In terms of the generation size, the linear dependency
effect can be observed on the average amount of transmissions for decoding.
For GF(2), g + 1.6 transmissions on average are required to decode the origi-
nal set, whereas for GF(28) this value can be approximated to g for practical
purposes.

Signalling is interpreted as the amount of bits required to represent the
coding coefficients. These bits are attached to each coded packet and for each
original packet [48]. We referred to this value previously as jvij = g� log2(q)
which grows linearly with g and logarithmically with q. For GF(2), only
1 bit per packet is required to be included in each coded packet to signal
the coding coefficients. However, for fields sizes of q = 28 = 256 or higher,
one byte or more are necessary for each original packet to signal its coding
coefficients. Therefore for high generation sizes, high fields could potentially
make the amount of signalling much larger than the original packet size.
Thus, overhead accounts for both effects of the linear dependency and coding
coefficients signalling respect to useful data. In Table 1, it has been specified
which is the effect that accounts for most of the total overhead in the specified
region. For low fields, most of the overhead comes from linear dependency
effect , but for higher field sizes the signalling from the coding coefficients
becomes critical.

Finally, field complexity accounts for the computational cost and time
required for the operations in GF arithmetics required to process the data.
Besides algorithmic complexities, the field utilized to operate on the data
affects the code performance in terms of time and energy spent on processing.
The binary field poses a low computational burden on the device carrying the
operations since modulo-2 operations are XOR/AND operations. However,
increasing the field size requires to define and operate with new arithmetics
which incur in higher processing times. Thus, a proper field size for mobile
devices is important to ensure a satisfactoring code processing speeds [38, 51].

In terms of mobile applications, all of these aspects relate to the through-
put and energy consumption. Ideally, parameter configurations that achieve:
(i) low number of transmissions required to decode, (ii) low total overhead
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and (iii) low field complexity are desirable. Such code performance metrics
would lead to the goal of high throughput and low energy consumption at
the mobile devices and the BS. However, as seen from the previous descrip-
tion, these objectives are conflictive posing a trade-off for using only RLNC in
our scenario. Since most of the state of the art in this network coding area
considers RLNC as its erasure correcting code, other code constructions that
avoid the presented trade-off should be considered in order to achieve the
previous goals.

3. Evaluation of Transmission Policies in Wireless Local Area Networks

In order to obtain rules to schedule transmitters in multicast scenarios with
RLNC, the works in [46, 47, 52] have evaluated the cases of: (i) multicasting
to D2D cooperative pairs and (ii) multicasting to a pair of nodes sharing a
unidirectional unicast link in the presence of interferers. In these works, the
theoretical problem of finding the ideal policy reduces to solving a Markovian
Decision Process (MDP). However, obtaining the best policy poses a compu-
tational burden that is unfeasible in real networks, thus requiring the appli-
cation of heuristics that are evaluated in self-defined numerical simulators or
even implementations. Using these simulators to evaluate heuristics could
potentially not be maintenable or reusable slowing the design process of the
protocol developers. Moreover, these protocols assume that the devices have
been assigned orthogonal communication resources. Nevertheless, in scenar-
ios of this type, devices may access the medium in an uncontrolled manner
thus requiring the evaluation of a decentralized access method. Therefore, we
considered a software framework developed in paper [C] for the ns-3 simu-
lator [53] which is well tested, supported and maintained. The purpose is to
have a standard simulation environment to evaluate simple heuristics as we
made for two transmission policies of a network with various relays in paper
[D] and for a reliable multicast demo in paper #[2].

2.2 Objectives

Based in the previous challenges, this thesis pushes the state of the art by
using multicast D2D mobile clouds in cooperative wireless networks with
RLNC and other network codes since current techniques focus mostly in D2D
communications based in unicast pairs with either RLNC or non-composable
rateless codes. Therefore, the objectives of this thesis are to:

1. Define the regions and conditions in terms of the energy, data rate
costs but also code parameters, where cooperation with RLNC pro-

15



vides a better performance than broadcast with RLNC in terms of data
throughput and energy consumption at the BS and the mobile devices.

2. Study the dominating regimes and ideal cloud sizes to observe if there
exists ideal values for high system throughput and low energy con-
sumption for multicast D2D cooperative clouds as described in Sec-
tion 2.1.

3. Propose and study code constructions that overcome the RLNC trade-
off and achieve the goals described from Section 2.1. In this sense,
the objective is to find codes that permit to retain the low coding co-
efficients overhead from a low field size, but also the low number of
transmissions overhead from high fields.

4. Study the effect of transmission policies under a WLAN scenario in
an easy-to-deploy manner. In this case, medium access mechanisms
to avoid interference should be considered. Also, the use of standard
simulation tools that are reusable for the research community and well
maintained is desired.

2.3 Research Lines

To achieve the previous objectives and based on the concepts of multicast
D2D communications with network coding in cooperative wireless networks,
we followed the research path shown in Fig. 4. The figure shows the evolu-
tion from current multicast networks to our proposal. Existing 4G mobile net-
works offer to work with a broadcast scheme, e.g. LTE-A eMBMS to address
streaming services. As mentioned earlier, this scheme does not allow cooper-
ation and may utilize either rateless codes or RLNC for FEC at the application
layer. Thus, the current state of the state proposals have evaluated coopera-
tion techniques based in D2D pairs. However, as seen from Section 2.1, using
more devices to cooperate has significant advantages. Moreover, as described
in Sections 1.3 and 1.4, only RLNC can be applied to avoid the caveats from
end-to-end rateless codes. Still, as mentioned in Section 1.4, RLNC codes
present a trade-off between linear dependency overhead, signalling overhead
and field complexity.

Our proposal focuses on the rightmost diagram of Fig. 4 where we have
indicated the thesis papers that review the objectives mentioned in Section 2.2.
We divided the research in two major lines to achieve the objectives pre-
viously stated which we describe below. The first line goal was to obtain
network codes and operational regimes for cooperation in inband underlay
D2D multicast cellular networks to enhance the throughput, reduce the en-
ergy consumption from the BS and the mobile devices, but also minimize the
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total overhead from RLNC. The second line goal was to investigate transmis-
sion policies for mobile devices in a decentralized multi-hop WLAN to also
improve the previously mentioned metrics in this type of networks utiliz-
ing simulation frameworks that could be reproducible and are well accepted,
tested and maintained.
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Fig. 4: State of the Art and Thesis Proposal.

1. Network Code Constructions and Regimes in Multicast Cooperative
D2D Cellular Networks

Given the increase of data rates in cellular networks such as LTE-A, we first
addressed the question of when is it reasonable for a set of devices to cooper-
ate when downloading a multicast content in a cellular network. The under-
lying reason is that there has been improvements on the cellular data rates
that had approached them to the order of local area network data rates. Thus,
in paper [A], we investigated which are the regions where cooperation with
RLNC achieves a better perfomance than broadcast with RLNC in terms of
the data rate and energy costs for each transmission, to address objective 1 of
the thesis proposal in Fig. 4. To do so, we reviewed two RLNC based schemes:
broadcast and full (single cloud) cooperation with different parameters since
we wanted to observe the spectrum of cooperation. We considered a variable
of number devices with cellular connectivity which we referred as heads since
they transmit to the devices without connectivity, i.e. the non-heads. For the
latter scheme, multicast D2D communications take place within the cellular
spectrum in a round-robin coordinated manner for the devices to distribute
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their content. We considered the problem of reliably transmitting a batch of
g packets using RLNC with a field size q in a time-slotted system. We con-
sidered independent heterogeneous packet erasure rates on the links from
the source to the receivers to derive the expressions, but evaluated them to
the same value for simplicity. For the local links, we considered bidirectional
symmetric channels with the same packet erasure rate. We modeled both
the throughput and the energy consumption as function of the number of
transmissions required to decode for both schemes and found its analytical
distributions. Later, we assignated a cost to each transmission according to
values from the state of the art. We defined the cooperation gains as the
regions where the cooperation scheme incurs in less transmissions than the
broadcast scheme and calculated them with numerical simulations. From this
work, we observed that codes with standard generation size and high field
size, provided a reduced amount of transmissions translating into at least two
fold gains for the throughput and energy consumption by just transmitting
with data rates two times higher in the local area network than in the cellular
network. However, in this work we did not include the effect of the signalling
due to the coding coefficients which will reduce the gains mentioned metrics
impacting in the choice of a coding scheme but at the expense of including
overhead due to the coding coefficients used in RLNC.

In paper [B], we extended the analytical framework from paper [A] in
various aspects. First, we include all the cooperation spectrum mentioned
in Section 2.1 by considering various mobile clouds with a variable num-
ber of heads per cloud to address objective 2 from the proposal diagram of
Fig. 4. Second, we refined our model by defining our network as an inband
underlay D2D mobile network. Thus, we considered that any interference is
managed in these scenarios by an arbitrary resource allocator from the cellu-
lar network. Hence, the interference is prevented under pre-defined network
planning. We also consider how to make our system reliable in a practical
manner by including simple feedback rules. To overcome the RLNC trade-off,
we evaluated code constructions to optimize and reduce the total overhead
from both redundant transmissions and coding coefficients to address ob-
jective 3 from our proposal in Fig. 4. We considered the employment of
Telescopic Codes (TC) [54] which are a very recent advances on the state of
the art and had not been considered for these scenarios. We extended further
our analytical framework to include these codes and observed that RLNC is
a special case in our framework. Finally, we analyzed the possible D2D co-
operative cloud (cluster) sizes to observe the operational regimes first with
heterogeneous sizes and finally with homogeneous sizes. We found that a
homogenenous cloud size provides the best possible scenario to improve our
metrics. Our results achieve a total overhead of less than 3% with respect to
a 10% when using RLNC.
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2. Transmission Policies in Wireless Local Area Networks

To evaluate transmission policies in a simple and reproducible fashion, we
first made a software framework with the ns-3 simulator [55, 56] in paper
[C]. The purpose of the framework was to enable network coding simula-
tions with the Kodo library in standard open source simulators aimed for
the research community. For this work, we reviewed the state of the art in
terms of simulators aimed for network coding applications. We found that,
although there were initiatives in this area, there was missing a proper simu-
lation tool for the network coding area deployed in standard frameworks that
is well supported, tested and maintained. Thus, we considered using the ns-3
simulator with Kodo as an external library that provides the network coding
functionalities. We indicated how to do this procedure. To date, this source
code is maintained with the most recent and stable version of ns-3. This soft-
ware consists of a set of examples broadcast and multi-hop networks using
network coding to transmit a batch of packets since these were our cases.
Nevertheless, we indicate to any developer user how to make their own ex-
amples in [55]. For beginner users, we created a ddescriptive tutorial in [56],
that shows how to run the examples and what do they simulate. The exam-
ples deploy a protocol stack over ns-3 using its implementation of the Open
Systems Interconnect (OSI) layer protocols. We implemented a RLNC cod-
ing layer using Kodo above an User Datagram Protocol (UDP) socket layer.
Our implementation uses the Kodo and ns-3 Application Programming In-
terface (API) through C++ classes that are helpers to represent our network
topologies. We tested the validity of this framework by comparing a very
large set of simulations with different parameters against theoretical values
of the same scenarios observing great accuracy. This project was presented to
the ns-3 research community in the conference were paper [C] was presented
having great acceptance and today the framework is available online in the
mentioned link.

With the software framework from paper [C], in paper [D] we reviewed
two transmission policies for a set of N D2D cooperating relay devices with-
out inter-connectivity to provide data services to an end device. We made
this to address objective 4 from the proposal diagram of Fig. 4. We made
this approach since we first considered a device without connectivity cov-
ered by only one cloud in our previous works. In this case, we removed
this restriction by considering that many devices may reach an end device
through a local network. However, this implies that interference should be
avoided with a MAC mechanism in a decentralized manner, given that two
or more devices may transmit at the same time. We considered independent
packet erasure rates for all the links. Although, we evaluated them to ho-
mogenoeus values for each hop to have less complexity in our results. For
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this scenario, the transmission policies between the relays and the end device
were: (i) a random forwarding scheme and (ii) recoding with RLNC since
we wanted to investigate the gains due to recoding. For these policies and
our MAC, each relay senses the wireless medium and transmits with prob-
ability pi, i 2 [1, N] and only if it receives a packet from the BS to avoid
sending redundant packets. We evaluated pi = p, 8i to keep the analysis
simple and give all the devices the same priority. Later, we made an exten-
sive set of ns-3 simulations, 103 for each combination of parameters including
packet erasures, number of relays and field sizes; to compare these policies
in terms of source, relay and total transmissions required to decode at the
destination. Our results showed that ideal access probabilities reduce the
number of transmissions. Lower access probabilities below the optimal value
increase the number of transmissions from the source to the relays, whereas
higher access probabilities above the optimal value increase the number of
transmissions from the relays to the destination. These findings allowed to
verify policies in reproducible settings which otherwise would have required
extensive mathematical analysis. Also, these results show that it is possible
to achieve between 50% and 75% gains by enabling recoding and using an
access mechanism that assigns equal probability to all the devices in the local
network.
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3. Thesis Contributions

3 Thesis Contributions

3.1 Paper A

On the Throughput and Energy Benefits of Network Coded Cooperation
Néstor J. Hernández Marcano, Janus Heide, Daniel E. Lucani, Frank H.P. Fitzek
2014 IEEE Cloud Networking Conference (Cloudnet). IEEE Press, p. 138–142.
Pages: 5.

Motivation

The benefits of using network coded cooperation in multicast networks for
enhanced throughput and reduced energy consumption have been studied
in the literature before. However, all prior works assume that the short range
links used to cooperate provide a faster and more reliable interface to share
missing data packets in a cloud of devices. Given that the achievable rates
in cellular networks with former technologies (2G, 3G) were low when com-
pared with for example WiFi, this assumption was reasonable. However, as
new emerging technologies such as LTE-A have appeared, this assumption
might not be true anymore. Moreover, new proposals in LTE-A consider
using D2D communications within the same frequency bands of the cellular
connections. This opens the possibility that the achievable data rates for coop-
eration are the same or possibly less than the cellular connections. Therefore,
the goal of this work is to obtain the regions where cooperative transmis-
sion scheme with network coding provides a faster throughput and a lower
energy consumption than broadcast scheme with network coding.

Paper Content

This work considers a system for multicasting a batch of packets using RLNC
to a cloud of devices in a heterogeneous cellular network. To disseminate the
batch, two transmission schemes are evaluated: Broadcast with RLNC and
cooperation with RLNC. For the cooperative scheme, two phases to obtain
the data packets are considered. First, all the packets are transmitted to the
cloud where it only matters for a packet to arrive at least at one device. Sec-
ond, the devices share turns to distribute their packets around the whole
cloud. For both schemes, the distribution of the random number of transmis-
sions required to decode the batch is calculated. This permit us to compute
the average throughput and energy consumption for transmitting and decod-
ing the batch by assigning rate and energy costs. We include an analysis of
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the costs by varying their respective ratios for each scheme for a wide range
of packet erasure rates to observe the regions where coooperation presents a
better performance than broadcast.

Main Results

In this paper, we showed that a cooperative scheme with network coding
provides larger throughput gains than broadcast if the data rate in the local
stage doubles the cellular stage one and a large number of devices in the
cloud cooperate. Moreover, if the data rates are the same (a possibility when
using LTE-A), cooperation still is a preferable choice than using broadcast.
For the energy consumption, cooperation is desirable if the energy cost of
transmitting a packet in the local stage is the same or less than in the cellular
stage. Also, the number of devices with cellular connectivity control a trade-
off for the throughput and the energy. A cloud with many devices is more
reliable, thus enhancing the throughput. A cloud with less devices with
cellular connectivity consumes less energy since there are less devices that
need to operate in both stages of the cooperation process.

Related Publications

The analytical framework for this paper is largely extended in paper #[1] of
the co-authored papers and paper [B] for other coding schemes and scenarios.

22



3. Thesis Contributions

3.2 Paper B

Throughput, Energy and Overhead of Multicast Device-to-Device Com-
munications with Network Coded Cooperation Néstor J. Hernández Marcano,
Janus Heide, Daniel E. Lucani, Frank H.P. Fitzek
2016 Wiley Transactions on Emerging Telecommunications Technologies (for-
mer European Transactions on Telecommunications). Special Issue: Emerg-
ing Topics in Device to Device Communications as Enabling Technology for
5G Systems (ETT). Wiley Press, 2016. pp. 1–17
Pages: 17.

Motivation

To increase the transmission rate of total coded packets and reduce the energy
consumed by them, RLNC is utilized to reduce the number of transmissions
required to correctly receive a batch of packets. To transmit as less coded
packets as possible, practical field sizes of q = 28 or higher could be of in-
terest. However, for a receiver to be able to decode an encoded dataset, each
coded packet the coding coefficients used to create it are appended as sig-
nalling. Thus, using a very high field could incur in large signalling. If not
properly designed, this might reduce the throughput and increase the en-
ergy consumption since the amount of bits for the coding coefficients could
be larger than the original packet size. This presents a trade-off in the ideal
code selection for data dissemination in a wireless network. Therefore, the
first objective of this work was to analyze and apply new proposed codes
the avoid the tight trade-off when using RLNC in order to optimize for the
throughput and energy in cooperative and broadcast networks. Also, in pa-
per A it was assumed a single fully-connected cloud containing many devices
which could be difficult to obtain in practice. Thus, the second objective for
this work was to observe the effects of considering many cloud of different
sizes.

Paper Content

We review and analyze the application of TC, a recent coding scheme pro-
posed in [54], that permit to obtain the best possible trade-off for minimal
overhead when using various fields in the coding scheme design. Here, we
defined the overhead in terms of both the average number of transmissions
required to decode and the signalling from the coding coefficients. We pro-
vide a full mathematical framework to analyze the number of transmissions
required to decode for Telescopic Codes, that considers RLNC as a special
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case. Later, we analyze the operational trends when considering different
cloud sizes. To perform this comparison, we separated the analysis for the
cellular and local stage and observed which was the dominating effect.

Main Results

Our proposed schemes attain less than 3% of total mean overhead. This is
fairly lower than what can be achieved with RLNC schemes in most of the
considered cases and achieving at least 1.5-2X reductions in the total over-
head. For the cloud sizes: In the cellular stage, the smallest cloud contributes
the most to the total transmission time. In the local stage, the biggest cloud
contributes the most to the total transmission time. The homogenous cloud
size is the one that provides the minimum amount of transmissions since all
clouds take the same amount of time to distribute the data. Furthermore,
there is an optimal number of devices per cloud for the homogenous case.
Finally, we include a comparison of all our results.

Related Publications

A study only focusing on the benefits of TC was presented in paper #[1] but
the full analytical framework with the cloud size analysis is in paper [B].
This framework covers RLNC as a special case which was treated in pa-
per [A]. Currently under preparation, paper #[5] considers the interference
effect when no frequency planning is possible only for the broadcast scenario.
As side projects, the frameworks from papers #[3] and #[4] would permit to
evaluate the proposed solutions with real devices.
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3. Thesis Contributions

3.3 Paper C

Getting Kodo: Network Coding for the ns-3 Simulator Néstor J. Hernández
Marcano, Morten V. Pedersen, Péter Vingelmann, Janus Heide, Daniel E. Lucani,
Frank H.P. Fitzek
2016 ACM Workshop on ns-3 (WNS3). ACM Press, p. 101–107.
Pages: 7.

Motivation

In previous works in the network coding literature, the C++11 Kodo library
from Steinwurf has been utilized to make real implementations of network
coding protocols possible for both the research and industrial communities.
While network coding protocols are evaluated in a development process, the
simulation stage helps to verify the mathematical analysis, rethink the mod-
eling if observing unexpected effects or accept a design. In the research com-
munity, the ns-3 project goal is to establish an open network simulation en-
vironment for research. The ns-3 simulator provides the framework to repre-
sent standard technologies, perform debugging, code testing and documen-
tation that eases the simulation workflow. Although there has been various
initiatives to develop simulations tools in the network coding environment,
most of these: (i) are outdated in terms of maintenance and/or functional-
ities, and (ii) are hard to integrate with standard technologies. Up to this
point, there were no network coding libraries that are well-tested and main-
tained to interact with equivalent network simulation environments such as
ns-3. In this work, we provided a set of examples compliant with ns-3 using
Kodo as an external library for network coding, where we verify known and
expected results from the literature. The purpose of the examples is to serve
the research community as the starting point to make their relevant network
coding simulations with standard technologies.

Paper Content

First, we presented the theoretical aspects of the encoding, decoding and re-
coding operations in RLNC and some application scenarios are mentioned.
Second, we described the ns-3 examples project using Kodo and give refer-
ences to setup guides and tutorials for the reader. We provided the sequential
steps to get a Git repository with the examples. Third, we showed how we
coupled the Kodo library with ns-3. To achieve this, we introduced a coding
layer in an UDP / Internet Protocol (IP) model in ns-3. The network coding
operations are implemented by the high-level Kodo C++ bindings. These are
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software-wrappers that allow to manage the library in a much simpler way.
Later, we describe our three simulation examples that consider two different
network topologies. Here, we also indicated how does Kodo interact with ns-
3 through two topology helpers. Fourth, we considered an extensive set of
ns-3 simulations to verify the model accuracy when compared to theoretical
known results.

Main Results

This papers presents ns-3 simulations based on a functional software frame-
work that is available for the research community. The simulations show
the Probability Mass Function (pmf) of the distributions for the number of
transmissions required to decode for different topologies and system param-
eters. A large number of simulations, 103, were made in each scenario to get
sufficient statistical results. The presented results show the simulations and
analytical results match with very high accuracy.

Own Related Publications

This paper provides the ground simulation setup that utilized when analysing
the system in paper [D] and paper #[2].
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3. Thesis Contributions

3.4 Paper D

On Transmission Policies in Multihop Device-to-Device Communications
with Network Coded Cooperation Néstor J. Hernández Marcano, Janus Heide,
Daniel E. Lucani, Frank H.P. Fitzek
2016 IEEE International European Wireless Conference (EW2016). IEEE Press,
p. 350–354.
Pages: 5.

Motivation

Due to increasing data demands in upcoming technologies, a single hop will
not be sufficient to reach an end-user from the source of information, given
the amount of connected devices. Instead, the end-user may have connectiv-
ity through other devices which are connected to the main source in the net-
work that could aid in conveying information to it. Thus, this work focused
on reviewing cooperative based mechanisms that can help to relay data and
extend connectivity using multihop topologies with D2D communications.
Also, this work considered a decentralized approach to access the medium
for reducing the inherent interference in these scenarios.

Paper Content

The work considers a system composed of a single source, N intermediate
relays and single destination. The destination is provided connectivity to the
source through the relays. The transmission process from the source through
the relays towards the destination is detailed. A key point in this study was
to consider two transmissions policies and a MAC between the relays and
the destination. The purpose was to review the advantage of recoding and
observe if by controlling the access, some gains could be achieved.

Main Results

This papers shows that 1.5-1.75X gains are possible by using recoding be-
tween the relays and destination. The study also shows that ideal access
probabilities exist to reduce the required number of transmissions to decode.
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Own Related Publications

The simulations to analyze our model in this work, use the setup developed
in paper [C].
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4. Conclusions

4 Conclusions

This thesis addresses critical technical challenges from problems the state of
the art in multicast D2D cooperative cellular networks with RLNC obtained
during the research of the PhD studies. Based on the observed challenges,
this thesis presents a network designer the conditions of when, how and how
much should a set of devices cooperate to increase the perfomance of mobile
networks to provide quality content to its users. Also, this thesis presents
network codes that avoid the overhead trade-off from RLNC in multicast
D2D cooperative networks for the first time. To address the challenges in the
state of the art, our findings make several proposal.

To achieve at least 2X gains against using broadcast with RLNC, we pro-
pose to utilize cooperation when the data rates in the D2D links are at least
twice than in the cellular links and when the energy cost for sending and
receiving packets within clusters are at least half of the same costs in the cel-
lular networks. However, gains are possible even with the same data rates
and energy costs but depends on the packet erasure rates in each stage. To
achieve the highest throughput and least energy consumption at the BS, it is
required for all the devices inside the clouds to have their connectivity with
the cellular network activated. To get the least energy consumption at the
devices on average, it is required that only one device in each cloud is con-
nected to the BS and the others of the same cloud not. However, this has the
impact of reducing the throughput from the BS. Controlling the number of
connected devices to the BS poses a trade-off between throughput and en-
ergy. We also propose to use cooperation with clusters of the same size and
up to six devices per cluster for practical packet erasure rates. Other cluster
sizes are possible, but they most likely reduce the metrics considered in our
studies since the clouds take different times to complete in the cellular and
local stages.

To avoid the trade-off in RLNC and obtain minimum total overhead, we
propose to use telescopic codes with a large portion of the coding coefficients
in the binary field for broadcast and the next field for cooperation to obtain
less than 3% of total overhead. For these codes, we found that although they
provide fair less overhead than RLNC, the achieved overhead for cooperation
is slightly higher than for broadcast. This occurred because the recoding
operation was defined to be made with smallest field from the first hop, thus
impact the total performance. Despite this, this difference is less than one or
two percentual units from the total overhead.

We created a reproducible, well-tested and maintained software frame-
work using the Kodo library and the ns-3 simulator for the research commu-
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nity to quickly deploy network coding simulations of standard topologies to
evaluate simple heuristics in a rapid fashion, thus helping current and future
protocol developers in their design process. We verified that the framework
produces accurate results. To achieve 1.5-1.75X gains agains random forward-
ing schemes in WLAN using cooperation with D2D, we propose to always
recode at the relays and use MAC mechanism to avoid interference using
equal access probability for the case of equal packet erasures between the
source and the relays.

Besides our proposals, in the following years, future work in the areas
investigated in the thesis should consider to make implementations of the
proposed solutions in real devices to develop applicable protocols. For this
objective, the work in papers #[3] and #[4] could serve as a starting point since
they make a deep review of the encoding and decoding speeds of RLNC and
variant codes in portable devices, specifically the Raspberry Pi [57], whose
Central Processing Unit (CPU) architecture is the same as the mobile devices
proposed in this thesis. This will give key performance indicators of the po-
tential of our solutions while allowing us to cover other aspects. Another
potential area of improvement from the state of the art is to study resource
allocation frameworks in LTE-A or even 5G networks for multicast D2D co-
operative networks with RLNC or other network codes. From a theoreti-
cal aspect, we considered in this thesis that the interference can be avoided.
However, this condition could be difficult to maintain in the near future due
to the data demand. Therefore, future studies could consider removing the
condition of orthogonal resources for the D2D links and study the impact in
our or other metrics to have a broader perspective for future networks. The
work in paper #[5] consider this aspect and is currently under preparation for
the broadcast scenario. Still, the cooperation scenario remains to be studied.
In terms of the transmission policies, even though the simulation analysis
allows to review simple heuristics, theoretical studies that review the opti-
mal policies in these scenarios are required to obtain an estimate about the
maximum achievable gains.
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5. Abbreviations

5 Abbreviations

3GPP 3rd Generation Partnership Project

ACK Acknowledgment

ARQ Automatic Repeat-reQuest

API Application Programming Interface

BS Base Station

cdf Cummulative Density Function

CPU Central Processing Unit

D2D Device to Device

eMBMS Evolved Multimedia Broadcast Multicast Services

FEC Forward Error Correction

GF Galois Field

IoT Internet of Things

IP Internet Protocol

LAN Local Area Network

LDPC Low Density Parity Check

LTE-A Long Term Evolution Advanced

LT Luby Transform

MAC Medium Access Control

MDP Markovian Decision Process

MORE Multipath Opportunistic Routing Engine

M2M Machine to Machine

NC Network Coding

OSI Open Systems Interconnect

OS Operating System

PC Personal Computer
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pgf Probability Generating Function

PHY Physical Layer

pmf Probability Mass Function

ProSe Proximity Services

P2P Peer to Peer

QoE Quality of Experience

RLNC Random Linear Network Coding

RS Reed Solomon

SIMD Single Instruction Multiple Data

SINR Signal-to-Interference-plus-Noise Ratio

TCP Transmission Control Protocol

TC Telescopic Codes

UDP User Datagram Protocol

WiFi Wireless Fidelity

WLAN Wireless Local Area Network
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Abstract—Cooperative techniques in wireless mobile networks
typically leverage short-range communication technologies, e.g.,
WiFi, to allow data exchange between devices forming a mobile
cloud. These mobile clouds have been considered as a key to
reduce the cost of multicast services for the network operators
as well as a means to deliver a better quality to the users. In
fact, LTE-A includes Device-to-Device communication capabilities
to enable such a direct communication between devices. The
underlying assumption for attaining the throughput gains in
mobile clouds is that the communication rate between devices
is typically larger than the data rate from the base station to a
receiver. However, while the data rates on cellular technologies
have been steadily increasing, short-range communication speeds
have remained largely unchanged calling into question these
assumptions. This work's goal is to assess the operating regions
where the use of cooperation results in a higher throughput
and/or energy saving. We consider a multicasting and a cooper-
ative scheme with network coded mechanisms, as they typically
outperform uncoded approaches. Our analysis and numerical
results show that gains of several fold can be attained even if the
data rate of the short-range technologies is moderately larger,
e.g., 2x larger, than the cellular link data rate.

Keywords—4G, cooperation, energy, mobile clouds, network
coding, throughput

I. I NTRODUCTION

Data traf�c is expected to grow by an order of magnitude
for wireless mobile devices due largely to video services. This
presents signi�cant technical challenges for mobile operators
to provide high quality of experience to the network users at
high data rates, with low delay, while maintaining a low energy
consumption in the mobile devices. Thus, mechanisms that
can of�oad infrastructure networks have gathered signi�cant
interest from both academia and industry.

To address some of these challenges in multicast trans-
missions, wireless cooperation between receivers leveraging
a separate communication channel to exchange missing data
packets (instead of requesting them directly from the cellular
infrastructure as in Fig. 1) are known to provide large gains
over simply broadcasting the data [1].

This potential for cooperation has resulted in the inclu-
sion of device-to-device (D2D) communication in the 3rd
Generation Partnership Project (3GPP) standardization efforts.
Beyond of�oading the network operator, these cooperative
techniques can result in increased reliability, coverage exten-
sion, and even increased throughput to end receivers.

In this context, network coding (NC) [2] provides not only
a faster and more ef�cient approach to broadcast the data to the
users, as shown by [3], but it simpli�es the cooperation process

s

t3t2t1 tN

� 1 � 2 � 3
� N

Fig. 1: Single source multiple sink topology ofN receivers

since (i) devices need not know the speci�c packets missing
at other devices, only the number of linear combinations
available; and (ii) transmissions from a single device during the
cooperation process can be used toheal a packet at multiple
receivers, i.e., each transmission in the cooperation phase can
have a larger impact for the end-receivers. This intuition has
been exploited in previous work ranging from analysis to
optimal policies and practical mechanisms, e.g., [4], [5].

However, the conventional wisdom of such cooperative
techniques is that the secondary channel is considerably faster
than the channel to the base station. Although this assumption
was reasonable in the context of 2G and 3G communications,
the much higher data rates achievable in LTE-A (4G) calls
this assumption into question. The reason is that alternative
technologies for device to device communications, e.g., WiFi,
may no longer be faster than LTE-A as their data rates have
stayed moderately constant over time. Additionally, if the
devices cooperate using D2D of LTE-A the data rate for
cooperation will also be limited by the common channel and
could be the same data rate in some cases. Thus, the goal
of this paper is to revisit the problem of device cooperation
focusing on the speci�c regions of operation where it can bring
gains in throughput and energy.

Some of the analysis of mean performance for cooperative
schemes has been carried out before, e.g., [4], [6], however
this paper provides an in-depth study of the distributions of
the number of transmitted packets of different broadcast and
cooperative schemes with NC (Section II). Leveraging these
distributions, we derive the throughput and energy performance
of the various schemes (Section III). In particular, we intro-
duce the natural concept of stable throughput for cooperative
schemes. To the best of our knowledge, this has not been
considered before because of the conventional assumption that
the cellular data rate is the bottleneck in the communication
process. Our analysis allows us to determine the regions where
cooperation provides gains over broadcasting (Section IV).
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II. M ODEL AND TRANSMISSIONSCHEMES

We consider the problem of reliably transmitting a batch of
packets from a source toN receivers using various transmis-
sion schemes. The batch constitutes a generation ofg packets
which we code using random linear network coding (RLNC)
with �eld size q [7]. We assume independent heterogeneous
erasure rates on the links from the source to the receivers,
� j ; j = [1 ; N ], to derive the expressions.

We review two transmission schemes namely broadcast
RLNC and cooperation with NC. For the cooperative scheme
the receivers communicate among themselves to locally repair
missing packets. We model the number of transmission as
random variables using the geometric distribution as a building
block to derive the probability mass functions (pmf) in order
to obtain a complete description of the transmission process.
We �rst give a new expression of the pmf for RLNC with no
erasures and then compute the pmf for the schemes.

A. RLNC Probabiblity Mass Function

Consider the case of a single source - destination pair
without erasures. LetTRLNC;i be a r.v. for the number of trans-
missions needed to receive a linearly independent (l.i.) coded
packet in a stage of RLNC, i.e. oncei � 1 l.i. packets have
been received. This is a geometric distribution with success
probability given bypi = 1 � q� g+( i � 1) ; i 2 [1; g]. Following,
TRLNC =

P g
i =1 TRLNC;i transmissions are necessary to de-

codeg packets. Therefore, the code pmf can be computed using
a characteristic function approach to make the analysis more
tractable. Consequently, we obtain the pmf for RLNC without
erasures in (1), wherePg =

Q g
i =1 pi = Pr[ TRLNC = g] is the

probability of decoding in exactlyg transmissions, i = 1 � pi
is the probability of receiving a linearly dependent coded
packet andai =

Q g
m =1 ;m 6= i (1 � qm � i ) � 1 is a scaling factor

for  i that quanti�es the effect of the linear dependence in the
decoding probability.

f TRLNC (t; q; g) = Pr[ TRLNC = t] = (1)

Pg

gX

i =1

ai  i
t � g; t 2 [g;1 )

B. Broadcast RLNC

As an approximation, we consider the case of �nding the
required transmissions for the maximum ofN independent
unicast sessions which makes the results an upper bound since
we are excluding the transmissions accounting common coded
packets. For each unicast session, we �rst model a single
source - destination pair with erasure� with RLNC and then
proceed to calculate the broadcast case. Here, we need to
account forg l.i. received packets int transmissions. Hence, we
need to consider all the cases wherei l.i. packets are received
(with the �nal success int, which [8], [9] do not consider)
and t � i packets were lost or linearly dependent. For this,
we review two main probabilities in the same way as [10].
First, let Pr[TSi = t] be the probability for receivingi coded
packets int transmission (only considering the erasures), then
TSi � NB( i; 1 � � ). Second, the probability thatg coded
packets are l.i. ini slots, isPr[TRLNC = i ]. Subsequently,

the probability of decoding in exactlyt slots for a single user
with RLNC based unicast with erasure� , TU;cod , is:

f TU;cod (t; �; q; g) = Pr[ TU;cod = t] = (2)
tX

i = g

�
t � 1
i � 1

�
(1 � � ) i � t � i f TRLNC (i ; q; g); t 2 [g;1 )

Since each receiver just needs to collect different linear
combinations to decode the packets, the number of transmi-
ssions will be bounded by the receiver that performs the worst
in terms of retransmissions, i.e.TB;cod = max j =[1 ;N ] TU j ;cod ,
which we calculate by a c.d.f. approach. For the probability of
the maximum being less than or equal tot transmissions, this
must occur for every receiver. Then, under the independence
assumption, we can compute the c.d.f for broadcast RLNC,
e.g. Pr[TB;cod � t ] =

Q N
j =1 Pr[TU j ;cod � t ] from (2) with

the resulting pmf in (3).

f TB;cod (t; N; � 1; : : : ; � N ; q; g) = (3)
NY

j =1

0

@
tX

k= g

kX

i = g

�
k � 1
i � 1

�
(1 � � j ) i � k � i

j f TRLNC (i ; q; g)

1

A

�
NY

j =1

0

@
t � 1X

k= g

kX

i = g

�
k � 1
i � 1

�
(1 � � j ) i � k � i

j f TRLNC (i ; q; g)

1

A

; t 2 [g;1 )

We notice that the expression in (3) is the general case
for low �eld sizes of the randomized broadcast coding scheme
reviewed in [3], since if we letq ! 1 in (3), then the c.d.f.
used to compute (3) tends to the c.d.f. used to compute the
mean and variance in section III-B of [3].

C. Cloud Cooperation with Coding

For the cooperation scheme, we consider a mobile cloud
composed ofH receivers (H < N ) with cellular connection,
the headsand N � H receivers thenon-heads, with a local
connection to the heads. Packet transmissions takes place in
two stages: (i) between source and heads and (ii) between
heads and non-heads, which we label the cellular and local
stage respectively. For the cellular stage, the source broadcast
a coded packet to the heads which receive itcollectively, i.e.
it is enough that one head gets it for the cloud to acknowledge
reception, with the stage �nishing once the heads get the
generation as a group. In the local stage, the heads broadcast
recoded packets in a round robin fashion to the non-heads.
The local stage �nishes once all receivers have decoded the
generation.

Under this condition, the distribution of receivingg packets
in the cellular stage for the heads,TC;cod is modeled as
TU;cod but with a success probability given by1 �

Q H
j =1 � j

because all links need to fail for a packet to not be received.
In the local stage the heads takes turn to broadcast to the
non-heads, which is a particular case of (3). The total num-
ber of transmissions for this scheme,TCC;cod , is given by
TCC;cod = TC;cod (H;

Q H
j =1 � j ; g; q) + TB;cod (N � H; �; g; q)

where the parentheses notation indicates the evaluation of the
pmf with the given parameters.
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III. PERFORMANCEMETRICS

With the pmf for each scheme from section II, we calculate
the moments for the number of transmissions which allows us
to compute the throughput and energy.

A. Throughput

We de�ne the throughput in the cloud cooperation scheme
for a given erasure rate, generation and �eld size in the
following way:

Ref f;CC =
g

max(Ts;cel TC;cod (H ); Ts;loc TB;cod (N � H ))
(4)

In (4), Ts;cel and Ts;loc are the duration of a time slot in
the cellular and local stages, respectively. The effective rate
perceived by a user will be the information sent divided by
the completion time. For broadcast RLNC, the throughput is
Ref f;B = g

Ts;cel TB;cod (N ) .

B. Energy Consumption

We review the energy spent for the BS and average energy
per receiver for the cooperation and broadcast schemes on the
coded cases for a given erasure and code parameters. First, the
energy consumption for broadcast is as follows:

ETx = Ecel TB;cod (N ) ; ER x = Ecel TB;cod (N ) (5)

Where Ecel = NB EB is the energy cost per packet in
the cellular stage,NB is the number of bytes per packet and
EB is the energy per byte proportional to the energy per bit.
In a similar way, the energy expenditure for the cooperation
schemes is shown in (6).

ETx = Ecel TC;cod (H ) (6)

ER x = Ecel

�
H
N

�
TC;cod (H ) + E loc TB;cod (N � H )

C. Cellular vs. Local Links

The performance of cooperation will depend on the
throughput and energy use per bit on the local links vs. that
on the cellular links. Therefore, we de�ne ther t as the ratio
between cellular and local throughput, andr e as the ratio
between the cellular and local energy.

r t =
Ts;loc

Ts;cel
=

Rs;cel

Rs;loc
; r e =

Eb;cel

Eb;loc
(7)

D. Gain Regions

For the analysis with different erasure rates per stage, we
de�ne the throughput and energy gains of cloud cooperation
against broadcast RLNC from (5) and (6) as shown in (8).

Gt =
Ef TB;cod (N; � cel )g

max(r t Ef TC;cod (H; � cel )g; E f TB;cod (N; � cel )g)
(8)

Ge = 1 �
r e

�
H
N

�
E f TC;cod (H; � cel ) + TB;cod (N � H; � loc )g

r eEf TB;cod (N; � cel )g

We de�ne throughput gain as the ratio of the cloud coope-
ration and broadcast RLNC throughputs. The energy gain of
cooperation over broadcast is de�ned as the saving in energy
for the devices, since cooperation always save energy at the
BS.

IV. N UMERICAL RESULTS

With the obtained expressions, we can evaluate broadcast
and cooperation to study the impact on the throughput and
energy at the receivers, as we vary the number of users, the
ratio between the cellular and local costs, and the erasure rates
on the cellular and local links. We use a set of parameters in
the following ranges1 � N � 50, g = f 64; 128g, q = 2 8 and
0 � � � 0:6. The timeslot duration is set toTs;cel = 0 :5 ms
to conform to the LTE-A E-UTRA [11] and its set of D2D
speci�cations. For the energy, we extracted the energy per bit
cost from the energy model in [12] and use a packet sizeNB
of 500 B.

Fig. 2 shows the throughput as de�ned in (4) for the
different cooperation schemes and broadcast RLNC when
the cellular and local data rate are identical. Generally as
the number of users increase the sustainable throughput to
each receiver decreases. The highest throughput is obtained
when the majority are heads, as this reduces the work in
the local phase. As the number of non-heads increases the
throughput with cooperation tends to that of broadcast, because
the transmissions on the local stage becomes the dominating
cost.

Fig. 2: Schemes throughput for equal date rate costs in the cellular
and local link. Used parameters:g = 64 ; q = 2 8 ; � = 0 :4; r t = 1

Fig. 3 shows the energy spent per device where the energy
costs are the same on the cellular and local links for both
schemes. For a low amount of users, the energy consumption
for the cooperation scheme is higher than broadcast because
the amount of transmissions in the cellular and local links
are comparable. As the number of user increases, the number
of transmissions in the cellular link tends tog while the
transmissions in the local link increases reducing the difference
in performance.

Fig. 4 shows how the throughput varies depending on
the ratio of the cellular and local data rate. The ratios are
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Fig. 3: Schemes energy consumption for equal energy costs in the
cellular and local link. Used parameters:g = 64 ; q = 2 8 ; � =
0:4; r e = 1

obtained by �xing the cellular data rate and varying the local
data rate. When the local data rate is lower than the cellular
rate the cooperative schemes provides lower throughput than
the broadcast scheme. Conversely, when the local data rate
is higher than the cellular data rate, the cooperative schemes
delivers a higher throughput than broadcast. The throughput
is highest when the local links rate are twice as faster as the
cellular ones. The number of heads controls how much gain
can be obtained and where it occurs for a given ratio. When
the number of heads decreases, the throughput also diminishes
because there are fewer heads each with an independent chance
of receiving the packet.

Fig. 4: The throughput of broadcast and cooperation with different
number of heads, for different ratios between the data rate on the
cellular and local link. Used parameters:g = 64 ; q = 2 8 ; � =
0:4; N = 50 .

Fig. 5 shows how the energy for the devices changes as
ratio between the cellular and local energy per bit changes.
The energy cost in the cellular link is �xed and cost on the
local link is changed to obtain the different ratios, consequently
the energy per bit for broadcast is constant. When the energy

cost for the local links is higher than the cellular energy
cost, the cooperative scheme expends more energy than the
broadcast scheme. The additional consumption for cooperation
comes from the transmissions in the local stage. Contrarily,
when the cost of the local links is lower than the cost of the
cellular links, then the cooperation scheme uses less energy
than broadcast. For the cooperation schemes, the consumption
is determined by the number of heads on the cellular stage.
For a low number of heads, energy consumption is the lowest
because the transmissions on the cellular links are for a few
devices only.

Fig. 5: The energy per generation of broadcast and cooperation with
different number of heads, for different ratios between the energy per
bit on the cellular and local link. Used parameters:g = 64 ; q =
28 ; � = 0 :4; N = 50 .

Fig. 6 shows the regions where cooperation provides a gain
in terms of throughput for a wide range of erasure rates on the
cellular and local links. The lines show where broadcast and
cooperation performs the same, forr t = [0 :5; 0:8; 1; 1:5; 2].
In the region below each line, cooperation provides higher
throughput than broadcast for that particularr t . Above the
line broadcast performs better. E.g. in the case of a fast local
link r t = 0 :5 then cooperation provides a gain for almost all
considered erasure rates, even in cases where the local erasure
rate is much higher than the cellular.

Fig. 7 shows the regions where cooperation provides a
gain in terms of energy saving on the devices for vari-
ous erasure rates on the cellular and local links. The lines
show where broadcast and cooperation performs the same,
for r e = [0 :5; 0:75; 1; 1:5; 2]. In the region below each line,
cooperation provides a lower energy per bit than broadcast for
that particularr e. Above the line broadcast performs better.

V. CONCLUSIONS

This work revisits the problem of wireless cooperation with
network coding on cellular systems for multicast sessions in
light of the increased data rates of current 4G and future 5G
mobile networks and the stagnant data rates in short-range
technologies, e.g., WiFi. This is particularly relevant because
it breaks with the common assumption that the cooperative
cluster can communicate locally at much higher data rates than
the direct link to the cellular base station.
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Fig. 6: For different values ofr t the lines indicate where cooperation
and broadcast provide the same thoughput for various erasure rates on
the cellular and local links. Below the each line, cooperation performs
better for the respectiver t . Used parameters:g = 128; q = 2 8 ; H =
40; N = 50 .

Fig. 7: For different values ofr e the lines indicate where cooperation
and broadcast provide the same energy per bit for various erasure
rates on the cellular and local links. Below the each line, cooperation
performs better for the respectiver e. Used parameters:g = 128; q =
28 ; H = 40 ; N = 50 .

More speci�cally, we presented an in-depth study of the
speci�c operating regions where cooperation provides gains in
throughput and energy over coded broadcasting techniques.
Our numerical results showed that gains can be achieved
even if the long-range and short-range technologies transmit at
comparable data rates. More importantly, we showed that coo-
peration can provide several fold gains to the best broadcasting
option (network coded broadcast) as long as the short-range
link is at least twice as fast as the long-range one. Finally, our
results showed that a moderate number of heads (e.g., three
or more) per cooperative cluster is enough to yield the high
throughput gains while maintaining a low energy consumption

at the receivers. The latter is not possible if a large fraction
of the cooperative cluster is actively receiving directly from
the base station with only a few exchanges needed during the
cooperation process.

Future work shall focus on protocol design for cooperative
schemes in highly-dense scenarios as well as implementation
and evaluation of the most promising schemes in Aalborg
University's Raspberry Pi testbed [13].
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ABSTRACT

Cooperation strategies in mobile networks typically rely in short-range technologies, like LTE-A device-to-device com-
munications, for data exchange between devices forming mobile clouds. These communications provide a better device
experience because the clouds ofßoad the network. Nevertheless, this assumes that the throughput gains and energy savings
in multicasting are much larger between devices than the base station to the receivers. However, current mobile networks
suffer from many different issues varying the performance in data rates, which calls into question these assumptions.
Therefore, a Þrst objective of this work is to assess the operating regions where employing cooperation results in higher
throughput and/or energy savings. We consider multicast scenarios with network-coded mechanisms employing random
linear network coding (RLNC). However, although RLNC is good for low amount of transmissions in multicast, it has
an inherent overhead from extreme high or low Þeld-related caveats. Thus, as a second objective, we review and propose
the application of new network codes that posses low overhead for multicasting, by having a short representation and low
dependence probability. We provide an analytical framework with numerical results showing (i) gains of several fold can
be attained even if the in-device data rates are moderately larger (2� ) than the cellular link data rate and (ii) that is feasible
to attain less than 3% total mean overhead with the proposed codes. This is fairly lower than what can be achieved with
RLNC schemes in most of the considered cases and achieving at least 1.5Ð2� gains. Copyright © 2016 John Wiley &
Sons, Ltd.
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1. INTRODUCTION

Data trafÞc is expected to grow by an order of magnitude
for wireless mobile devices to support many data demand-
ing services as shown in Figure 1 [1]. Common services of
this type are video multicasting or local multimedia con-
tent sharing. From the perspective of the mobile users, high
perceived quality and a low battery drain are important. For
operators, their goal is to serve the highest number of users
with the least amount of network resources and energy con-
sumption from their infrastructure. In this scenario, both
multicast and cooperation provide better performance than
unicast, because several devices are served with the same
communication resources.

Then, mechanisms that can ofßoad network infras-
tructures have gathered signiÞcant interest from both
academia and industry. Thus, there is a general interest

from both academia [2, 3] and industry [4] in Þnding
strategies that reduce mobile network usage by ofßoad-
ing the infrastructure to other types of short-range com-
munications like device-to-device (D2D) or Wi-Fi. For
this purpose, wireless cooperativemobile clouds[5, 6]
are formed by receivers helping the cellular network by
locally exchanging missing data packets instead of directly
requesting them from it. Thus, cooperative techniques
result in increased reliability, coverage extension and even
increased throughput to end receivers. This potential has
resulted in the inclusion of D2D communications in the
3rd Generation Partnership Project standardisation efforts.
To recover from packet erasures in the wireless medium,
typically rateless codes are employed as a forward error
correction technique. Nevertheless, although they provide
beneÞts for a broadcast scenario, they cannot be deployed
for cooperative communications without affecting their

Copyright © 2016 John Wiley & Sons, Ltd.
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Figure 1. Average Oktoberfest data load for the 2010–2014 period (generic data units).

performance or decoding the data for each hop. Thus, there
is a need for code schemes to overcome these drawbacks.

In this context, network coding [7], and particularly ran-
dom linear network coding (RLNC) [8], not only provides
a faster and more efÞcient approach to broadcast the data to
the users, as shown by [9], but also simpliÞes the coopera-
tion process because (i) the devices only need to know the
number of linear combinations available and (ii) transmis-
sions from a single device during the cooperation process
can have a larger impact for the end receivers, given that a
single transmissions can help different devices at the same
time. This intuition has been exploited in previous works
ranging from analysis to optimal policies and practical
mechanisms, for example, Khamfroushet al. [10, 11].

However, the underlying assumption is that the cooper-
ative channel is considerably faster than the channel to the
base station and that energy costs are much lower because
of proximity. Although this assumption was reasonable
long ago, now the much higher data rates achievable in
Long Term Evolution-Advanced (LTE-A) call this assump-
tion into question. Also, if the devices cooperate using
D2D of LTE-A, the data rate for cooperation will also be
limited by the common channel and could be the same data
rate in some cases. Thus, one goal of this paper is to review
the problem of device cooperation focusing on the speciÞc
regions of operation where it can bring gains in throughput
and energy.

Some of the analysis of mean performance for cooper-
ative schemes has been carried out before, for example,
Heideet al.[6, 12]; however, this paper provides a compre-
hensive study of the distributions of the number of trans-
mitted packets for various scenarios. We deÞne the natural
concept of stable throughput for cooperative schemes. To
the best of our knowledge, this has not been considered
before because of the conventional assumption that the
cellular data rate is the bottleneck in the communication
process.

A second important factor that may affect the perfor-
mance of the network is the coding scheme choice. The
reason being that if a code does not employ resources
properly, it reduces even more the beneÞts of through-
put and energy in the short-range links. Here, RLNC
considers creating linear combinations from a single net-
work ßow to distribute data between many devices. In
order to reduce complexity and delay, transmissions of

packet batches from the original data, called generations,
were introduced in [13] as a technique to accomplish this.
RLNCÕs ßexibility to adapt to different network topologies
makes it an interesting choice for upcoming networking
protocols. Although, given that the random coefÞcients are
picked from a single Þeld, RLNC-based techniques have
the caveat of introducing overhead due to mainly two rea-
sons in the coding process. First, transmissions of linearly
dependent (l.d.) packets occur due to the random selection
of the coefÞcients [14, 15]. Second, in order to later per-
form decoding, typically the easiest goes for the coding
coefÞcients to be appended to each coded packet before
being sent through the network.

Different works have been made to observe the effects
of RLNC parameters, for example, generation and Þeld
size [16], not only for the overhead but also for other
metrics such as energy consumption and processing speed
[17] among others. Variants of RLNC have been pro-
posed to exploit a particular code structure to obtain a low
overhead without compromising other metrics [18]. More
recently, in [19],telescopic codes(TC) were introduced
applying composite extension Þelds within a single gener-
ation, with the goal of reducing the total overhead while
preserving recoding. Its parameters and performance were
analysed for an ideal unicast scenario, but their potential
for unreliable multicast scenarios was not explored.

In [20] and [21], the authors develop new optimised
transmission and coding schemes based on RLNC for con-
tent distribution. However, they only consider broadcast
and exclude cooperation. Also, these studies have a strong
focus on video streaming, while in our case, we deal with
distributing data in general. Furthermore, they do not con-
sider the overhead of the code. In [22Ð25] can be found
the advantages of employing multicast schemes with D2D
capabilities. Although, these works do not consider both
cooperation and network coding at the same time, mak-
ing it difÞcult to evaluate the beneÞts of network coding
in these scenarios. In this work, we pursue two goals: we
(i) analyse the throughput and energy gains of network-
coded cooperation and (ii) propose the employment of TC
as a technique for minimising the overhead in heteroge-
neous, unreliable, cooperative networks. We provide a full
analysis with a set of numerical results for both the region
gains with RLNC and the use of TC for low overhead. We
make this analysis for three scenarios in multicast sessions,
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namely, broadcast, single cloud cooperation and multiple
clouds cooperation for D2D communications, because they
provide more beneÞts than others like unicast. Moreover,
for the employment of TC, we compute the set of compos-
ite Þelds required to minimise the total overhead, which we
deÞne for broadcast and single cloud cooperation.

Our work is organised as follows: Section 2 introduces
our system and general assumptions. Section 3 describes
the code schemes and scenarios that we review indicat-
ing how the information is conveyed through the network.
Analysis of the proposed coding schemes and transmission
scenarios is made in Section 4. Later, Section 5 shows the
considered metrics in our study with the numerical results
provided in Section 6. Final conclusions are presented in
Section 7. The proofs of the used lemmas and corollaries
in our study are in the Appendix.

2. SYSTEM MODEL

We consider the problem of reliably transmitting a set
of packets from a source toN receivers in a cellular
network under various transmission scenarios. The set con-
stitutes a generation ofg packets, which we code using
RLNC with Þeld sizeq. We consider a general topology as
shown in Figure 2 where receivers might form D2D-based
mobile clouds with multicast capabilities. Devices that are
relatively close together create fully interconnected clouds.

In general, we may haveC clouds, where each cloud
hasNn users withn 2 –1,C� and N D

P C
nD 1 Nn. Here,

in each cloud, we differentiate two types of devices. First,
we refer asheadsthe devices with both cellular connec-
tivity to the source and all others in the cloud. Then, we
haveHn 6 Nn heads per cloud. Second, thenon-heads
are the devices without a cellular connection but only to
all others, for example,Nn � Hn non-heads per cloud. For
our study, we brießy observe the dominating regimes for
heterogeneous cloud sizes to notice that the homogeneous
cloud size provides the best performance in terms of total
transmission time. Therefore, we review the case of having

Figure 2. Topology of C device-to-device mobile clouds.

a homogeneous cloud size, for example, the same number
of users in each cloudNn D Nuc 8 n, giving N D C � Nuc,
because this is the ideal operational regime.

We consider independent packet erasure rates on the
connectivity links from the source to the heads,� jn, j 2
–1,Hn�, n 2 –1,C�; for example, the packet reception distri-
bution of receiverj is Bernoulli.1� � jn/ and is independent
from all others. We will provide the general expressions
for scenario distributions with heterogeneous cellular links,
but for evaluation purposes, we will consider all these era-
sures equal to� cel. Similarly, inside any cloud, all the
connections can be regarded as bidirectional symmetric
channels via D2D. These links have homogeneous, inde-
pendent and identically distributed erasure rates, which we
consider equal to� loc for simplicity.

To guarantee interference management and proper con-
tent delivery, we assume an underlay D2D mobile network.
In this way, we review the transmission scenarios once
a previous and arbitrary cellular network resource allo-
cator has assigned the communications resources in it.
Once network management has been addressed, packets
are either sent under a broadcast (Nuc D 1), multiple cloud
(1 < Nuc < N) or single cloud (Nuc D N) cooperation
transmission scenarios.

Thus, in any scenario, for convenience, we consider that
C C 1 physical communication resources have already
been allocated. Nevertheless, ifK < C C 1 are only
available, standard cellular techniques such as frequency
reuse patterns can be employed. Then, two clouds using
the same frequency will be geographically separated long
enough to ensure the reuse of communication resources
without causing interference. We consider this to perform
the transmissions between the source and all the clouds
throughmulticast groups. First, a multicast group is created
between the source and all cloud heads to transmit the con-
tent to each cloud collectively. Second,C multicast groups
are created between the heads of each of theC clouds and
their respective non-heads, to cover missing packets. In this
stage, the network controller is in charge of the coordina-
tion regarding on how the nodes must share their content
into its own cloud.

Inter-cloud interference is deÞned as the reception of
a transmission from a cloud where a receiver does not
belong, which occurs when a transmission of that receivers
cloud has been made during the same time slot. The inter-
ference generates a reduction in the signal-to-interference-
plus-noise ratio, which increases the erasure rate and
degrades the reception, possibly forcing retransmissions.
Hence, we assume that cloud transmissions take place in
orthogonal resources to ensure that inter-cloud interference
does not occur. In case there are no available resources,
techniques such as frequency reuse planning from mobile
networks help to avoid this interference. For example, two
clouds using the same frequency will be geographically
separated enough to ensure there is no interference, making
possible to reuse communications resources.

We consider the scenario where an acknowledgment
(ACK) is sent only in two cases: Þrst, when a receiver has
collectedg linearly independent (l.i.) coded packets and
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second, for the cooperative case, when a cloud hasg l.i.
coded packets as a group. The ACK is sent through a reli-
able communications channel. Thus, only one ACK per
generation of packets per receiver is sent. This makes a
total of N feedback packets, differing from the case where
ACKs are sent on a per-packet and per-receiver basis,
which would result ing � N feedback packets. In other
words, this reduces the feedback transmissions by a factor
of g. If feedback is not wanted (or possible), a Þxed num-
ber of extra transmissions can be sent ensuring some target
reliability level, for example, 99%. However, because the
number of transmissions is Þxed, such an approach will
lead to an additional transmission overhead particularly if
the channel is time varying.

3. CODING SCHEMES AND
TRANSMISSION SCENARIOS

In this section, we Þrst consider and describe two coding
schemes. Afterwards, we describe the three transmission
scenarios considered in our study, namely, broadcast, sin-
gle cloud cooperation and multiple clouds cooperation. We
review them going from the simplest to the most elaborated
scenario. Regarding the coding schemes, Þrst, in all the
scenarios, the source or the heads employ RLNC as a cod-
ing scheme. Second, for only broadcast and single cloud
cooperation, we employ TC [19]. These types of codes pos-
sess very low overhead. The reason is that they are tailored
for a given network to provide the best trade-off between
both the overhead caused by (i) transmissions of l.d. pack-
ets and (ii) sending the coding coefÞcients for any receiver
to be able to decode.

To accomplish this, TC relies oncomposite extension
Þnite Þelds. This type of Þelds enables an encoder to create
coded packets in an RLNC fashion but with some differ-
ences. The key idea for TC with composite Þelds is the
following: Instead of picking all coding coefÞcients from
a single Þeldq inside a generation of sizeg, the encoder
selects each coding coefÞcientvj , j 2 –1,g� in the genera-
tion from GF.qj / . Here,q is a vector that contains all the
Þeld sizes employed for each of the coding coefÞcients.
Each of the Þeld sizes follows a speciÞc pattern. The cho-
sen pattern makes compatible Þnite Þelds arithmetics from
different Þelds in the same generation. In the subsequent
sections, we give a brief description of RLNC because it is
well known in the network coding literature. However, we
provide further details for TC because they were recently
introduced. Also, as we will see in our framework, RLNC
will be regarded as a special case of TC that occurs when
qi D q 8 i 2 –1,g�. Thus, we will focus the following
section on describing TC and its operations.

3.1. Coding schemes

3.1.1. Random linear network coding.
For this conventional coding scheme, we may create

an encoded packet, create a recoded packet from a pre-
vious set or decode any setg coded packets performing

Gaussian elimination on theg� g coding matrix. In general,
we consider a Þeld sizeq from which we take the cod-
ing coefÞcients and perform predeÞned Galois Field (GF)
arithmetics. As follows, we will see that this is a special
case of TC.

3.1.2. Telescopic codes.
We consider codingg packets,mj, j 2 –1,g� in the gener-

ation, each of sizeBbits. We deÞneq as a vector containing
each of the Þeld sizesqj , we assumeqj 6 qjC 1, 8 j 2 –1,g�
without loss of generality. Then, coded packets are gen-
erated in a similar fashion as with RLNC. However, each
coding coefÞcient in an encoding vectorv is chosen uni-
formly at random from a Þnite ÞeldGF.qj / , j 2 –1,g�
differing from RLNC. To keep valid Þeld arithmetics, TC
are based on composite extension Þnite Þelds of the form
F2k with k 2 –1, 2, 4, 8,: : :� in general. The key idea in com-
posite extension Þelds is to design the arithmetic operations
of a new extended Þnite Þeld from the operations of a base
Þeld. With the extended Þeld, we can continue the pro-
cess and create another extension and so on. These Þelds
are designed to allow compatibility for the operations per-
formed among them. The composite Þelds are deÞned and
described in [19]. Nevertheless, we give a brief overview
of its operations to have a description for our analysis in
Section 4.

3.1.3. Encoding.
A generic coded packet,ci , is generated by an encoder

by mixing linear combinations ofg packets. Here, packet
mj is regarded as an element fromGF.qj / and is multiplied
by a coding coefÞcientvi,j chosen uniformly at random
from GF.qj / . Thus, a resulting coded packet of sizeB and
its coding can be expressed as:

ci D
gM

jD 1

vi,j � mj (1)

jvi j D
gX

jD 1

jvi,j j D
gX

jD 1

dlog2.qj /e–bits� (2)

3.1.4. Decoding.
To perform decoding, we deÞnec D

�
c1 : : : cg

� T and

m D
�
m1 : : : mg

� T. Decoding reduces to solve the linear
systemc D V � m using Gaussian elimination [26]. Here,
the coding matrixV contains any set ofg l.i. packetsci as
rows as follows:

V D

2

6
4

v1
...

vg

3

7
5 D

2

6
4

v1,1 : : : v1,g
...

...
...

vg,1 : : : vg,g

3

7
5 (3)

The decoder begins removing the contributions of the
smallest Þeld pivot elements , for example, leftmost ele-
ments in the main diagonal of (3). Once that information
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is known to the decoder, it proceeds in the same way for
the next upper Þeld in the composition using operations
of the current Þeld and so on to obtain the original set of
packets [19].

3.1.5. Recoding.
Given the picking of elements from different Þelds,

recoding needs to be properly deÞned to ensure that
the coefÞcients of a recoded packet cannot be differen-
tiated from a single coded one. Different approaches are
described in [19]. For the scope of this study, we consid-
ered recoding in the lowest available Þeld in the generation
because it preserves recoding with low overhead in the
encoding vector. Nevertheless, the major problem in this
approach is the increase of more l.d. packets for the last
transmissions in a given generation. In this way, let us
deÞne a generic recoded packet asQci and its corresponding
encoding vector asQvi as follows:

Qci D
gM

jD 1

wi,j � cj (4)

Qvi D
gM

jD 1

wi,j � vj (5)

In (4) and (5),wi,j is the coding coefÞcient that multi-
pliescj , uniformly and randomly chosen from min.q/. Any
decoder that collectsQci , i 2 –1,g� l.i. packets, with theirQvi ,
will be able to decode the whole generation as described in
Section 3.1.4.

3.2. Transmission scenarios

3.2.1. Broadcast.
For broadcast,Nuc D 1, the source generates an encoded

packet and later attaches the coding coefÞcients values
and sends it to all receivers through the erasure channels
described in Section 2. When a packet successfully arrives
at a receiver, it checks if the packet is l.i. from all its previ-
ous. If not, it discards it. In case of being l.i., the receivers
add it to its coding matrix. This process is repeated until
all receivers have collected their required combinations.
An ACK is sent through the feedback channel from the
last receiver after it obtains its Þnal combination. In this
scheme, recoding is not used.

3.2.2. Single cloud cooperation.
In a single cloud cooperation scenario,Nuc D N and

packet transmissions take place in two stages. First, the
source broadcasts coded packets to the heads through the
cellular network, that is, the cellular stage, and second,
internally between receivers, which have missing packets,
in a network-coordinated fashion, that is, the local stage.
For the cellular stage, the source broadcast coded packets
for the cloud heads, because it is enough to obtain coded
packets collectively to later recode them. Once the cellu-
lar stage has ended, for example, theg l.i. packets are in

the cloud, there will be receivers that do not exactly have
this quantity of packets to decode. To manage this, in the
local stage, each head broadcasts recoded packets in a coor-
dinated way to ensure all receivers obtain their remaining
packets. For the case of TC, recoding will be performed in
the lowest Þeld. This stage Þnishes once all receivers have
decoded the generation and any device in the cloud sends
and an ACK through the feedback channel to the sender.

3.2.3. Multiple clouds cooperation.
For a cloud cooperation scenario, 1< Nuc < N, packet

transmissions go in a similar way as before. However, two
main differences exist. First, in the cellular stage, packets
are broadcasted to the heads multicast group, instead of all
in a single cloud. Hence, we use one multicast channel.
Second, in the local stage, theC set of heads broadcasts
recoded packets to all the other users inside their respective
multicast groups. Again, this performed in a network-
coordinated way to ensure all receivers obtain their remain-
ing packets. This stage Þnishes once all receivers in all
clouds haveg l.i. coded packets and an ACK through the
feedback channel to the sender.

4. SCENARIOS ANALYSIS

We proceed to study the underlying probability distribu-
tions for the number of transmissions required to decode
either RLNC or TC within their respective transmission
scenarios. With the statistical description of the transmis-
sions, we perform two types of studies. First, we identify
the regions where cooperation performs better than broad-
cast in terms of throughput and energy when RLNC is
used. Second, for TC, we perform an overhead analysis
for the transmission scenarios and evaluate them for three
schemes that can be used with TC.

For the code and each transmission scenario, we model
the number of transmissions to decode as a random vari-
able to derive its probability mass function (pmf). We
perform this in order to obtain reasonable approximations
of the linear independence, erasure and transmission pro-
cesses and also to separate the effect of the code from the
scenario. We Þrst give an expression of the pmf for RLNC,
later we incorporate erasures in the process and Þnally
compute the pmf for the transmission scenarios.

4.1. Coding scheme distributions

To calculate the distribution and pmf for either an RLNC
or TC scheme in a generic fashion, we derive a framework
for the pmf of TC distribution, and we will make the proper
evaluations to differentiate with RLNC.

We Þrst consider a single source-destination link without
erasures. The process for obtaining each new l.i. packet can
be modelled by the Markov Chain in Figure 3. This chain
comprisesg C 1 states. First, statei with i 2 –1,g� is the
case where thei-th l.i. coded packet has not been received
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Figure 3. Absorbing Markov Chain for telescopic codes.

by the destination. Then,D is the absorbing state where
decoding is performed.

The transition probabilities of each state depend not only
on the amount of previously received l.i. combinations but
also on the Þeld chosen to represent thei-th coding coefÞ-
cient. The model in Figure 3 is a reasonable approximation
as described in [19] because, in the decoding process,
non-received pivots from the lowest Þelds dominate the
transition probabilities and tend to appear Þrst.

We use a probability-generating function (pgf) approach
with the key idea that each stage of the Markov Chain of
TC in Figure 3 can be modelled as a geometric distribu-
tion and then compute the pmf from operations in the more
tractable pgf domain.

Lemma 4.1(Telescopic codes probability mass function).
Consider the case of a single source-destination link with-
out erasures that employs TC of generation size g Þeld
sizeq. Let TTC be the random number of transmissions
required to decode. Then, the pmf ofTTC for the probability
of decoding in exactly t transmissions is

fT TC
. t; g, q/ D Pr–TTC D t� D

Pg

LX

lD 1

mlX

nD 1

al,n

 
t � g C n � 1

t � g

!

� l
t� g, t 2 –g,1 /

(6)

where in (6), Pg D Pr–TTC D g� is the probability of
decoding in exactly g transmissions,

� n
k

�
is the binomial

coefÞcient deÞned as n—
k—.n� k/— with n � k and � l , l 2

–1,L� is one of the L distinct probabilities from the Markov
Chain, which is repeated ml times in the resulting Markov
Chain. The al,n, l 2 –1,L�, n 2 –1,ml � are the residues of
the pgf of (6) given by

al,n D
limz! � l

dml � n

d. z� 1/ ml � n

�
GT TC.z� 1/. 1� � l z� 1/ ml

Pgz� g

�

.ml � n/—.� � l /ml � n (7)

Proof. The proof is in the Appendix. �

Corollary 4.1.1 (RLNC Distribution). The distribution
and pmf for RLNC is given by

fT RLNC
. t; g, q/ D Pr–TRLNC D t�

D Pg

gX

iD 1

ai � i
t� g, t 2 –g,1 /

(8)

where in (8), the ai are given as follows:

ai D
gY

mD 1,m¤ i

1
1 � qm� i (9)

Proof. The proof is in the Appendix. �

We include the analysis for a generic erasure� by fol-
lowing a procedure, as made in [27], that considers all the
disjoint cases by the law of total probability, wherei l.i.
coded packets where received int transmissions andt � i
coded packets were received and l.i. The successful recep-
tions are accounted by the negative binomial distribution 

and the linear independence by (6). Then, the pmf for a uni-
cast session with TC and erasures,TU, can be expressed
as follows:

fT U
. t; g, q, �/ D Pr–TU D t� D

tX

iD g

 
t � 1
i � 1

!

.1 � �/ i � t� i fT TC
. i; g, q/, t 2 –g,1 /

(10)

4.2. Broadcast distribution

For broadcast, we can regard its pmf as the case of Þnding
the required transmissions for the maximum ofN inde-
pendent parallel unicast sessions. This results in an upper
bound because we exclude other policies that take advan-
tage of common coded packets. Because each receiver just
needs to collect different linear combinations to decode
the packets, the number of transmissions will be bounded
by the receiver that performs the worst. In this way, the
number of transmissions for broadcast is given byTB D
maxjD –1,N� TUj , whereTUj is the distribution on which pmf
is obtained from (10). We review this and prove it in the
following lemma.

Lemma 4.2 (Broadcast TC probability mass function).
Consider the case of a broadcast scenario with heteroge-
neous packet erasure rates� j , j 2 –1,N� that employs TC
of generation size g and Þeld sizesq. Let TB be the ran-
dom number of transmissions required to decode. Then,
the pmf ofTB for the probability of decoding in exactly t
transmissions is

  We use the deÞnition of the negative binomial distribution that

accounts for the random numberT of Bernoulli trials of success prob-

ability p required to attainn successes. Then,T � NB.n,p/ H)

Pr–T D t� D
� t� 1

n� 1

�
pn.1 � p/ t� n , t 2 –n,1 / .
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where in (11), fT TC
. t; g, q/ is the TC pmf given by (6).

Proof. The proof is in the Appendix. �

Corollary 4.2.1 (Homogeneous erasures in broadcast).
The pmf of broadcast TC with homogeneous erasure rates,
� 1, : : : , � N D � , is
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N
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(12)

Proof. It can be easily veriÞed that evaluating (11) with
homogeneous erasure rates,� j D � 8 j, and doing the
corresponding algebra, one obtains (12). �

4.3. Single cloud cooperation distribution

For single cloud cooperation, we consider its random num-
ber of transmissions for decoding,TSCC, as the sum of two
random number of transmissions. First, we consider the
random number of transmissions for the cloud to obtain
g l.i. coded packets in the cellular stage,TSCC,cel. Sec-
ond, we add the number of transmissions in the local stage
required for all the devices to share their content,TSCC,loc,
which is a particular case of broadcast under the proper
evaluation. Hence,TSCC D TSCC,cel C TSCC,loc. We give
a formal deÞnition of this distribution and its proof in the
following lemma.

Lemma 4.3 (Single cloud cooperation TC distribution).
Consider the case of a single cloud cooperation scenario
that employs TC of generation size g and Þeld sizesq.
The cloud is composed of H heads from N devices with
H 6 N. The heads have heterogeneous packet erasure
rates � j , j 2 –1,H� for the links between the source and
them. All devices inside the cloud have a homogeneous
packet erasure rate� loc for all their N.N� 1/

2 connection
links between them. Then, the distribution for the random
number of transmissions required for decoding is given by

TSCC D TSCC,cel C TSCC,loc where each term is given
as follows:

TSCC,cel D TU

0

@g,q,
HY

jD 1

� j

1

A (13)

TSCC,loc D
�

TB.N � H,g,q, � loc/ , H < N
TB.Nloc, gloc, q, � loc/ , H D N

(14)

Nloc D N �

6
6
6
4 Pg

NX

jD 1

.1 � � j /g

7
7
7
5 (15)

gloc D max
j2–1,N�

 

g �

$

.1 � � j /
gX

iD 1

pi

%!

(16)

where in (13) and (14) the parenthesis notation indicates
the evaluation of the respective distribution with the given
parameters. In (15) and (16), Pg and pi are respectively the
probabilities of linear independence at g transmissions and
in each stage of the TC Markov Chain. Both are deÞned in
the proof of Lemma 4.1.

Proof. The proof is in the Appendix. �

Corollary 4.3.1 (Homogeneous conditions in single cloud
cooperation). The distribution of single cloud coopera-
tion TC with homogeneous erasure rates,� 1, : : : , � H D
� cel, is

TSCC,cel D TU
�
g,q, � H

cel
�

(17)

TSCC,loc D
�

TB.N � H,q, � loc/ , H < N
TB.Nloc, gloc, q, � loc/ , H D N

(18)

Nloc D N �
	
PgN.1 � � cel/g�

(19)

gloc D g �

$

.1 � � cel/
gX

iD 1

pi

%

(20)

Proof. By evaluating Equations 13Ð(16) with� j D
� cel, 8 j �

4.4. Multiple clouds cooperation
distribution

For multiple clouds cooperation, we consider its random
number of transmissions for decoding,TMCC, again as
the sum of two random number of transmissions in a
cellular and local fashion as before. Hence,TMCC D
TMCC,cel C TMCC,loc. However, in this scenario, for the
local stage, consider the behaviour of the average user. We
Þrst derive the distribution for all the cloud and then evalu-
ate for the average user. We give a formal deÞnition of this
distribution and its proof in the following lemma.

Lemma 4.4(Multiple clouds cooperation RLNC distribu-
tion). Consider the case of a multiple clouds cooperation
scenario that employs RLNC of generation size g and Þeld
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size q. Each cloud is composed of Hn heads from Nuc
devices with Hn 6 Nuc. The heads have heterogeneous
packet erasure rates� jn , j 2 –1,Hn�, n 2 –1,C� for the
links between the source and them. All devices inside each
of the C clouds have a homogeneous packet erasure rate
� loc for all their N.N� 1/

2 connection links between them.
Then, the distribution for the random number of trans-
missions required for decoding each cloud is given by
TMCC D TMCC,cel C TMCC,loc where each term is given
as follows:

TMCC,cel D max
n2–1,C�

0

@TU

0

@g,q,
HnY

jD 1

� jn

1

A

1

A (21)

TMCC,loc D
�

TB.Nuc � Hn,g,q, � loc/ ,Hn < Nuc
TB.Nuc,loc,n, gloc,n, q, � loc/ ,Hn D Nuc

(22)

Nuc,loc,n D Nuc �

6
6
6
4 Pg
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7
7
7
5 (23)

gloc,n D max
j2–1,Nuc�

 

g �
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gX
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pi

%!

(24)

Where in (21) and (22), the parenthesis notation indicates
the evaluation of the respective distribution with the given
parameters. In (23) and (24), Pg and pi are respectively
the probabilities of linear independence at g transmissions
and in each stage of the RLNC Markov Chain. Both are
deÞned in the proof of Lemma 4.1. Also important in the
local stage, the number of transmissions depends on the
n-th cloud being considered.

Proof. The proof is in the Appendix. �

With the previous distributions, we simply Þnd a proper
operation to observe the behaviour of the system. In our
case, we consider the average cloud. To Þnd the trends of
the system, we simply evaluate the previous distributions
in the homogeneous regime, for example,� jn D � cel, 8 j, n
andHn D Hc, 8n, which makes the average cloud equal
to any cloud.

Corollary 4.4.1 (Homogeneous conditions in multiple
clouds cooperation). The distribution of multiple clouds
cooperation RLNC with homogeneous erasure rates,� jn D
� cel, 8 j, n and Hn D Hc, 8n, is the following:

TMCC,cel D TB



CHc,g,q, � Hc

cel

�
(25)

TMCC,loc D
�

TB.Nuc � Hc,g,q, � loc/ , Hc < Nuc
TB.Nuc,loc, gloc, q, � loc/ , Hc D Nuc

(26)

Nuc,loc D Nuc �
	
PgNuc.1 � � cel/g�

(27)

gloc D g �

$

.1 � � cel/
gX

iD 1

pi

%

(28)

Proof. The proof is performed by performing the men-
tioned evaluations in Equations 21Ð(24). Moreover, we
notice that for the cellular stage, all erasure rates are
the same, and the distribution for this stage reduces to
employing a similar reasoning as the one in Corollary
4.2.1. �

5. PERFORMANCE METRICS

With the pmf for each scenario in Section 4, we compute
the mean for the number of transmissions, which allows
us to compute the throughput and energy. In the cloud
cooperation scenarios, the results are relatively equiva-
lent; however, the pmf in both cellular and local stages
will depend on the scenario employed as shown in the
previous section. Given this, for notation purposes, we
omit the difference betweenTcel andTloc in single cloud
cooperation and multiple clouds cooperation unless it is a
necessary exception.

5.1. Throughput

We deÞne the throughput in the cloud cooperation scenario
for a given set of parameters in the following way:

RCC D
g

max.tcelE–Tcel�, tlocE–Tloc�/
(29)

In (29), tcel and tloc are the durations of a time slot in
the cellular and local stages, respectively. The effective rate
perceived by a user will be the information sent divided
by the completion time multiplied by a cost. For broadcast
RLNC, the throughput isRB D g

tcelE–T B� .

5.2. Energy consumption

From the energy point of view, we only consider how
much energy is required to transmit and receive a packet
due to channel erasures. We do not consider the compu-
tational energy consumption because they are up to one
order of magnitude below the energy expenditure for trans-
mitting and receiving packets for moderate generation (up
to 128) and Þeld sizes (up to 28) [17], which we employ
in our study. We consider that the energy for being idle is
the same as for receiving a packet, because we have also
observed that they are very close in practice [17].

To compute the energy consumption, we assume that
a packet transmission and a packet reception spend the
same energy because we observed this for commercial
mobile devices in [17]. Then, we consider that the energy
cost depends only on the type of connection employed.
Therefore, we have two energy costs:Ecel for the cellu-
lar interface, andEloc for the local interface. Each cost
depends on the packet size and the energy per byte. The
latter is proportional to the energy per bit for each type of
connection. Then, naming the packet sizeps, the energy
per byteEB and the energy per bitEb for the cellular stage,
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we obtainEcel D psEB,cel with EB,cel D 8Eb,cel. Simi-
larly, for the local stage, we obtainEloc D psEB,loc with
EB,loc D 8Eb,loc. The energy per bit values are extracted
from [28].

For our study, we compute the energy spent for the BS
and the average energy spent per device for each trans-
mission scenario. In the following,Ex indicates an energy
value, andE–� is the expected value operator for ran-
dom variables. The energy expenditure for the BS,EBS, is
total number of cellular transmissions necessary before the
heads in each cloud can decode the content jointly, mul-
tiplied by the energy cost of transmitting a packet on the
cellular link. The average energy spent by a device,ED, is
computed from the following: (i) the reception of the heads
in the cellular stage; (ii) the transmission of the heads in
the local stage; and (iii) the reception of the non-heads in
the local stage. The average is computed by dividing the
previous total energy by the number of devices.

First, the energy consumption for broadcast is as
follows:

EBS D EcelE–TB� , ED D EcelE–TB� (30)

Second, the energy expenditure for the single coopera-
tion scenario is shown in (31).

EBS D EcelE–Tcel�

ED D Ecel

�
H
N

�
E–Tcel� C ElocE–Tloc�

(31)

For the multiple clouds cooperation scenario, the result
is equivalent with the number of heads and users per cloud
equal toHc andNuc:

EBS D EcelE–Tcel�

ED D Ecel

�
Hc

Nuc

�
E–Tcel� C ElocE–Tloc�

(32)

5.3. Cellular versus local links

The performance of cooperation will depend on the slot
rate and energy use per bit costs on the local and the cel-
lular links. Therefore, we deÞne thert as the ratio between
cellular and local slot rate costs, andre as the ratio between
the cellular and local energy cost.

rt D
tloc

tcel
D

Rcel

Rloc
; re D

Eb,cel

Eb,loc
(33)

5.4. Gain regions

For the analysis with different erasure rates per stage, we
deÞne the throughput and energy gains of cloud coopera-
tion against broadcast RLNC from (30) and (31) as shown
in (35).

Gt D
E–Tcel�

max.rtE–Tcel�,E–Tloc�/

Ge D 1 �
re

� H
N

�
E–Tcel C Tloc�

reE–Tloc�

(34)

We deÞne throughput gain as the ratio of the cloud coop-
eration and broadcast RLNC throughputs. The energy gain
of cooperation over broadcast is deÞned as the saving in
energy for the devices, because cooperation always save
energy at the BS.

5.5. Optimal cloud size

All the studied scenarios can be regarded as the spectrum
of cooperation, where broadcast is the case of no coopera-
tion, single cloud cooperation the case of full cooperation
and multiple clouds cooperation the in-between. Then, we
deÞne the optimal cloud size as the size that all the clouds
should have in order to minimise the total transmission
time. We consider this because we have observed that in
the case of having the same erasure rate for all the links
in the cellular stage and the same erasure rate for all the
links in the local stage, employing the same cloud size
for all the clouds, two main situations dominate either the
cellular or the local transmission time. First, the cellular
transmission time mostly depends on the smallest cloud,
for example, the one with the least amount of devices. Sec-
ond, the local transmission time depends on the remaining
devices to be served, which is proportional to the biggest
cloud. We verify this in the results section and then focus
on the homogeneous case because it gives the best per-
formance. For this case, there will be a trade-off for the
number of transmissions in each stage. For the broadcast
case, we simply consider thatNuc D 1 andTMCC,loc D 0.
Thus, the optimal cloud size is deÞned as follows:

N�
uc D min

Nuc
TMCC (35)

5.6. Overhead

We calculate the performance of TC against RLNC by
reviewing the optimal Þeld choices that minimises an
overhead-related cost function and compare them against
the performance of both RLNC withGF.2/ and GF.28/
given that they represent opposite extremes.

We deÞne the overhead for a Þeld schemes and trans-
mission scenariot as

Os,t D .BC j vjs,t/. Ts,t � Tsmin,t/ C j vjs,tTsmin,t –bits� (36)

In (36), Os,t is the overhead viewed as random variable
depending on a given scheme and transmission scenario.
jvjs,t is the coding coefÞcients overhead for the given
scheme and scenario.Ts,t is the (random) number of trans-
missions of the given scheme and scenario andTsmin,t is a
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random variable for the minimum amount of transmissions
that the scheme might take in the given scenario. A rea-
sonable approximation for this variable isTGF.28/ ,t. Given
that we are evaluating the overhead, our choice for the cost
function to obtain the optimal Þeld scheme is the mean
overhead. Then, the optimal Þeld scheme for a given sce-
nario is the one that minimises the following cost function
(after rearranging terms):

min
q

.B C j vjq,t/E–Tq,t�

s.t. qi D 22ki , i 2 –1,g�, ki 2 ZC
(37)

In the nonlinear integer problem deÞned in (37), we have
substituted the scheme subscript to highlight the depen-
dence on the Þelds of the mean overhead minimisation
because the optimal scheme is a particular choice of Þelds.
For a given solution of (37), we evaluate its cost in (36) to
review the performance of the given scheme.

6. NUMERICAL RESULTS

We use a set of parameters in the following ranges 16 N 6
50,g D f 64, 128g, q D 28 and 06 � cel D � loc D � 6 0.6.
The time slot duration is set totcel D 0.5 ms to conform
to the LTE-A E-UTRA [29] and its set of D2D speciÞca-
tions. For the energy, we extracted the energy per bit cost
from the energy model in [28] and use a packet sizeNB
of 500 B. For RLNC, in case of increasing the packet size
(e.g. 1.5 KB) while keeping the total amount of data, the
overhead contribution from the coding coefÞcients will be
low because the amount of bits required to send the cod-
ing coefÞcients will be less than the required packet size,
reducing the required signalling. For the case of a low
packet size (e.g. 100 B), the overhead due to the coding
coefÞcients per packet increases because it is comparable
with or even higher than the packet size. Then, for very low
packet sizes, most of the information sent is mainly sig-
nalling reducing the throughput. For the overhead of TC,
we evaluate broadcast and single cloud cooperation with a
set of parameters in the following rangesN D f 1, 30, 50g,
g D f 16, 32, 64, 128g, � cel D � loc D � D f 0.1, 0.3, 0.5g.
We use a representative wireless network packet size of
1.6 KB (B D 12 800 bits). For the optimal Þeld scheme,
we obtain the solutions that minimise the cost function in
(37) by performing a search for the solutions in the feasible
set of (37) and verifying which minimises the cost func-
tion. The considered Þeld sizes for the feasible set were 2,
22, 24, 28, 216 and 232 as in [19], because current computer
data types can easily represent these values. Following,
we make the comparison in percentage value obtained as
E–Os,t�=gB� 100%.

Figure 4 shows how the throughput varies depending
on the ratio of the cellular and local data rate. The ratios
are obtained by Þxing the cellular data rate and varying
the local data rate. When the local data rate is lower than
the cellular rate, the cooperative schemes provide lower
throughput than the broadcast scheme. Conversely, when

the local data rate is higher than the cellular data rate,
the cooperative schemes deliver a higher throughput than
broadcast. The throughput is highest when the local links
rate are twice as faster as the cellular ones. The number of
heads controls how much gain can be obtained and where
it occurs for a given ratio. When the number of heads
decreases, the throughput also diminishes because there are
fewer heads each with an independent chance of receiving
the packet.

Figure 5 shows how the energy for the devices changes
as the ratio between the cellular and local energy per bit
changes. The energy cost in the cellular link is Þxed and
the cost on the local link is changed to obtain the differ-
ent ratios; consequently, the energy per bit for broadcast
is constant.

When the energy cost for the local links is higher than
the cellular energy cost, the cooperation performs worse
than broadcast. The extra consumption for cooperation
comes from the transmissions in the local stage. Contrar-
ily, when the cost of the local links is lower than the cost of

Figure 4. The throughput of broadcast and cooperation with dif-
ferent number of heads, for different ratios between the data
rate on the cellular and local link. Used parameters:g D 64, q D

28, � D 0.4, N D 50.

Figure 5. The energy per generation of broadcast and coop-
eration with different number of heads, for different ratios
between the energy per bit on the cellular and local link. Used

parameters: g D 64, q D 28, � D 0.4, N D 50.
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the cellular links, single cooperation uses less energy than
broadcast. In these cooperation scenarios, the consumption
is determined by the number of heads on the cellular stage.

For a cloud of a determined size, in the case of having
the same erasure rate for all the links in the cellular stage,
there is a trade-off between throughput and energy expen-
diture that depends on the number of heads. The higher
number of heads, the higher the throughput. When a coded
packet is broadcasted to the cloud in the cellular stage,
having more heads cooperating with each other rapidly
increases the probability that at least one of them obtains
it, to later share this knowledge with all the devices. This
in turn increments the probability of having all the packets
inside the cloud ing transmissions, enhancing the through-
put. However, this comes at the expense of higher energy
consumption because more energy is spent when receiv-
ing the packets to the cloud. For a low amount of heads,
the energy expenditure for the devices is low, but the same
for the throughput given that more transmission is required
because less devices are cooperating. At the end, it is a
design decision because both beneÞts cannot be achieved
at the same time.

Figure 6 shows the regions where cooperation provides
a gain in terms of throughput for a wide range of era-
sure rates on the cellular and local links. The lines show
where broadcast and cooperation perform the same, for
rt D –0.5, 0.8, 1, 1.5, 2�. In the region below each line,
cooperation provides higher throughput than broadcast for
that particularrt. Above the line, broadcast performs bet-
ter. For example, in the case of a fast local linkrt D 0.5,
then cooperation provides a gain for almost all considered
erasure rates, even in cases where the local erasure rate is
much higher than the cellular.

Figure 7 shows the regions where cooperation provides
a gain in terms of energy saving on the devices for var-
ious erasure rates on the cellular and local links. The

Figure 6. For different values of rt , the lines indicate where
cooperation and broadcast provide the same throughput for var-
ious erasure rates on the cellular and local links. Below each
line, cooperation performs better for the respective rt . Used

parameters: g D 128, q D 28, H D 40, N D 50.

lines show where broadcast and cooperation performs the
same, forre D –0.5, 0.75, 1, 1.5, 2�. In the region below
each line, cooperation provides a lower energy per bit than
broadcast for that particularre. Above the line, broadcast
performs better.

Figure 8 shows the results for two simulations. The Þrst
simulation shows the cellular transmission time for two dif-
ferent scenarios. In the Þrst scenario, for the same losses in
the cellular stage,� cel D 0.3, we show the cellular trans-
mission time for two clouds where the Þrst cloud size is
Þxed to six devices and the second cloud size ranges from
one to 20 devices. In the second scenario, for the same
losses in the cellular stage, we show the transmission time
for Þve clouds where all the cloud sizes are the same. We
vary the size of all these clouds from one to 20 devices.

Figure 7. For different values of re, the lines indicate where
cooperation and broadcast provide the same energy per bit for
various erasure rates on the cellular and local links. Below each
line, cooperation performs better for the respective re. Used

parameters: g D 128, q D 28, H D 40, N D 50.

Figure 8. For the cellular transmission time, the smallest cloud
dominates the transmissions below the homogeneous size
(dashed line). Above it, it remains mostly constant. For the local
transmission time, it remains constant below the homogeneous
size (dashed line). Above it, the biggest cloud starts to slowly
dominate the transmissions. Used parameters: g D 64, q D

28, � cel D 0.3, � cel D 0.1, H D N, N varies.
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For the Þrst scenario, we observe that as the number of
devices in the second clouds is less than six (dashed line),
then transmission time in the cellular stage increases given
that this cloud requires more transmissions than the Þrst
cloud. For the second scenario, as we increase the number
of devices in the Þve clouds, the error between one varying
cloud and Þve varying clouds becomes very small.

The second simulation shows the trends for the local
transmission time similarly in two scenarios. In the Þrst
scenario, assuming equal losses in the local stage,� loc D
0.1, we present the local transmission time for two clouds
keeping Þxed the size of the Þrst one to six devices and
varying the size of the second from one to 20 devices. In
the second scenario, for equal losses in the local stage, we
present the local transmission time where all the clouds
have the same size, and we vary them from one to 20
devices. Here, for the Þrst scenario, we notice that the local
transmission time is higher when second cloud size is big-
ger than the Þrst one. The reason being that the second
cloud becomes the biggest one and dominates the local

Figure 9. Optimal cloud size for g D 16, q D 28, � cel D 0.3 and
� loc D 0.1.

transmission time. Similarly, for the second scenario, we
observe that the local transmission time matches for both
cases after six devices (dashed line).

At the end, we see that the homogeneous is the best case
that we could obtain. In any other case, one of the following
two situations occurs: (i) the cellular transmission time is
high, while the local transmission time is constant, or (ii)
the cellular transmission time remains constant, while local
transmission time is high. The homogeneous case is simply
the boundary between the previous two.

Figure 9 shows the trade-off for the number of users per
cloud for different given erasure rate in the cellular and
local stages. We clearly observe that there is a cloud size
Nuc for which the total number of transmissionsTMCC is
minimum, thus minimising the energy consumption and
maximising the throughput.

We study the overhead performance for the three
schemes for both scenarios to compare the optimal
scheme performance.

6.1. Optimal telescopic codes conÞguration
and performance for broadcast

Figure 10(a) Þrst shows the optimal scheme obtained from
solving (37). Second, Figure 10(b) shows the correspond-
ing optimal scheme overhead against the overhead from the
other two code schemes. Both results are for 30% losses
in all the links of the remote stage. Both the optimal Þeld
scheme and overhead are presented versus the combina-
tions of users,N, and generation sizes,g. Each bar in
Figure 10(a) indicates the amount of coding coefÞcients
for the given Þelds as percentages in the generation. For all
shown combinations in Figure 10(a), asg increases for a
Þxed amount of users, most of the coefÞcients are drawn
from GF.2/ with a diminishing percentage being chosen
from other Þelds. Nevertheless, for a Þxed generation size
and increasing number of users, only for low values ofg it
can be observed a tendency to use more coding coefÞcients
in high Þelds. Figure 10(b) exhibits the overhead mean of
the three schemes. For all the cases, we see that the optimal

Figure 10. Schemes performance for broadcast. � D 0.3.
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Figure 11. Schemes performance for cloud cooperation. � D 0.3.

Table I. Scenarios and schemes comparison.

Transmission time

Transmission scenario Code scheme Overhead Cellular Local Total *Energy *Throughput

Broadcast RLNC Med High None High Med Low
Telescopic Low High None High Low Low

Single cloud cooperation RLNC Med Low Med Med High Med
Telescopic Low Low Med Med High Med

Multiple clouds cooperation RLNC Med Low Low Low Med High
Telescopic Low Low Low Low Low High

� cel D 0.3, � loc D 0.1, N D 60, H D N, re 6 1, rt > 1.
RLNC, random linear network coding.

Þeld scheme outperforms bothGF.2/ andGF.28/ achiev-
ing a less than 2% total overhead in most of the cases. For
g 6 32, increasing the number of receivers greatly affects
the total overhead, almost doubling it in the case ofg D 16.
Although, forg > 64, the overhead is less sensitive to the
number or receivers.

6.2. Optimal telescopic codes
conÞguration and performance for single
cloud cooperation

Correspondingly, Figure 11 exhibits the performance for
cloud cooperation. Figure 11(a) presents the optimal
scheme obtained from solving (37) for cloud cooperation
and 30% losses for both the remote and local links. In
this case, for increasingg and Þxed users amount, more
than 90% of the coding coefÞcients belong to a single
Þeld. Forg 6 32, the scheme distribution goes mostly to
eitherGF.24/ or GF.28/. For g > 64, most of the coef-
Þcients are chosen fromGF.22/. For a Þxed generation
size and varying amount of users, the coding coefÞcients
distribution appreciably changes forg D 16 and slightly
for g D 64. Figure 11(b) displays the overhead mean;
the optimal Þeld scheme provides a lower mean overhead
than bothGF.2/ andGF.28/, except for the cases of 30

and 50 receivers with 16 packets as generation size, where
the optimal scheme and subsequently mean overhead are
the same asGF.28/. Still, for all the cases, total over-
head mean does not exceed 2.5% with some cases being
approximately less than 1%.

Finally, in Table I, we present a solution comparison
to show our major results. We consider a packet erasure
rate of 30% for the cellular links and 10% for the local
links. Similarly, we consider a large Þxed amount users,
N D 60, with all of them being heads. Also, the energy
cost in the cellular stage is equal or higher as the energy
cost in the local stage (re 6 1). Similarly, we consider
that duration of a time slot in the cellular stage is the
same as in the local stage (rt > 1). Under this scenario,
the multiple clouds cooperation approach provides the best
performance in terms of throughput. Thus, we expect the
highest gains from cooperation and coding in this regime.

7. CONCLUSIONS

In this work, we presented an in-depth study of the
speciÞc operating regions where cooperation provides
gains in throughput and energy over coded broadcast-
ing techniques. Our numerical results showed that gains
can be achieved even if the long-range and short-range
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technologies transmit at comparable data rates or there are
few differences in the erasure rates in each stage. More
importantly, we showed that cooperation can provide sev-
eral fold gains broadcast as long as the short-range link is
at least twice as fast as the long-range one. Finally, our
results showed that a moderate number of heads (e.g. three
or more) per cooperative cluster is enough to yield the high
throughput gains while maintaining a low energy consump-
tion at the receivers. Also, for multiple clouds cooperation,
we observed that the cloud size should be around six nodes
in most of the cases.

We also proposed the use of TC for network-coded coop-
erative to reduce the total system overhead. We review
the performance of TC against classical RLNC systems
using eitherGF.2/ or GF.28/ with two common mul-
ticast scenarios: broadcast and single cloud cooperation.
For a broadcast scenario, we observed that the optimal
Þeld scheme always outperforms both traditional RLNC
schemes where in some cases total overhead is less than
0.5%. For single cloud cooperation, the total overhead was
less than approximately 3% in all the cases. In a single
cloud cooperation scenario, the penalty for including coef-
Þcients from low Þelds becomes signiÞcant because of the
presence of the hops. However, this becomes less critical
as the generation size increases.

Future work shall focus on protocol design for cooper-
ative schemes in highly dense scenarios as well as imple-
mentation and evaluation of the most promising schemes
in Aalborg UniversityÕs Raspberry Pi testbed [30]. Regard-
ing optimal overhead codes, future work in this area should
consider the inclusion of other scenarios such as multiple
clouds cooperation and multihops.

APPENDIX

Proof of Lemma 4.1
Let TTC,i be a random variable for the number of trans-

missions needed to receive an l.i. coded packet in a stage
of the Markov Chain for TC in Figure 3. This is a geo-
metric distribution  with success probability given bypi D
1 � qi

� gC . i� 1/ , i 2 –1,g�. In general,qi D 22ki , ki 2 ZC .
Later, the distribution for TC is given as follows:

TTC D
gX

iD 1

TTC,i (A.1)

A direct computation of (A.1) is analytically intractable
due to the requirement of computingg � 1 discrete con-
volutions. Nevertheless, in the pgf domain, this operation
turns into a product making the analysis fairly easier.

First, let us deÞne the pgf of a discrete random variable
T from its pmf asGT .z/ D E–zT � D

P 1
tD�1 Pr–T D

  We use the deÞnition of the geometric distribution that accounts for

the random numberT of Bernoulli trials of success probabilityp

required to obtain the Þrst success. Later, ifT � Geom.p/ H)

Pr–T D t� D .1 � p/ t� 1p , t 2 –1,1 /

t�zt D
P 1

tD�1 fT . t/zt. Second, the bilateral Z-transform
of the pmf asF.z/ D Z fPr–T D t�g D

P 1
tD�1 Pr–T D

t� D
P 1

tD�1 fT . t/z� t. Doing little algebra with the previ-
ous two deÞnitions, it can be seen thatF.z/ D GT .z� 1/ .
Thus, the Z-transform of (A.1) becomes

FT TC
.z/ D

gY

iD 1

GT TC,i
.z� 1/ (A.2)

Calculating the pgf ofTTC,i with the previous deÞnitions
and inserting in (A.2), we obtain the following:

FT TC
.z/ D GT TC

.z� 1/

D
gY

iD 1

piz� 1

1 � .1 � pi /z� 1 , jzj > max.1 � pi /

(A.3)
In (A.3), we notice

Q g
iD 1 pi is simply the probability of

decoding in exactlyg transmissions, Pr–TTC D g�, which
we relabel asPg. Also, � i D 1 � pi is probability of
obtaining an l.d. in stagei. Including this (A.3), we obtain

FT TC
.z/ D Pgz� g

gY

iD 1

1
1 � � iz� 1 , jzj > max.� i / (A.4)

From (A.4), we analytically observe the following: First,
as expected, the pmf will be a right handed, causal and sta-
ble sequence from the signal processing perspective. The
reason being that the pmf Z-transform Region of Conver-
gence includesjzj D 1 andjzj D 1 because max.� i / < 1
always. Also, the pmf sequence will begin atg because of
the delay termz� g, which makes reference to the fact that
g transmissions are required to receiveg l.i. packets.

At this point, we make the following observation:
Depending on the Þeld distribution considered, at least
some of the l.d. probabilities may be equivalent to each
other. Thus, in general, the Z-transform of the TC, (A.4),
may have repeated roots in its pgf. Therefore, let us con-
sider that we have� l , l 2 –1,L� distinct l.d. probabilities in
the Markov Chain in Figure 3, each repeatedml times withP L

lD 1 ml D g. Then, (A.4) becomes (A.5):

FT TC
.z/ D Pgz� g

LY

lD 1

1
.1 � � lz� 1/ml

, jzj > max.� l /

(A.5)

Afterwards, we perform a partial fraction expansion on
the product term in (A.5), which is rational, which turns
it into

FT TC
.z/ D Pgz� g

LX

lD 1

mlX

nD 1

al,n

.1 � � lz� 1/n , jzj > � lmax

(A.6)

In (A.6), we have splitted the product as a sum of the
contributions of each of its poles of the Z-transform in
(A.6). Here, RLNC appears as a special subcase due to the
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linear dependence probabilities being unique in that case.
Hence, we can obtain the pmf for RLNC as a subcase of
the for TC.

From (A.6), theal,n coefÞcientsal,n, l 2 –1,L� , n 2
–1,ml � are the residues of the complex function
hQ L

mD 1.1 � � mz� ml /
i � 1

at the polesz D � l , l 2 –1,L�.
These residues are calculated using the expression:

al,n D
limz! � l

dml � n

d. z� 1/ ml � n



GT TC.z� 1/. 1� � l z� 1/ ml

Pgz� g

�

.ml � n/—.� � l /ml � n
(A.7)

Performing this evaluation and doing inverse Z-
transform algebra, the one obtains (6), which concludes the
proof.
Proof of Corollary 4.1.1 The proof comes by letting
qi D q 8 i 2 –1,g�, which gives different unique l.d. proba-
bilities in the Markov Chain, which in turns gives all simple
poles (A.4). This makes quite easy to evaluate the residues
as ai D limz! � i

� Q g
mD 1.1 � � mz� 1/

� � 1
�

�
.1 � � iz� 1/

�

and noting that the relationship� m� � 1
i D qm� i between

the l.d. probabilities giving the result in (8), and this
concludes the proof.
Proof of Lemma 4.2 For the probability of the max-
imum number of transmissions of the worst receiver to
be less than or equal tot transmissions, then necessarily
all other receivers must also have this (or in general less)
transmissions than the worst receiver.

Therefore, under the packet erasures independence
assumption, we can compute the cumulative density func-
tion (CDF) for broadcast with TC, asFT B

.t/ D Pr–TB 6
t� D

Q N
jD 1 Pr–TUj 6 t� with Pr–TUj 6 t� being the CDF

obtained from the pmf in (10) with the resulting CDF
in (A.8).

FT B
. t; N,g,q, � 1, : : : , � N/ D

NY

jD 1

0

@
tX

kD g

kX

iD g

 
k � 1
i � 1

!

.1 � � j / i � k� i
j fT TC

. i; g, q/

1

A
(A.8)

Finally, to obtain the pmf for broadcast, we simply
computefT B

. t/ D FT B
.t/ � FT B

. t � 1/ , which gives (11).
Proof of Lemma 4.3 In the cellular stage, each coded
packet is acknowledged as received if at least one head
obtains it, regardless if it is l.i. or not. This event occurs
with probability 1�

Q H
jD 1 � j because all links need to fail

for a packet to not be received. Therefore, the distribution
of the number of transmissions to obtain a coded packet
is Geom.1 �

Q H
jD 1 � j / . Because we need to account forg

packets, the distribution for receiving all the packets with-
out considering the coding scheme isNB.g, 1 �

Q H
jD 1 � j /

given that it is the sum ofg geometric distributions. Later,
we couple the resulting pmf with the coding scheme one
by following the same procedure as in the proof of Lemma
4.1 to obtain (10). Doing the calculations, we obtain (13).

In the local stage, the heads take turns to broadcast their
content between all devices in the cloud. Given that we

have assumed coordination among the heads, any tem-
poral transmitting head behaves as a source broadcasting
recoded packets. Then, the pmf for this stage is a particular
case of (12).

At this point, we differentiate two cases: not all heads
and all heads. For the former, we make the approxima-
tion that the non-heads will become the dominant factor in
the broadcast pmf, given that they have no collected pack-
ets from the previous stage. In case of the latter, there is
no dominant set of devices with a particular number of
packets. So, in general, we need to exclude from the total
amount of devices,N, the devices that may have Þnished
before (although depending on the conditions this number
might be very low) and account that some devices have
some packets already.

To obtain an average number of devices that may have
Þnished in the cellular stage for the all heads case,Nf ,
we approximate it as the mean for the random number of
devices that haveg l.i. packets after exactlyg transmis-
sions have occurred. We round down this to provide an
integer result, soNf D bE–Nf �c. Assuming thatg trans-
missions occur in the cellular stage is reasonable because
the mean of the distribution in (13) isg=.1 �

Q N
jD 1 � j / .

This mean tends tog rapidly for practical values of the� j
andN.

To calculate the distribution of the devices that have Þn-
ished,Nf , we notice that each device meeting the previous
condition can be regarded as a Bernoulli trial with success
probabilityPg.1� � j /g because all packets must be received
and l.i. for each device independently. So, we consider
Nf D

P N
jD 1 Bernoulli.Pg.1� � j /g/ and taking the mean to

this expression givesE–Nf � D
P N

jD 1 E–Bernoulli.Pg.1 �

� j /g/� D Pg
P N

jD 1.1 � � j /g. Later, Nf D bE–Nf �c D

bPg
P N

jD 1.1 � � j /gc from which we obtainNloc D N � Nf ,
which gives (15).

To obtain how many packets we need to transmit in
the local stage, we calculate how many packets does each
device j, j 2 –1,N� has on average afterg transmission
have occurred rounded down,bE–Gj�c. Then, we will trans-
mit as many coded packets as required to ensure that the
device that has the less number of packets from the cel-
lular stage acquires the whole generation, for example,
gloc D maxj .g � b E–Gj�c/ .

For the j-th device, in g transmissions, it will have
receivedGj l.i. packets. Thei-th transmission withi 2
–1,g� can be regarded as a Bernoulli trial that has success
probabilitypi .1 � � j / . Thus,Gj D

P g
iD 1 Bernoulli.pi .1 �

� j // for which its mean is.1 � � j /
P g

iD 1 pi . Then, doing
the remaining algebra, we obtain (16), and this concludes
the proof.
Proof of Lemma 4.4 This proof is similar as
the preceding one, but some differences occur. First,
instead of broadcasting to a single cloud in the cellular
stage, we broadcast to 1< n < C clouds, so the num-
ber of transmissions will be upper bounded by the worst
cloud, hence the computation as described in (21). Sec-
ond, in the local stage, we calculate the new parameters for
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evaluating the distributions in each cloud depending on
the cloud being considered in general because the param-
eters depend on the erasure rates of cellular stage.
Nevertheless, the results from the proof of Lemma 4.3
still hold.
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ABSTRACT
Network Coding (NC) has been shown to improve current
and upcoming communication systems in terms of through-
put, energy consumption and delay reduction. However, to-
day's evaluations on network coding solutions rely on home-
grown simulators that might not accurately model realistic
systems. In this work, we present for the �rst time the steps
to use Kodo, a C++11 network coding library into the ns-3
simulator and show its potential with basic examples. Our
purpose is to allow ns-3 users to use a exible and reliable
set of network coding functionalities together with the tech-
nologies simulated in ns-3. Therefore, in this paper we (i)
show how to set up the Kodo library with ns-3, (ii) present
the underlying design of the library examples, and (iii) ver-
ify the performance of key examples with known theoretical
results.

CCS Concepts
�Networks ! Network simulations; Packet-switching
networks; �Mathematics of computing ! Coding the-
ory; �Computing methodologies ! Simulation tools;
�Software and its engineering ! Software libraries
and repositories;

Keywords
Network Coding, C++, ns-3, simulator

1. INTRODUCTION
Since its inception, network coding [14] has been a disrup-

tive technology that allows intermediate network nodes to
combine packets, instead of just routing them, resulting in
increased throughput, reliability, and lower delay. NC im-
plementations have also corroborated these promised gains
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under speci�c scenarios [15,23,24,27,29,30].
In most previous implementations, the Kodo C++11 net-

work coding library [31] was used. Kodo is intended to
make network coding implementations available to both re-
searchers and commercial entities, in particular those de-
veloping protocols. Kodo provides fast implementations of
�nite �eld arithmetics and the encoding, decoding and re-
coding fnctionalities for a variety of network codes, includ-
ing Random Linear Network Coding (RLNC) [22], Perpet-
ual [21] and Fulcrum network codes [28]. The library is
continuously tested to support a large number of operating
systems, compilers and architectures with hardware acceler-
ation (SIMD) [6]. Hence, Kodo has been designed to ensure
performance, testability and exibility.

An important part of the evaluation process for these pro-
tocols is the simulation stage that aids developers to verify
analytical results, rethink the modeling process by includ-
ing unobserved system e�ects or proceed with a given design.
Through the research community, the ns-3 project [8] aims
to develop and establish an open network simulation envi-
ronment for research. Among the project's goals are: simu-
lation of standard technologies, simple usage and debugging,
code testing and documentation that caters to the needs of
the simulation workow. Although there has been various
initiatives to develop simulations tools in the network coding
environment, [1,9,12,18], most of these simulators: (i) may
not be continuously maintained and tested, (ii) may rely on
former functionalities of its components and (iii) are hard
to integrate with standard technologies. Thus, to date there
are no accurate network coding libraries that are well-tested
and maintained to interact with deployable network simula-
tion environments. Hence, in this work we provide for the
�rst time, a set of examples compliant with ns-3 using Kodo
as an external library for network coding where we verify
know and expected results from the NC literature.

Our work is organized in the following way: Section 2 pro-
vides the theoretical aspects regarding the encoding, decod-
ing and recoding of RLNC packets indicating some applica-
tion scenarios. Section 3 shows how to get the Kodo library
for ns-3 in an easy and rapid fashion. Section 4 describes the
design and implementation details of our examples. Section
5 provides known veri�able results in the NC literature us-
ing several ns-3 simulations to validate the examples. Final
conclusions of our work are drawn in Section 6.



2. NETWORK CODING BASICS
Kodo implements core functionalities of intra-session NC

(i.e., where data packets from a single ow are combined
with each other). In this type of network coding, the origi-
nal data Pj ; j 2 [1; g], each ofB bits, is used to create coded
packets. In the following subsections, we describe the ba-
sic functionalities of RLNC [22], namely encoding, decoding
and recoding. Later, we mention applications that could po-
tentially bene�t from including RLNC as a coding scheme.
More complex code variants available in Kodo are described
in more detail in [3].

2.1 Encoding
With RLNC, each coded packet is a random linear com-

bination of the original set of packets. Hence, a linearly
independent (l.i.) set of g coded packets,Ci ; i 2 [1; g] is re-
quired in order to get the original information. Each original
packet is considered as a concatenation of elements from a
Galois Field (GF) of a given size q, which we denote GF (q).
To create a coded packet, a coding coe�cient vi;j , is chosen
at random from GF (q) for every packet Pj and multiplied
and added following the respective GF arithmetics. In this
way, a coded packet is:

Ci =
gM

j =1

vi;j 
 Pj ; 8i 2 [1; g] (1)

To indicate which packets were used to generate a coded
packet, one form is to append its coding coe�cients. In this
case, the overhead included forCi ; 8i 2 [1; g] by the coding
coe�cients is given by:

jvi j =
gX

j =1

jv i;j j = g � d log2(q)e [bits] (2)

2.2 Decoding
To perform decoding, we de�ne C = [C 1 : : : Cg ]T and

P = [P 1 : : : Pg ]T . Then, decoding reduces to solve the linear
system C = V �P using Gaussian elimination [19]. Here, the
coding matrix V contains any set of g linearly independent
packets Ci as rows as follows:

V =

2

6
4

v1

...
vg

3

7
5 =

2

6
4

v1;1 : : : v1;g

...
. . .

...
vg; 1 : : : vg;g

3

7
5 (3)

The decoder begins to compute and remove the contribu-
tions from each of the pivot elements, e.g. leftmost elements
in the main diagonal of (3), to reduce V to reduced echelon
form. In this way, it is possible to recover the original set of
packets.

2.3 Recoding
Network coding allows intermediate nodes in a network

to recombine (or recode) packets from their sources whether
they are coded or not. In general, a recoded packet should
be indistinguishable from a coded one. Thus, we de�ne a
recoded packet asR i and its corresponding encoding vector

as wi with coding coe�cients [ wi;1 : : : wi;g ], as follows:

R i =
gM

j =1

wi;j 
 Cj ; 8i 2 [1; g] (4)

(5)

In (4), wi;j is the coding coe�cient that multiplies Cj ,
uniformly and randomly chosen from GF (q). Any decoder
that collects R i ; i 2 [1; g] linearly independent coded pack-
ets, with their respective wi , will be able to decode the data
as mentioned before.

2.4 Network Coding Applications
There are numerous situations where NC provides bene-

�ts over conventional routing schemes. Basic gain descrip-
tions and practical use cases for network coding can be
found in [19, Sections 3,4] covering various areas. Among
di�erent bene�ts for communications, network coding can
achieve the capacity for networks with multicast ows [26],
improve content distribution in peer-to-peer networks [20] or
enhance throughput in conventional Transmission Control
Protocol (TCP) protocols for reliable communication [25].
For distributed storage systems, network coding has found
applications in scenarios where it could incur less redun-
dancy for data protection than simple replication [16].

3. GETTING KODO FOR NS-3
In this section, we explain how to get the Kodo up and

running. The procedure helps to quickly add new coding
functionalities in ns-3. The project with the examples is
available in [4] under a GPLv2 license and it tracks the latest
stable revision of the ns-3 development repository, ns-3-dev ,
to get the most recent changes. For research purposes, Kodo
uses a free research license detailed in [10].

A more detailed setup guide can also be found at [4]. A
descriptive tutorial for the project is available at [5]. We
strongly encourage any developer to follow the setup guide.
As a reference for this guide, we assume that the ns-3 project
is in the �/ns-3-dev folder on the developer's system.

1. To get access to Kodo, it is necessary to submit a re-
quest at [11] for a research license.

2. Build the local ns-3 repository with its examples since
the Kodo examples need the ns-3 binaries in order to
build itself. Execute in the local ns-3-dev folder:

(a) python waf configure --enable_examples

(b) python waf build

3. Go to � and clone the kodo-ns3-examples git reposi-
tory. At this point, a con�rmed license is necessary to
get the Kodo dependencies.

4. Go to the new kodo-ns3-examples folder and con�g-
ure with python waf configure (Kodo also uses the
waf [13] build system) to set and compile the project
and its dependencies.

5. Build the kodo-ns3-examples and install all the needed
�les for ns-3 in the �/ns-3-dev/examples/kodo folder
with python waf build install --ns3_path="PATH".
In this case, "PATH"would be �/ns-3-dev.



6. Get back to ns-3 folder and build the local ns-3 project
with python waf build . At this point, the examples
should be available to run as any ns-3 simulation.

4. KODO EXAMPLES FOR NS-3
In this section we describe our design implementation and

criteria for creating the examples, an overview of what do
the examples simulate and the design of two helpers that
provide the coding operations for the system represented in
the examples. The helpers function is to serve as an interface
between ns-3 and the Kodo C++ bindings [2]. These are
high level wrappers for the core functionalities of Kodo.

4.1 Examples Implementation
To create our examples, we consider an approach where

we perform intra-session network coding, between the ap-
plication and transport layer of the User Datagram Proto-
col (UDP) / Internet Protocol (IP) model as shown in Fig. 1.
Although other approaches apply coding between the trans-
port and Medium Access Control (MAC) layer [15,24,27,32],
we implement it below the application layer to not alter
other layers within the protocol stack and keep the imple-
mentation simple.

Application

Kodo bindings

UDP Socket

Helper/Net Device

Channel Model

Helper/Net Device

UDP Socket

Kodo bindings

Application

IP/MAC/PHY

Transport

RLNC Layer

App/Pres/Sess

Figure 1: ns-3 + Kodo Implementation Protocol
Stack based in a simple UDP/IP model.

In Fig. 1, we consider an application that generates a
batch of g packets of some content. For practical reasons,
we consider Hyper Text Transfer Protocol (HTTP) tra�c
and represent it by sending RLNC coded packets through
port 80 of a UDP socket from the UdpSocketFactory . To
encode, recode (if necessary) and decode NC packets, we
employ the Application Programming Interface (API) pro-
vided by the bindings. We employ UDP datagrams because
we consider best e�ort tra�c. For the IP layer, we em-
ploy IPv4. For address assignment and routing tables, we
use the InternetStackHelper , the Ipv4AddressHelper and
the Ipv4GlobalRoutingHelper from ns-3. The details of the
MAC, Physical Layer (PHY) and channel models depend on
the considered example as we will see.

4.2 Examples Description
With a de�ned protocol stack, we describe the networks

implemented in the examples to evaluate NC performance
providing the details for the layers not described previously.

4.2.1 kodo-wi�-broadcast
This example, shown in Fig. 2, simulates a source broad-

casting a generation of RLNC packets with generation size

g and �eld size q to N sinks with an IEEE 802.11b WiFi
ad-hoc channel. For the MAC we regard it without Quality
of Service (QoS) implemented through NqosWifiMacHelper.
We pick a WiFi MAC without QoS since in principle we are
simulating connectionless best-e�ort tra�c. Thus, the ns-3
net devices are constructed through the WifiHelper . Also,
we turn o� unnecessary MAC parameters, namely: frame
fragmentation for frames larger than 2200 bytes and RTS
/ CTS frame collision protocol for the less than 2200 bytes.
Although not required within the example, these parameters
need to be included in order for the WiFi MAC to work.

For the PHY of this example, we use the YansWifiPhy-
Helper . The considered PHY includes a channel model that
accounts for channel delay, path loss and receiver signal
strength in dBm. We employ the FixedRssLossModel where
the receiver signal (rss ) is set to a �xed value. We set the
broadcast data rate to be the same as unicast for the given
phyMode. As a transmission policy, the sender keeps trans-
mitting coded packets until all the receivers have g l.i. coded
packets, even if some receivers are able to decode the whole
generation.

s

802.11b Non-QoS WiFi AdHoc
YansWiFi Fixed loss

t1 tN

Figure 2: kodo-wi�-broadcast example network.

4.2.2 kodo-wired-broadcast
The example shown in Fig. 3, is similar as in Fig. 2 but

instead, we evaluate a basic time-slotted wired system where
a node either transmits or receives a single packet in a given
time slot with the aid of the PointToPointHelper . To model
a network with erasures, we consider theRateErrorModel for
the PHY and channel model. In this case, packets sent from
the transmitter could be lost or useless before arriving at
the receiver. To control the amount of losses, an ErrorRate
attribute is included at the ReceiveErrorModel attribute of
the RateErrorModel to indicate the frequency of erasures
within a given channel. The resulting topology is a basic
representation for packet erasure networks which is akin for
network coding applications. The transmission policy is the
same as before. For simplicity, all devices are assumed to
have the packet erasure rate, 0 � � < 1. The erasure rate
can be introduced as a command-line argument to set the
ErrorRate attribute from the wired topology as we will see.

4.2.3 kodo-recoders
This example shows the gain of RLNC with recoding in a

2-hop line wired network consisting of a source, N recoders
and a sink with di�erent erasure rates. All the links between
the sender and the recoders have the same packet erasure
rate, 0 � � S !R < 1. Equivalently, the packet erasure rate
for the links between the recoders and the receivers is the



s

t1 tN

� �

Figure 3: kodo-wired-broadcast example network.

same, 0 � � R !D < 1. Again, both recoding and the era-
sure rates can be modi�ed by command-line parsing. The
transmission policy for this case, is as follows: First, pack-
ets are sent to each of the recoders. The transmitter stops
if the decoder or all the recoders are full rank, e.g. have g
l.i. coded packets. Second, a recoder retransmits packets in
another scheduled time slot if l.i. packets to transmit and it
stops only if the decoder is full rank.

s

r 1

r N

t

� S !R

�S !R

�R !D

� R !D

Figure 4: kodo-recoders example network.

4.3 Simulation Work�ow and Helpers
In Fig. 5, we show the workow of the example's sim-

ulation source program. This workow is standard for ns-
3 simulations and consists in de�ning the network (nodes,
net-devices) with ns-3 helpers according the required layer
functionality described in Section 4.1. Once the socket con-
nections are de�ned, we call the topology helper which pro-
vides the application and coding layers. A receive callback
is set to trigger an action whenever a packet is received in
a decoder socket. When an encoding or decoding action
has been performed, a new event is scheduled through the
ns3::Simulator class. Events are scheduled until a gener-
ation originated in the source is decoded by the sink(s) in
the evaluated example.

At the core of each example implementation resides a
topology helper which contains all the encoding, recoding
and decoding parameters and functionalities of the RLNC
layer, the transmission policy and eases the socket connec-
tions made in each source �le. The helpers are classes that
serve as interfaces between the bindings and ns-3. To ac-
complish this, the helpers are included in ns-3, but its basic
elements are objects from the Kodo C++ bindings. For
our case, we use two helpers. Forkodo-wifi-broadcast
and kodo-wired-broadcast , we use the Broadcast topol-
ogy helper . For the kodo-recoders example, we utilize the
Recoders topology helper. In this section we present the
API of these helpers in order to show the interface between
Kodo and ns-3. To do so, we elaborate an Uni�ed Modeling

Figure 5: Examples Simulations workow.

Language (UML) class diagram to visualize the relationships
between our bindings and the helpers. We make this review
only for the Broadcast topology helper, since the analysis
for the Recoders topology would be similar.

Fig. 6 shows the UML class diagram for the Broadcast
topology. We have indicated the most important classes that
have a type of dependency with the bindings. Also, we em-
ploy the UML package notation to indicate the namespace
where all the bindings reside. We describe the topology
members where the links with kodocpp occur. Later, we
give an overview of other members whose type are natively
contained in the C++ standard library or ns-3. We list the
members with dependency on kodocpp according to their
functionality.

4.3.1 Code Parameter Members
First, m_codeTypestands for the type of erasure correct-

ing codes utilized. In our implementation, an instance of
kodocpp::codec is passed to the source program. The avail-
able codecs in the bindings are: full_vector , on_the_fly ,
sliding_window , sparse_full_vector , seed, sparse_seed,
perpetual , fulcrum and reed_solomon. A complete de-
scription of each codec can be found in the overview sec-
tion of the Kodo documentation [3]. Second, m_field in-
dicates the �nite �eld of the coding scheme. An instance
of kodocpp::field is passed to the source program. For
the available �elds: binary , binary4 and binary8 represent
GF (2), GF (24) and GF (28) respectively.



Figure 6: UML class diagram for the Broadcast
topology helper interface.

4.3.2 Encoder / Decoder Object Members
The encoder data type is kodocpp::encoder , which is pro-

vided by the bindings. However, the encoder is not aware of
the topology on its own, thus the uni-directional association
link to indicate this in Fig. 6. The encoder class is a child
class of the more generalkodocpp::coder abstract class. In
this way, the encoder class contains both own and general
functionalities, inherited from kodocpp::coder , to con�gure
its basic parameters and generate coded data. Similarly, we
employ std::vector<kodocpp::decoder> to get a local de-
coder instance for each sink socket. As before, it contains
functionalities to con�gure itself, read coded data and signal
when to stop transmissions.

4.3.3 Sockets and Transmission-State Members
For packet transmissions and receptions, we use the na-

tive ns3::Ptr<ns3::Socket> class. Only the policies for
packet transmissions/receptions are implemented through
the methods SendPacket and ReceivePacket . Both of them
receive the intended socket for tranmission or reception. In
case of the transmitter, the packet interval time ( ns3::Time
pktTime) is also given because this will indicate the trans-
mitter the scheduling time for next transmissions. Finally,
other members like the number of users to serve, genera-
tion, packet sizes and storage bu�ers are considered too as
standard types.

5. SIMULATIONS
To verify the accuracy of the results provided by the ex-

amples, we execute a set of ns-3 simulations to observe the
behavior of RLNC in well-known scenarios. For the simu-
lations, we compute the distribution of the number of tran-
missions required to decode a set ofg packets with RLNC.

We only consider this metric since, typically, the time
cost for the encoding and decoding operations is much lower
when compared to the time spent in conveying the infor-
mation from a transmitter to a receiver. Still, information
regarding encoding and decoding speeds for RLNC can be
easily obtained by running the benchmarks in [7] for a given
platform. Similar benchmarks exist for other codes as well
in their respective repositories. In our scenarios, we con-
sider that an ideal feedback scheme is employed, where the
source is aware when any destination has acknowledged all
its required coded packets. To get this information, we sim-
ply call the bindings API required functions in the topology
helpers.

We obtain the distribution in two scenarios. First, we

consider the case of one transmitter-receiver pair. Second,
we review the scenario of single-hop broadcast for N re-
ceivers. We examine these scenarios under two conditions,
without packet erasures and with packet erasures. Hence,
for the broadcast case, we regard the packet erasure distri-
bution of receiver j 2 [1; N ] as Bernoulli (1 � � j ) where � j

is the packet erasure probability. For evaluation purposes,
we compute the distribution under a homogeneous packet
erasure for all the receivers, � j = � 8j .

To accomplish this, we run the kodo-wired-broadcast
example and get the number of transmissions required to
decode the data in 104 runs. To get independent runs, the
pseudo-random number generator is set to use the default
seed and theRngRunparameter is changed in the RngSeed-
Managerclass by command line parsing.

For the single transmitter and receiver, we use the follow-
ing parameters: users = 1, generationSize = 30, error-
Rate = 0 ; 0:1, and field = binary ; binary8 . For the broad-
cast case, we evaluate with users = 10, generationSize
= 50, errorRate = 0 :1;0:2, and field = binary ; binary8 .
To verify our simulations, we compare the practical results
with analytical ones. To do so, we compute the Probabil-
ity Mass Function (pmf) as [33, Eqs. 11-12] for the single
receiver and [17, Eq. 3, Sec. III-B] for the broadcast case.
Then, we plot the pmf of the analytical distributions against
the simulation results.

5.1 RLNC Probability Mass Function
Fig. 7 shows the result fors the pmf of the single receiver

for the evaluated parameters. We present the results for
g = 30; � = [0 ; 0:1] with GF (2) and GF (28) to observe
the e�ect of linear independence in packets transmissions.
We also evaluate the consequences of packet erasures in the
number of transmissions required for decoding. In all the
results, it can be clearly seen that the analytical calculations
matches the simulations obtained from ns-3. For the case of
no erasures, employing RLNC with GF (2) requires more
transmissions compared with GF (28) since the possibilities
for selecting the coding coe�cients are much reduced for
the last packets. For the erasure case, the transmissions
alos increase given that packets might be lost regardless of
linear dependency, but still are less that when employing a
higher �eld size.

Figure 7: Analytical (A) vs. Simulation (S) for Uni-
cast with 1 receiver and 30 packets.



5.2 RLNC Broadcast Probability Mass Func-
tion

Fig. 8 shows the result for the pmf of broadcast with
RLNC for the case of 10 receivers and the evaluated param-
eters. In this scenario, g = 50. The selected �elds are GF (2)
and GF (28). We present the results for two erasure rates in
all the links, � = [0:1; 0:2].

Again, we observe the theoretical computations �t the
simulations results. A di�erence that can be noticed with
the single receiver case is the number of transmissions re-
quired to decode increases much more. Excluding the �eld
and the erasure e�ects, the di�erence arises from all the re-
ceivers being required to get g l.i. coded packets in order to
be able to decode. This is the main reason why the pmfs
do not start to show a signi�cant non-zero probability of
decoding at g transmissions and shortly afterwards.

Figure 8: Analytical (A) vs. Simulation (S) for
Broadcast with 10 receivers and 50 packets.

6. CONCLUSIONS
Given the increasing amount of NC applications from both

academia and industry, we introduced a framework for using
the Kodo library with ns-3. We hope that our contribution
helps to cover the need for NC simulation capabilities in ns-
3. With a set of examples where NC provides known gains,
we show that our library complies with the expected results.
Although the examples are made for particular topologies,
the deployment of di�erent topologies or scenarios could be
easily extended by the user as detailed in [4]. Future work
will be to simulate RLNC with other technologies, such as
Long Term Evolution Advanced (LTE-A) within ns-3.
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