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Abstract—A dynamic consensus algorithm (DCA)-based coordinated secondary control with an autonomous current-sharing control strategy is proposed in this paper for balancing the discharge rate of energy storage systems (ESSs) in an islanded AC microgrid. The DCA is applied for information sharing between distributed generation (DG) units to regulate the output power of DGs according to the ESS capacities and state-of-charge (SoC). Power regulation is achieved by adjusting the virtual resistances of voltage-controlled inverters with an autonomous current-sharing controller. Compared with existing methods, the proposed approach can provide higher system reliability, expandability, and flexibility due to its distributed control architecture. The proposed controller can effectively prevent operation failure caused by over-current and unintentional outage of DGs by means of balanced discharge rate control. It can also provide fast response and accurate current sharing performance. A generalizable linearized state-space model for n-DG network in the z-domain is also derived and proposed in this paper; the model includes electrical, controller, and communication parts. The system stability and parameter sensitivity have been analyzed based on this model. To verify the effectiveness of the proposed control approach, this study presents simulation results from a ten-node network and a comparison between experimental results obtained from the conventional power sharing control and the DCA-based SoC coordinated control in a setup with three 2.2 kW DG units.
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I. INTRODUCTION

Microgrids (MGs) are considered promising electric power systems with a decentralized power architecture, which supports a flexible electric grid by enabling the integration of renewable energy sources (RESs), energy storage systems (ESSs), and demand response [1]-[3].

A MG should supply power to critical loads without the support of a utility grid and overcome the intermittent nature of RESs. Thus, ESSs are needed in the case of grid-fault, energy-shortage, and load fluctuations. More than one set of distributed ESSs should be equipped for providing redundancy to enhance the system stability and reliability [4], [5]. Therefore, coordinated control is required to guarantee the stored energy balance among ESSs, thereby avoiding deep-discharge and over-charge.

The control capability of an ESS is limited to its energy capacity. The available electrical energy from ESSs is affected by various factors, such as charging conditions, ambient temperature, the charging and discharging currents, and aging [6]. The valve-regulated lead acid (VRLA) battery is as assumed to be a power source for the ESS in this case. The depth of discharge of a VRLA battery exponentially decreases with its lifecycle increases [6]. Hence, state-of-charge (SoC) usually has a limitation to prevent deep-discharge. Moreover, the capacity of a VRLA battery exponentially declines with the increasing discharge current [6], [7]. The total available electrical energy in VRLA batteries is variable according to discharge condition even when the batteries have the same initial SoC values. The conventional coordinated control strategies mainly focus on equal power sharing among distributed generation (DG) units [2], [3]. However, the ESSs in different DG units may have different discharge rates according to their SoC and capacities. The powerless DG will initially be shut down when its SoC is below the threshold; the remaining DGs have to supply more power to the total loads. This situation may produce an overcurrent and unintentional outages, as well as degrade the MG stability and reliability.

To avoid operation failure, all aspects of the coordinated output power control should be considered, such as the SoC and ESS capacities. The unit with the highest SoC should supply more power to the common load to ensure a balanced discharge rate [8]. This coordinated control can be integrated into a hierarchical structure [9]. Several coordinated control strategies for SoC balance in a MG have been proposed [10]-[17] for centralized or distributed topologies by means of combining communication technology with hierarchical control. In [12] an adaptive virtual resistance (VR)-based droop controller is proposed to achieve stored energy balance. However, a centralized control is used, which needs point-to-point information exchanges, thereby increasing the communication network complexity and threatening the communication reliability because of a single point of failure (SPOF) issue. The SPOF causes the invalidation of entire high-level control.

Alternatively, distributed control methods have received
significant attention in MG control studies, because it offers a more robust system and guarantees uninterruptible operation when the network structure or the electrical parameters are changed. Therefore, it can effectively avoid SPOF and improve the reliability of the MG. A communication algorithm is required to guarantee a proper operation and prevent communication jam. Dynamic consensus algorithm (DCA) is one of the most promising distributed communication algorithms. DCA has been recently applied to MGs because information among DGs is effectively shared to facilitate the distributed coordination control [18]-[21]. When consensus algorithms are used, the communication links are only needed between neighboring DG units, which can achieve the plug ‘n’ play performance and reduce the communication cost. A distributed multi-agent-based algorithm is proposed in [15] to achieve SoC balance by voltage scheduling. A decentralized strategy based on fuzzy logic is proposed in [17] to ensure the stored energy balance for a DC MG by modifying VRs of droop controllers.

However, the aforementioned control strategies were all developed for implementation in DC MGs. Furthermore, most of these methods rely on droop control, which has a relatively slow transient response in the AC MGs caused by the average active and reactive power calculation when low-pass filters are used as shown in [22]. Moreover, the adaptive droop coefficients and variable voltage references seriously affect the system stability in droop-controlled systems [23], [24].

Additionally, stability analysis for consensus algorithm-based MG has not been sufficiently studied; the said MG includes an electrical part in the continuous-time domain and a consensus algorithm in the discrete-time domain. Modeling both parts in the discrete time domain is necessary to consider the discrete nature of communication. A generalized modeling method in the z-domain is proposed in [25], but the details are not given.

In this paper, a novel coordinated secondary control for balanced discharge rate of ESSs in an islanded AC MG is proposed. A DCA is implemented in each DG to share information for coordinately regulating the output power of DGs according to their SoC and ESS capacities by adjusting VRs of the paralleled voltage-controlled inverters (VCIs). Instead of modified droop control, an autonomous current-sharing controller is employed at the primary level for AC MG to achieve faster response and better accuracy relative to the control performance of droop control [26]. In addition, this control method provides a large stability margin during parameter variations [23]. To analyze the system stability and parameter sensitivity, a detailed discrete state-space model for n-node network in the z-domain is proposed; this model includes an electrical component, primary control, and DCA.

The paper is organized as follows. Section II introduces the islanded AC MG configuration. Section III introduces the proposed balanced discharge rate control. Section IV illustrates the detailed state-space model and stability analysis. Section V presents simulation and experimental results. Section VI concludes the paper.
multiplying the reference voltage. The active and reactive power outputs can be properly shared based on VR ratios as:

\[ P_{on} R_{on1} = P_{on2} R_{on2} = \ldots = P_{onN} R_{onN} \]

\[ Q_{on1} R_{on1} = Q_{on2} R_{on2} = \ldots = Q_{onN} R_{onN} \]

where \( P_{on} \) and \( Q_{on} \) are the active and reactive power outputs.

**B. SoC estimation and discharge rate calculation**

The energy consumption of ESS can be represented by the integration of the output active power of DG \( \#i \) (\( P_i \)). Therefore, the SoC of ESS can be calculated as:

\[ SoC_i = 1 - \frac{k}{C_{bat,i}} \int P_i dt \] (3)

where \( k \) is a time scale change ratio, which is equal to 1/3600; \( C_{bat,i} \) is the rated capacity of ESS; \( P_i \) is the active power output.

The discharge rate of DG \( \#i \) (\( \eta_i \)) can be defined as:

\[ \eta_i = \frac{d}{dt} SoC_i = -\frac{k}{C_{bat,i}} P_i \] (4)

The definition shows that the discharge rate is influenced by the rated capacity of ESS, and the active power output of DG \( \#i \). Thus, the coordinated control and the equal discharge rate can be obtained by regulating each VR based on their respective SoC and ESS capacities because the load sharing ratio among DG units is dominated by the VR ratio.

**C. Information sharing with DCA**

In a centralized control system, the reliability is highly dependent on the master DG unit. As the number of DGs increases, an increasing number of data also need to be exchanged, which may result in a communication jam. Furthermore, SPOF probably occurs to cause the invalidation of whole high-level control functions. To reduce the communication burden, to eliminate the dependence on a signal DG unit and therefore to improve the reliability and flexibility of an MG, a DCA-based SoC convergence approach is proposed in this paper. A DCA enables a set of distributed agents to agree on a control variable by exchanging information through communication networks and by facilitating the coordinated control among a large number of distributed agents. In this technique, each DG unit only communicates its state to adjacent DGs, thereby effectively reducing communication cost. Every DG in the network updates its state by providing a linear equation of its own state and neighbors' states. Finally, the states of all DGs can converge to the desired average value.

A connected MG system can be represented by a graph, \( G_{MG} = (N_n, E) \), which is composed of a set of nodes, \( N_n \), and a set of edges, \( E \), as shown in Fig. 2. In this case, a node represents a DG unit. If \( i \) and \( j \) denote two different nodes, the edge, \( \{i, j\} \in E \), presents a bidirectional communication link.

To maintain the accurate convergence in dynamically changing networks while handling the discrete communication data exchange, a DCA is applied as [20], [21]:

\[ x_i(k+1) = z_i + \varepsilon \sum_{j \in N_i} \delta_{ij}(k+1) \] (5a)

\[ \delta_{ij}(k+1) = \delta_{ij}(k) + a_j \left( x_j(k) - x_i(k) \right) \] (5b)

where \( x_i \) and \( x_j \) are the states stored in nodes \( i \) and \( j; \), \( i, j = 1, 2, \ldots, N, \{i, j\} \in E; a_j \) represents the connection status between nodes \( i \) and \( j; \), \( \varepsilon \) is the constant edge weight; \( \delta_{ij}(0) \) is equal to zero. Thus, the final convergence value is related to the initial state, \( z_i \), which indicates that regardless of the degree of change that occurs in \( z_i \), the algorithm can converge to the desired average value.

Regarding the real physical meaning, the output variables, \( x_i(k+1); i, j = 1, 2, \ldots, N, \{i, j\} \in E \), become the SoC references, \( SoC_{ref,i} \), for each DG unit in this paper. Thus, (5) can be rewritten as:

\[ SoC_{ref,i}(k+1) = SoC_i + \varepsilon \sum_{j \in N_i} \delta_{ij}(k+1) \] (6a)

\[ \delta_{ij}(k+1) = \delta_{ij}(k) + a_j \left( SoC_i(k) - SoC_{ref,i}(k) \right) \] (6b)

The edge weight constant, \( \varepsilon \), affect the convergence stability.
and dynamic. The range of $\epsilon$ over which convergence is obtained can be determined as [27]:

$$0 < \epsilon < \frac{2}{\lambda_2(L)}$$  

(7)

where $L$ is the Laplacian matrix of graph $G_{net}$ that is defined as $L = AA^T$ [28], and 

$$A_i = 
\begin{cases} 
1 & \text{if edge } i \text{ starts from node } i, \\
-1 & \text{if edge } i \text{ ends at node } i, \\
0 & \text{otherwise}. 
\end{cases}$$

$\lambda_2(L)$ is the largest eigenvalue of $L$.

Therefore, as long as edge weight constant $\epsilon$ is between zero and $2/\lambda_2(L)$, the convergence can be guaranteed.

Furthermore, $\epsilon$ can be taken as a turning parameter to minimize the convergence time for a given communication network when it meets the following equation [27]:

$$\epsilon = \frac{2}{\lambda_2(L) + \lambda_{min}(L)}$$  

(8)

where $\lambda_{min}(L)$ denotes the second smallest eigenvalue of the $L$.

If a ten-node network with ring connection and bidirectional communication links is considered, the eigenvalues of $L$ are $[0, 0.382, 0.382, 1.382, 1.382, 2.618, 2.618, 3.618, 3.618, 4]^T$. Thereby, the convergence condition range calculated by (7) is $0 < \epsilon < 0.5$, and the optimal edge weight constant $\epsilon$ is equal to 0.23.

D. Proposed coordinated secondary control for balanced discharge rate

The complete control scheme of the proposed DCA-based SoC coordinated secondary control strategy is shown in Fig. 2. At the secondary control level, DCA is implemented for convergence by information exchange. In this case, the DCA finds the averaged value of SoC for each DG based on the outputs of SoC estimation loops and the network configuration. $\Delta SoC_{eas}$ and $\Delta E_{eas}$ are used for angular frequency and voltage magnitude restoration. Hypothetically, each SoC is fully charged at the beginning, which means that each initial SoC is equal to 1. The discharge rate of each DG unit should be balanced according to its ESS capacities to avoid overcurrent and unintentional outage. The difference between the measured SoC and the desired average SoC obtained from DCA is sent to a PI controller, the output of which is presented as an increment in the $d$-axis VR to adjust the output current of DG $i$. The increment of the $d$-axis VR can be expressed as:

$$\Delta R_{vd,i} = K_p(X_{SOC_{ref,i}} - SoC_i) + K_i(X_{SOC_{ref,i}} - SoC_i)dt$$  

(9)

where $K_p$ and $K_i$ are the parameters of the PI controllers. To reduce the power oscillation, the outputs of PI controllers are regarded as incremental control parts. Therefore, the updated $d$-axis VR of DG $i$ can be presented as:

$$R_{vd,i} = R_{vd,b} + \Delta R_{vd,i} = 1, 2, 3, 4, \ldots, N$$  

(10)

where $R_{vd,i}$ is the $d$-axis VR for DG $i$; $R_{vd,b}$ is the basic $d$-axis VR; in this case, $R_{vd,b}$ is preassigned to 4 $\Omega$ [26]; $\Delta R_{vd,i}$ is the increment outputs from the PI controller.

Therefore, the adaptive $d$-axis VRs can be considered as turning parameters to adjust the direct current outputs and active power outputs of parallel-connected DG units with respect to their SoC values and different ESS capacities.

IV. STATE-SPACE MODEL AND STABILITY ANALYSIS

To analyze the system stability and parameter sensitivity for a large network with numerous nodes, the developed state-space model for the proposed coordinated secondary controller-based n-node network is discussed in this section. The detailed structure of the state-space models is depicted by the block diagram in Fig. 3(a). The small-signal state-space model is mainly divided into two parts: the green block is in the continuous time domain whereas the orange block is in the discrete time domain.

A. SoC controller

The model of SoC estimation loop can be derived as:

$$\dot{\hat{X}_i} = A_{1,i} \hat{X}_i + B_{1,i} [P]$$  

(11)

where

$$X_i = [X_{1,i}, X_{2,i}, \ldots, X_{N,i}]^T, \quad P = [P_1, P_2, \ldots, P_N]^T,$$

$$A_{1,i} = \begin{bmatrix} 0_{(N \times N)} \end{bmatrix}, \quad B_{1,i} = I_{(N \times N)}.$$  

where $^T$ denotes the derivative with respect to time; $\hat{X}_i$ represents the state variable $X_i$ of DG $i$; $i = 1, 2, \ldots, N$; $P$ is the active power output of DG $i$; $I$ is identity matrix.

The difference between SoC and the SoC reference, $SoC_{ref,i}$, input into a PI controller whose output is taken as an increment in VR to adjust the output current of DG $i$.

The variables of the PI controller and low-pass filter can be expressed as:

$$X_i = A_{2,i}X_i + A_{3,i}X_i + A_{4,i}[SoC_{ref,i}] + B_{2,i} [I]_{N \times 1}$$  

(12)

being

$$X_i = [X_{1,i}, X_{2,i}, \ldots, X_{N,i}]^T, \quad X_i = [X_{1,i}, X_{2,i}, \ldots, X_{N,i}]^T,$$

$$SoC_{ref,i} = [SoC_{ref,1,i}, SoC_{ref,2,i}, \ldots, SoC_{ref,N,i}]^T, \quad A_{1,i} = A_{2,i} = A_{3,i} = [0_{(N \times N)}],$$

$$X_i = diag \begin{bmatrix} k \quad k \quad \cdots \quad k \\ C_{bat,1} \quad C_{bat,2} \quad \cdots \quad C_{bat,N} \end{bmatrix}, \quad B_{1,i} = I_{(N \times N)}, \quad B_{2,i} = -I_{(N \times N)},$$

where $X_i$ represents the state variable $X_i$ of DG $i$; $SoC_{ref,i}$ denotes the SoC reference value for DG $i$.

$$X_i = A_{3,i}X_i + A_{4,i}[SoC_{ref,i}] + B_{3,i} [I]_{N \times 1}$$  

(13)

being

$$X_i = diag \begin{bmatrix} K_p \omega_t \quad K_p \omega_t \quad \cdots \quad K_p \omega_t \\ C_{bat,1} \quad C_{bat,2} \quad \cdots \quad C_{bat,N} \end{bmatrix}, \quad A_{1,i} = -K_p \omega_t [I]_{(N \times N)}.$$

The SoC controller-based state-space model for the proposed coordinated secondary control strategy is shown in Fig. 2.

The increment of the $d$-axis VR for DG $i$ can be presented as:

$$R_{vd,i} = R_{vd,b} - K_p \omega_t [I]_{(N \times N)}.$$  

(10)

where $X_i$ represents the state variables $X_i$ of DG $i$; $K_p$ and $K_i$ denote the proportional and integral coefficients; $\omega_t$ is equal to $1/\tau$, which is the cutoff frequency of the inertia unit.

B. MG plant

If the three DG units are connected in a parallel manner to feed the total load consumption ($P_{load}$), the active power output of DG $i$ is determined by VR ratios, as shown in Fig. 3 (a). The active power output of DG $i$ can be described as:

$$P_i = \frac{1}{X_{1,i}} + \frac{1}{X_{2,i}} + \ldots + \frac{1}{X_{N,i}} P_{load}$$  

(14)

The power balance between the generated power of DGs and the load power are related to two aspects. The first is that owing
to the presence of ESSs, the DC bus voltage can be regarded as a constant value during islanded operation. Therefore, in steady state, the total active power output of the DGs is equal to the load power when only resistive load is included in the system. The second aspect is that when the load changes, the total generated power changes accordingly. This change is decided by the inherent \( P_{\text{ref}} - V \), \( f_{\text{ref}} \)-to droop characteristics [26]. After a transient period, the generated power of DGs increases to fulfill the load requirements. The power sharing among the parallel DGs is proportional to the VR ratio. Since (14) presents the relationship between the total active power output of the DGs and the total load power, they should be equal in steady state.

The real-valued function, \( P_i \), is differentiable at the equilibrium point; thus, a linear approximation of \( P_i \) is determined by Taylor’s formula at this point:

\[
P_i = P_i^{\text{equ}} + \sum_{k=1}^{N} a_n X_{3,k}^{\text{equ}}
\]

being \( a_n = \left[ a_{n,1} \ a_{n,2} \ \cdots \ a_{n,N} \right] \),

\[
\begin{align*}
    a_n_{,i(k+1)} &= \frac{P_{\text{load}} \prod_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}}}{\sum_{j=1 \text{, } j \neq i}^N \prod_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}}} \left( \sum_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}} \right)^2 \\
    a_n &= -\frac{P_{\text{load}} \prod_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}}}{\sum_{j=1 \text{, } j \neq i}^N \prod_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}}} \left( \sum_{j=1 \text{, } j \neq i}^N x_{3,j}^{\text{eqv}} \right)^2
\end{align*}
\]

where the state variables with \( \text{equ} \) as the superscript are the steady-state values at equilibrium point.

Therefore, the state variables \( X_{3,j} \) in (11) can be updated in terms of the relationship between the output power and the state variables \( X_{1,j}, X_{2,j} \) and \( X_{3,j} \):  

\[
\dot{X}_1 = A_1 \dot{X}_1 + A_{12} X_2 + A_{13} X_3 + B_1 I + B_{13} P_{\text{eqv}}
\]

\[
X_3^{\text{eqv}} = \begin{bmatrix} X_{3,1}^{\text{eqv}} & X_{3,2}^{\text{eqv}} & \cdots & X_{3,N}^{\text{eqv}} \end{bmatrix}^T, \quad P_{\text{eqv}} = \begin{bmatrix} P_1^{\text{eqv}} & \cdots & P_N^{\text{eqv}} \end{bmatrix}^T
\]

\[
A_1 = \begin{bmatrix} 0 & \cdots & 0 \\ a_{1,1} & \cdots & a_{1,N} \\ a_{2,1} & \cdots & a_{2,N} \\ a_{3,1} & \cdots & a_{3,N} \end{bmatrix}, \quad A_{13} = \begin{bmatrix} a_{1,1} & \cdots & a_{1,N} \\ a_{2,1} & \cdots & a_{2,N} \\ a_{3,1} & \cdots & a_{3,N} \end{bmatrix}, \quad \begin{bmatrix} B_1^{0} \\ B_1^{1} \end{bmatrix}
\]

\[
C_{\text{eqv}} = \begin{bmatrix} 0_{N \times N} & 0_{N \times N} & 0_{N \times N} & 0_{N \times N} & 0_{N \times N} & 0_{N \times N} \end{bmatrix}
\]

The overall state-space models of the SoC controller and MG plant models in the continuous time domain can be derived by integrating the state-space models of \( X_{1,j}, X_{2,j} \), and \( X_{3,j} \) as:

\[
\begin{align*}
    X_c^{\text{con}} &= A_c X_c^{\text{con}} + B_c u_c^{\text{con}} + B_c u_c^{\text{con}} \quad (17) \\
    \begin{bmatrix} u_c^{1} \\ u_c^{2} \end{bmatrix} &= \begin{bmatrix} \text{SoC ref} & \text{SoC ref} & \cdots & \text{SoC ref} \end{bmatrix}^T, \\
    \begin{bmatrix} u_c^{1} \\ u_c^{2} \end{bmatrix} &= \begin{bmatrix} x_{3,1}^{\text{con}} & x_{3,2}^{\text{con}} & \cdots & x_{3,N}^{\text{con}} & p_1^{\text{con}} & p_2^{\text{con}} & \cdots & p_N^{\text{con}} \end{bmatrix}^T
\end{align*}
\]

In the integrated overall state-space model for the SoC controller and MG plant, \( X_{c,j} \) are input signals that are actually the output from the SoC DCA loop. Given that DCA is in a discrete time domain, which has a fixed sampling time (\( T_{\text{con}} \)), the combined model of the SoC controller and MG plant needs to be discretized for integration with the DCA model. The zero-order-hold (ZOH) method with the same sampling time of \( T_{\text{con}} \) is applied for discretized transformation.

The discrete time form of (17) can be expressed as:

\[
X_c^{\text{con}} \left( k + 1 \right) = G_c^{\text{dis}} X_c^{\text{con}} \left( k \right) + H_c^{\text{dis}} u_c^{\text{dis}} \left( k \right) + \left( I_{N \times N} + A_c^{\text{dis}} \right) \left( k \right) \quad (18)
\]

being \( G_c^{\text{dis}} = e^{A_c^{\text{dis}} T_{\text{con}}} \), \( H_c^{\text{dis}} = \left( \int_0^{T_{\text{con}}} e^{A_c^{\text{dis}} \sigma} d\sigma \right) B_c^{\text{dis}} \),

\[
H_c^{\text{dis}} = \left( \int_0^{T_{\text{con}}} e^{A_c^{\text{dis}} \sigma} d\sigma \right) B_c^{\text{dis}}
\]

D. DCA

As shown in Fig. 3 (a), the inputs of the SoC DCA loop are
the initial SoC states of DG units, whereas the outputs are the states obtained for each DG at the $k$th iteration, $SoC_{ref,j}(k)$. Based on (5a) and (5b), two state variables exist in the DCA control loop. One of the state variables is the internal cumulative difference between nodes $i$ and $j$, $\delta_{ij}(k)$, with $j \in N_i$ which is the set of neighbors of node $i$. The other variable is the output state $x(k)$, which has a practical physical meaning of $SoC_{ref,j}(k)$. The state-space model of DCA can be described as:

$$X_{con}^{dis}(k+1) = G_{con}^{dis} X_{con}^{dis}(k) + H_{con}^{dis} u_{con}^{dis}$$  \hspace{1cm} (19)$$

being $u_{con}^{dis} = \left[ SoC_{ref,1}(0) \ SoC_{ref,2}(0) \cdots SoC_{ref,N}(0) \right]^T$ and $X_{con}^{dis} = \left[ \delta_{1,1} \cdots \delta_{1,N} \cdots \delta_{N,1} \cdots \delta_{N,N} \right]^T$.

In this model, the number of DG units can be changed by adjusting $N$. Meanwhile, a change in matrix $G_{con}^{dis}$ will change the communication topology. Thus, the developed $n$-DG state-space model can exhibit an arbitrary number of DG units with random communication topologies.

$E$. Combined model of the system

Based on (11)-(19), a complete linearized discrete state-space model of the proposed $n$-node network can be obtained by combining the following sub-state-space models: the combined SoC controller and MG plant model in the discrete time domain and the DCA model. A total of $N^2+3N$ states are included:

$$X^{dis} = [X_{con}^{dis}(k) X_{sys}^{dis}(k)]^T$$

being $X_{con}^{dis} = [X_{con}^{dis}(k)]$ and $X_{sys}^{dis} = [X_{sys}^{dis}(k)]$, with $X_{sys}^{dis} = \left[ \delta_{1,1} \cdots \delta_{1,N} \cdots SoC_{ref,1} \cdots SoC_{ref,N} \right]^T$.

In order to maintain stable operation in a large network with numerous participants, two aspects have to be confirmed. The first aspect is that, generally, fast communication is expected to provide fast convergence. However, in this case, low-bandwidth communication is better, e.g., information exchanges every 100 ms to avoid undesirable interaction between different control levels. The bandwidth of inner voltage and current loops are normally designed at 1/5-1/10 of switching frequency (10 kHz). Besides, secondary control should be 6 times slower than the primary control as explained in [29]. Therefore, the communication links with 100 ms time step fulfill the requirements. The major issue that may affect the system stability is the communication fault of the secondary control. Some previous studies [29], [30] investigated the effect of communication latency on the secondary control in MGs. In [29], both centralized and decentralized controllers present good performance for a time delay of 200 ms. However, the centralized controller does not work effectively when communication delay is up to 1 s. By contrast, the decentralized control strategy is stable with a delay of 4 s. Second, as mentioned above, the edge weight constant $\epsilon$ should between zero and $2/\lambda_2(I(L))$ to ensure the stable convergence.

Communication topology of a network is usually decided by nodes’ geographical distribution. Nearby nodes are preferentially connected. Therefore, in a certain network, the analysis of consensus problems reduces to spectral analysis of Laplacian based on the network topology. In order to guarantee system stability and fast convergence of communication algorithm, edge weight constant $\epsilon$ has to be properly chosen based on communication topology and the corresponding eigenvalues by using (7) and (8). The main idea is actually to minimize the spectral radius with certain constraints on the weight matrix. In addition, second smallest eigenvalue of Laplacian matrix $\lambda_{n-1}$ is named algebraic connectivity of the graph. $\lambda_{n-1}$ is a measure of convergence speed of the consensus algorithm [31]. A network with a relatively high algebraic connectivity is necessarily robust to both node-failures and edge-failures. Fast convergence speed of consensus algorithm can help to ensure stable operation of electrical parts.

In case of a variable communication network, topologies seriously influence the network dynamics [25]. The fastest convergence speed can be obtained with fully-connected network. However it obviously increases the communication
cost. Ring shape is an acceptable choice by considering the tradeoff between communication cost and convergence performance. Given all that, a better communication topology of a network can be obtained by considering geographical distribution, convergence condition calculation, improved algebraic connectivity, fastest edge weight constant and communication cost.

G. SoC PI controller design

Each connected DG unit uses the same SoC PI controller. In order to design the parameters for this PI controller, a general study case should be considered. In this case, DG #i has a SoC disturbance, and the rest of the DG units operate with basic VR. According to (14) and Fig. 3(a), the small-signal closed loop transfer function \( T(s) \) can be described as follows:

\[
T(s) = \frac{\Delta P}{\Delta \text{SoC}} = \frac{K_p \alpha \tau_i K_i C_{bat} s + K_i \alpha \tau_i K_i C_{bat} i}{C_{bat} s + \omega r C_{bat} s^2 - K_p \rho K_i k s - K_i \rho K_i k}
\]

(21)

being \( K_p = \frac{-R_{\text{in}}}{R_{\text{in}} + (N-1) X_1} \),

where \( N \) is equal to the number of DG units; in this case, \( N=10 \).

To obtain the desired control performance, some specifications need to be indicated, e.g., settling time and damping ratio. In this study, the damping ratio is set to 0.7, and the settling time is around 70 ms. Hence, the designed \( K_p \) and \( K_i \) are equal to 12 and 1000, respectively.

H. Stability analysis based on linearized discrete model

To analyze the system stability and adjust the parameters for obtaining the desired transient response of the proposed system, \( z \)-domain root locus plots of (20) are represented as functions of different parameter variations. A ten-node network with two topologies is considered. The first topology is cross shaped as shown in Fig. 3(b). The second topology is ring shaped, which is the most common topology with the consensus algorithm, as shown in Fig. 3(c). The system parameters and equilibrium point are listed in Table I.

Fig. 4 shows the root locus in the discrete-time domain for the system with the cross topology as a function of the variation of the proportional term in the SoC regulator, \( K_p \), from 1 to 2000. The system has a damped response for higher values of \( K_p \). The system could maintain its stability as the eigenvalues are displaced within the unit circle. If \( K_p \) continuously increases, the system will become unstable.

Fig. 5 shows the root locus plot for the system with a cross topology that corresponds to a variation of the integral term, \( K_i \), from 100 to 5000. The figure shows that an increase in \( K_i \) leads to complex conjugated dominating poles, which induce oscillations.

<table>
<thead>
<tr>
<th>Table I</th>
<th>Model Parameters and Equilibrium Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Parameters</td>
<td></td>
</tr>
<tr>
<td>( C_{bat_{1-2-3}} )</td>
<td>10/20/30 Wh</td>
</tr>
<tr>
<td>( K_p )</td>
<td>12</td>
</tr>
<tr>
<td>( C_{bat_{1-2-3}} )</td>
<td>20/24/26/28/30/32/34/36/38 Wh</td>
</tr>
<tr>
<td>( R_{\text{in}} )</td>
<td>4 ( \Omega )</td>
</tr>
<tr>
<td>( K_i )</td>
<td>1000</td>
</tr>
<tr>
<td>( k )</td>
<td>1/3600</td>
</tr>
<tr>
<td>Equilibrium Point</td>
<td></td>
</tr>
<tr>
<td>( R_{\text{bat}} )</td>
<td>1.7</td>
</tr>
<tr>
<td>( \text{SoC}_{\text{ref,1-3}}(0) )</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 6 shows the root locus for the system with a ring topology when $K_r$ in the SoC regulator changes from 1 to 2000. The system similarly presents a damped response for higher values of $K_r$.

Fig. 7 shows the root locus plot for the system with a ring topology that corresponds to a variation of $K_r$ from 100 to 5000. Complex conjugated dominating poles appear as $K_r$ increased.

The root locus plot for the ring-connected network with the varying of edge weight, $\varepsilon$ from 0.2 to 0.6, is shown in Fig. 8. The upper limit of $\varepsilon$ under the ring topology for maintaining the stable convergence is equal to 0.5. It can be seen from Fig. 8, as the value of $\varepsilon$ increases, oscillation appears in the DCA dynamic. When $\varepsilon$ is equal to 0.52, the poles cross the unit circle that indicates the stable convergence cannot be guaranteed.

As illustrated in Figs. 4 and 8, the paralleled DGs with the proposed controller present the low sensitivity of parameters at the secondary level over the system dynamics. This trend is attributed to the large stability margin provided by the employed autonomous current sharing control at the primary level [22]. Therefore, the proposed control approach can achieve more stable control performance compared with the droop-based SoC coordinated controller.

V. SIMULATION AND EXPERIMENTAL RESULTS

To verify the effectiveness of the proposed DCA-based coordinated control strategy in various case-study scenarios, simulations based on a ten-node network and experiments from a three-DG-unit system were conducted. The three-DG-unit islanded system consisted of three Danfoss 2.2 kW inverters, a real-time dSPACE1006 platform, $LC$ filters, and resistive loads, as shown in Fig. 9. The Danfoss inverters were used to simulate different DG units with different ESS capacities. The electrical setup and control system parameters are listed in Table II. dSPACE 1006 provides the computing power for the real-time system and also functions as an interface to the I/O boards of the host PC. The control models in Matlab/Simulink can be programmed from Simulink to the DS1006 processor board of dSPACE real-time control platforms via real-time interface. The communication links and consensus algorithm in this paper were formulated in Simulink and dSPACE with the dspace interface. C, C++, and Python programming languages can be used for the communication network.

Before the simulations and experiments were conducted, the required assumptions were met. First, ESS, in each DG unit was fully charged. Thus, each SoC ref. (0) was equal to 1. Second, the minimum threshold of SoC was set at 0.3. Third, the ESS capacities were different. $C_{bat_1}$, $C_{bat_2}$, and $C_{bat_3}$ were equal to 10, 20, and 30 Wh in the experiments. In the simulations, the values of $C_{bat_1,2,3/10}$ were from 20 to 38 Wh. Fourth, the maximum output power of each DG unit was assumed to be 1000 W.

A. Experimental results with conventional power-sharing control

The experimental results of SoC values, output powers, and SoC change rates for DGs that use the traditional power sharing control strategy are illustrated in Figs. 10(a)-(c), respectively. The figures show that the three DG units were initially operating on a parallel level, with equal output powers feeding approximately 209 W by means of the proposed primary control and the same VRs to supply $R_{load}$. In this condition, their SoC values decreased at different rates because the rated capacities of the ESSs were different. At 50 s, an extra 230 $\Omega$ load ($R_{load}$) was connected to the parallel-connected DG system, which caused a real power step change of approximated 209 W in each DG unit. With the unified output power, $SoC_1$ decreased the fastest because of the smallest ESS capacity of DG #1. At 87s, DG #1 was shut down as $SoC_1$ reached 0.3, as shown in Fig. 10(a). Meanwhile, the corresponding real power outputs of DGs #2 and #3 increased by 209 W to supply the needed load, which intensely decreased the SoC2 and SoC3, as shown in Figs.10(a) and (b). At 129 s, DG #2 was suddenly shut down as $SoC_2$ reached 0.3, leaving DG #3 to solely supply the total amount of needed power. As displayed in Fig. 10(b), the output power of DG #3 had to increase to around 1.2 kW, which is over the maximum output power of each DG ($P_{max}$). Obviously, a serious risk of operation failure exists because of the over current in real applications. In this condition, the rated capacities of all the DGs have to be increased by an allowance to avoid affecting MG reliability. Moreover, the faster the ESSs discharge in practice, the less total electrical energy can be obtained.

B. Experimental results with proposed DCA-based coordinated control strategy

The experimental results of SoC values, output powers, and SoC change rates for DGs with the proposed DCA-based coordinated control strategy are illustrated in Figs. 11(a)-(c), respectively. In this test, the VR of each DG unit was regulated based on the difference between the measured SoC and SoC reference output from the distributed DCA-based coordinated controller. The SoC reference outputs were related to different ESS capacities. As mentioned above, each DG unit only communicated its SoC state to adjacent DGs when obtaining a new SoC state via a linear equation. Finally, the adaptive VR ratio determined the power-sharing ratio among the connected
DG units. Fig. 11(a) shows that, the three DG units were initially operating in a parallel manner without any coordinated control. After approximately 5 s, the proposed DCA-based coordinated secondary controller started to function. The SoC values decreased with the same gradient from the original. Given that the respective ESS capacities of these three DG units were pre-assigned at 10/20/30 Wh (a ratio of 1:2:3), the load-power sharing ratio among the parallel-connected DG units was also equal to 1:2:3. At 50 s, a load step-up change \( R_{\text{load2}} \) created power step changes among the paralleled DG units with an equal proportion of 1:2:3. At 150 s, SoC1, SoC2, and SoC3 simultaneously decreased to 0.3. This control performance is guaranteed by the proposed coordinated secondary controller and the adaptive VRs at the primary level. Notably, overcurrent never appeared during this test, thereby implying that operation failure can be effectively prevented. Therefore, the reliability of the entire system can be improved. Additionally, the redundant capacities and costs of the DG units can be reduced. Moreover, the lower discharge rates of ESSs were achieved by the proposed method, as shown in Fig. 11(c), can help ESSs provide more electrical energy.

C. Comparison of experimental results with different control strategies during communication fault

The experimental results from the centralized average control and the proposed DCA-based coordinated control during an online excluding/including DG unit are shown in Figs. 12 and 13 for comparison.

As displayed in Fig. 12(b), at \( t_1 \), load #2 was connected to three paralleled DG units as a load step-up disturbance. At \( t_2 \), DG #1 was disconnected from the MG central controller (MGCC) in the case of communication fault or intentional operation, as shown in Fig. 12(a). Fig. 12(b) shows that, the parallel-connected DG system cannot proportionally share the load according to their ESS capacities and SoC values during \( t_2 \) to \( t_3 \) because of the absence of the master unit. Instead, the three DG units performed parallel operation with equal output powers, which fed approximately 400 W by the primary control with the same VRs. Meanwhile, the SoC values of these units decreased at different rates. At \( t_3 \), the communication of DG #1 was recovered. At \( t_4 \), SoC2 re-followed SoC1. However, the process for the coincidence of SoC4 with SoC1 was very slow. SoC4 was unable to find a new average with the master unit until SoC1 and SoC2 reached their limits. Thus, an overcurrent inevitably appeared at \( t_4 \) when DGs #1 and #2 were shut down.

By contrast, with dynamic consensus algorithm, as long as the original edge weight constant \( \varepsilon \) is still within the convergence condition range of the remaining network, the stability can be maintained and a new convergence can be quickly found. As shown in Fig. 13, at \( t_5 \), DG #1 was disconnected from its neighbors DGs #2 and #3 in case of communication fault or intentional operation. The output power of DG #1 increased to 400 W by the primary control with basic VR as shown in Fig. 13. Meanwhile, the rest of the DG units quickly found a new SoC convergence in terms of the distributed DCA and continued to share the remaining load power, according to their ESS capacities and SoC values. At \( t_6 \), the communication of DG #1 was reconnected to DGs #2 and #3. After a short transient period, SoC1, SoC2, and SoC3 were re-converged to a new average at \( t_7 \). Furthermore, the power outputs of the paralleled DG units were distributed according to the ESS capacities and SoC values again. The sudden change in output power during \( t_1 \) to \( t_4 \) is caused by the upper/lower saturation limits of PI controller in the SoC coordinated controller and the upper/lower limits of the VR deviations to prevent the potential inverter damage caused by overshoots and inrush of current during the reconnection process. At \( t_5 \), DGs #1, #2, and #3 simultaneously reached the SoC limit. No overcurrent appeared during this test. Thus, the proposed distributed DCA-based coordinated controller can achieve the balanced discharge rate control of ESS to improve the system reliability, and enhance the system flexibility, which includes the capacity of excluding and including online units.
Given a large network consists of a number of nodes, which is beyond the experimental platform capability, simulations from a ten-node network in different scenarios were conducted to verify the control performance of the proposed control strategy in a large system.

D. Simulation results of the ten-node network with the proposed DCA-based SoC coordinated controller under a cross shape during communication fault

The transient response of a ten-node network under a cross shape during the communication fault of DG #1 is shown in Fig. 14. As shown in Fig. 14(a), before 5 s, the proposed DCA-based SoC coordinated control was not activated. The paralleled DG units equally share the load. At 5 s, the proposed control started to work. After about 15 s, the output power of each DG unit changed according to its ESS capacity. Meanwhile, the SoC values of these ten nodes decreased with a same gradient. At 50 s, an extra load is connected to the common bus. At 70 s, the communication links of DG #1 were suddenly disconnected from the system but its hardware remained connected and constantly operated. The power output of DG #1 was increased to 670 W by its primary control and basic $d$-axis VR. Meanwhile, given the distributed consensus algorithm, the other DG units quickly found a new SoC convergence and continued to share the remaining load power proportionally. At 80 s, after the communication of DG #1 was recovered, the system returned to the original convergence.

E. Simulation results of the ten-node network with the proposed DCA-based SoC coordinated controller changing from cross shape to ring shape

Fig. 15 shows the transient response of the ten-node network when its communication connection changes between a cross shape and a ring shape. The topologies are shown in Figs. 3(b) and (c). First, the ten-node network was connected in a cross shape. After a short period, the SoC values converged to a steady-state average value at approximately 20 s. At 50 s, a load step up change increased the power output of each DG unit. At 80 s, the communication links between DGs #1, #4, #6, and #9 were disconnected. Thus, the communication topology changed from a cross shape to a ring shape. At 120 s, these communication links were re-connected, which implies that the topology returned to the cross shape. It can be seen from Fig. 15, these changes did not influence the output power sharing and SoC values in the steady state. However, the cross or ring topology will affect the convergence time once a disturbance presents. More connections can provide faster convergence.

F. Simulation results of the ten-node network with the proposed DCA-based SoC coordinated controller during network separation

The transient response of a ten-node network in a ring shape...
During network separation is shown in Fig. 16. Initially, the communication links of these ten nodes are connected in a ring shape. After the proposed control is activated at 5 s, these ten DG units rapidly find an average SoC value. At 50 s, the communication links of DGs #1 and #10 were suddenly disconnected from the remaining DG units, but the hardware was still connected. The ten-node network is separated into two parts: one part contained eight nodes under an open ring shape; the other part included two nodes and only one communication link. As illustrated in Figs. 16(a) and (b), the change barely has no effect on the convergence result because separation occurred during the steady state. When a disturbance was presented, the convergence value changed. In this case, another resistive load was connected to the common bus at 60 s. The SoC values of the two sub-networks converged to two different average values according to the new network topologies. However, the small deviations between these two average values almost did not affect the power sharing ratio. At 120 s, the communication links were reconnected to a ring shape. As shown of the sub-figures in Fig. 16(a), the ten-node system re-converged to a global average value.

In summary, several improvements to the conventional power-sharing control and the droop-based centralized SoC coordinated control strategies are provided by the proposed DCA-based SoC controller. First, the proposed SoC-balancing control strategy is developed for AC MGs instead of DC MGs. Second, this approach can effectively avoid SPOF, thereby improving the system reliability and flexibility because of its distributed structure and robust communication network. Third, the approach effectively guarantees SoC balance to prevent...
overcurrent incidents and DGs of unintentional outages in an AC MG. Fourth, the method provides a faster transient response and decoupled output-current-sharing because of the autonomous current-sharing control at the primary level. Fifth, the controller presents a lower sensitivity with respect to the secondary control level parameters over the system dynamics caused by the larger stability margin of the primary controller. The advantages and disadvantages of the proposed strategy compared with the other methods are summarized in Table III.

VI. CONCLUSIONS

A DCA-based coordinated secondary control with an autonomous current sharing control strategy was proposed in this paper for the balanced discharge rate of ESSs in islanded AC MGs. Compared with previously proposed methods, this approach can ensure a balanced discharge rate among DGs to provide higher reliability, expandability, and flexibility. In addition, the approach achieves various improvements, such as a faster response, more accurate output current sharing, and a larger stability margin. Root loci for an n-DG network in the s-domain from a discrete state-space model with the proposed SoC coordinated controller show low sensitivity to control parameters over the system dynamics. Finally, the simulation and experimental results in various scenarios verify the effectiveness and flexibility of the proposed controller.
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TABLE III

<table>
<thead>
<tr>
<th>Performance Comparison</th>
<th>Existing Implementation</th>
<th>Proposed SoC Rates Balancing Control</th>
<th>AC/DC MG</th>
<th>DC MG</th>
<th>DC MG</th>
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</tr>
</thead>
<tbody>
<tr>
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<td>No</td>
<td>No</td>
<td>Slow/ Fast</td>
<td>Good</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Centralized droop-based SoC rates balancing control</td>
<td>Yes</td>
<td>Yes</td>
<td>Slow</td>
<td>Poor</td>
<td>More</td>
<td></td>
</tr>
<tr>
<td>Decentralized droop-based SoC rates balancing control</td>
<td>Yes</td>
<td>No</td>
<td>Slow</td>
<td>Poor</td>
<td>Less</td>
<td></td>
</tr>
<tr>
<td>Proposed SoC rates balancing control</td>
<td>Yes</td>
<td>Yes</td>
<td>Fast</td>
<td>Good</td>
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<td></td>
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