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Abstract: Object recognition is one of the important tasks in computer vision which has found enormous applications. Depth modality is proven to provide supplementary information to the common RGB modality for object recognition. In this paper, we propose methods to improve the recognition performance of an existing deep learning based RGB-D object recognition model, namely the FusionNet proposed by Eitel et al. First, we show that encoding the depth values as colorized surface normals is beneficial, when the model is initialized with weights learned from training on ImageNet data. Additionally, we show that the RGB stream of the FusionNet model can benefit from using deeper network architectures, namely the 16-layered VGGNet, in exchange for the 8-layered CaffeNet. In combination, these changes improves the recognition performance with 2.2% in comparison to the original FusionNet, when evaluating on the Washington RGB-D Object Dataset.

1 INTRODUCTION

Computer vision is one of the most important sensor technologies for a number of industrial applications, and for facilitating tomorrow's intelligent assistant systems. The field of computer vision includes methods for acquiring, processing, analyzing and understanding images in order to make automated actions and intelligent decisions. This is highly useful in a number of applications such as surveillance drones, quality inspection in assembly lines and self-driving cars.

In this paper, we address the problem of object recognition, a field within artificial intelligence, which deals with making a machine capable of identifying the type of object depicted in an image. While successful RGB based object recognition models already exist, recent advancements within range imaging technologies has made researchers experiment with using RGB-Depth (RGB-D) data to further increase the recognition performance. This is possible, as the depth data contains additional geometric information about the object shapes, besides the texture, color and appearance information already contained in the Red Green and Blue (RGB) data. The depth data is furthermore invariant to lighting and color variations, allowing for a potentially more robust classifier (Guo et al., 2014). A recent example of using both the RGB and depth modality for object recognition is the FusionNet model proposed by (Eitel et al., 2015). This model is based on two Convolutional Neural Network (CNN) streams, pre-trained on ImageNet data (Russakovsky et al., 2015), which operates separately on RGB and depth data. Using a late fusion approach, a higher level abstraction from the features extracted by the two CNNs are created to enable multi-modal object recognition with high accuracy. The two streams are based on the CaffeNet, and pre-processing of the depth values is performed by color encoding the depth values with a Jet colormap, for efficient use of the models pre-trained on natural images. However, we argue that this pre-processing method is sub-optimal, as it results in images with little structural information. Additionally, we argue that the model capacity of the CaffeNet is too low for optimal learning from the dataset. To this end we propose a novel depth value pre-processing method based on colorized surface normals, and show that for the RGB stream, the deeper VGGNet (Simonyan and Zisserman, 2014) is superior over the CaffeNet, when evaluating on the Washington RGB-D Object Dataset (Lai et al., 2011).
2 RELATED WORK

Our work is related to several research fields, including CNNs for object recognition and object recognition from RGB-D data. This section highlights the most relevant related work to our approach. Although many successful classical computer vision algorithms, based on feature descriptors such as Scale Invariant Feature Transform (SIFT) (Lowe, 2004) and Speeded Up Robust Features (SURF) (Bay et al., 2008), exist for image classification, recent advancements within deep learning have made the classical methods inferior in comparison, for a wide range of applications. This was widely recognized in 2012 when Krizhevsky et al. won the prestigious ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) (Russakovsky et al., 2015) using a deep CNN (Krizhevsky et al., 2012) to achieve 10.9% better classification accuracy, compared to the second best entry based on a classical method. Deep learning based models for image classification has continued to evolve into deeper and more complex models such as the 16-layered VGGNet (Simonyan and Zisserman, 2014), the GoogleNet based on several Inception Modules allowing for parallel sections in the network (Szegedy et al., 2014), and the very deep 152-layered ResNet (He et al., 2015) facilitating residual learning. One of the first uses CNNs for RGB-D object recognition was proposed by (Socher et al., 2012), and relied on a combination of CNNs for feature extraction and Recursive Neural Networks (RNNs) for creation of higher level abstractions and classification. However, work by (Yosinski et al., 2014) and (Razavian et al., 2014) among others, has shown that features extracted from CNNs are reusable for novel generic tasks, indicating that deep architectures can be fine-tuned to related problems, even when very little new training data is available. This was used by (Eitel et al., 2015), which proposed a multi-modal RGB-D object recognition model based on two CNN pre-trained on ImageNet data, and fine-tuned to the Washington RGB-D object dataset. To efficiently use the filters previously learned in the CNNs, different encoding methods of the depth values was evaluated. The authors found that a Jet color encoding of the depth values resulted in the best recognition performance. Other approaches to efficient learning from the depth data includes (Li et al., 2015), where dense local features were extracted from the depth data and encoded as Fisher vectors, instead of using a colorization method. In (Carlucci et al., 2016) a large database, with more than 4 million synthesized depth images, was created for the purpose of training a CNN on raw depth data. In (Wang et al., 2016) features from both the RGB and depth data is learned jointly, to exploit both shareable and modality-specific information. Encoding of the depth values was done by computing the surface normal for each pixel. A multi-modal object recognition model, where the depth network is pre-trained on Computer-aided design (CAD) data to eliminate the need for color mapping of the depth data is proposed in (Sun et al., 2017). In (Asif et al., 2017), hierarchical cascaded forests were used for computing grasps and perform object recognition, using a number of different features, including surface normals, jet colorized depth values, and orientation angle maps to capture object appearance and structure.
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3 PROPOSED APPROACH

Our approach adopts the FusionNet concept pro-
poused by (Eitel et al., 2015). Hence we develop a
multi-modal RGB-D object recognition model consist-
ing of two CNNs streams, pre-trained on ImageNet data, operating on RGB and depth data respectively. A late fusion approach is used to combine fea-
tures extracted by the two streams, effectively creat-
ing a multi-modal classifier which creates higher level representations of features from the two modalities. Different from (Eitel et al., 2015) we use a deeper network architecture for the RGB stream, and rely on
colorized surface normals for encoding of the depth values.

3.1 RGB-D Image Pre-Processing

Both the RGB and depth data needs to be pre-
processed before it can be used in combination with
CNNs pre-trained on ImageNet data. As in (Eitel et al., 2015) we square images from both domains using border replication of pixels on the longer sides, and re-size them to 256 × 256 pixels. During train-
ing and inference the images are either randomly
cropped, or center cropped to match the input dimen-
sions of the respective CNNs. While the RGB images need no further processing, the depth images have to
be transferred to the RGB domain to benefit from the features learned in the CNNs pre-trained on natural
images. The proposed pre-processing method for the depth values is based on a number of key observa-
tions. First of, in depth images strong discontinuities are in fact edges, and not just texture or color transi-
tions, like it could be the case in RGB images, and
these can be useful features to extract. Secondly, the
outline of an object can be helpful to identify the re-
spective class of an object, when no true object color
information is present. Lastly, curvature information is more present in depth images than RGB images.
To enable the creation of colorized surface normal images with homogeneous surface areas, we start by
reconstructing the missing depth values in the depth images, using the recursive median filter proposed in
(Lai et al., 2011). Hence we recursively apply a med-
ian filter which only considers non-missing values in small neighbourhood around a pixel with missing
depth values. This minimizes blurring of the depth images and effectively fill all missing depth values.
We use a kernel size is of 5 × 5, and use padding
with border replication to solve the border problem when applying the filter. As the depth images also contain noise, we subsequently filter the depth images using a bilateral filter. This filter provides a good compromise, between preserving edges and sufficient smoothing, for this application. Next, we compute the surface normals for each pixel in the depth im-
age. We define two orthogonal tangent vectors, parallel
to the x and y-axis are defined as \( x = [1, 0, \frac{\partial}{\partial x}]^T \) and \( y = [0, 1, \frac{\partial}{\partial y}]^T \). As the surface normal \( n \) is de-
defined as the cross-product between \( x \) and \( y \) the surface normal \( n \) can be expressed as \( n = (-\frac{\partial}{\partial x}, -\frac{\partial}{\partial y}, 1) \).
The resulting surface normal \( n \) is then normalized to
a unit vector using the Euclidean norm. As the \( x,y,z \)
values of the normalized surface normal \( n = [x,y,z]^T \) lie in the range \([-1, 1]\) these are mapped to integer values \( \in [0, 255]\) before being assigned as RGB values
where \( R \leftarrow x, G \leftarrow y, B \leftarrow z \). Even though the
bilateral filter used to smooth the depth values, aims
to preserve edges, some details are lost in the pro-
cess. While these can’t be recovered without the use of more involved methods such as super-resolution,
the image can still be sharpened without the appearance of edges and fine-details, which can help the
CNN learn relevant features from the image. Hence
the image is sharpened using the unsharp mask filter, which increases contrast around edges and other
high-frequency components. An example of the re-
sulting depth image after each step in the proposed
pre-processing method can be seen in Figure 2. By visual inspection, we find the use of colorized sur-
face normals better captures structural information,
and fine details of the objects, than the Jet coloriza-
The surface normal encoding method is furthermore independent of the distance to the camera and the total depth space covered in the depth images. A comparison of our pre-processing method to the Jet colorization method can be seen in Figure 3, Figure 4 and Figure 5.

3.2 Model Architecture

Similar to (Eitel et al., 2015), we use the CaffeNet for the depth stream. This network is a variant of the AlexNet (Krizhevsky et al., 2012), consisting of 5 convolutional layers and 3 fully connected layers. In a preliminary experiment, using the 16-layered VGGNet, consisting of 13 convolutional layers and 3 fully connected layers, for the depth stream did not show any improvement of the recognition performance. On the contrary, the use of the 16-layered VGGNet was found to significantly improve the recognition performance of the RGB stream. Hence the CaffeNet and the VGGNet are used to extract features from the pre-processed RGB and depth images respectively. Following the FusionNet concept, we remove the softmax layers, and concatenate the fc-7 layer responses of each stream, and use these as input to a fully connected fusion layer followed by a softmax classification layer, performing classification with respect to the 51-classes in the Washington RGB-D object dataset. The resulting network architecture can be seen in Figure 1.

3.3 Network Training

We initialize both streams with the weights values obtained by pre-training on ImageNet data. We then proceed with fine-tuning each stream separately to the Washington RGB-D object dataset. For the depth stream, we used two training steps. First, we fine-tuned all layers for 30,000 iterations using a base learning rate of 0.01, which was dropped to 0.001 after 20,000 iterations. A momentum of 0.9, a weight decay of 0.0002, a batch size of 128 and the SGD solver was used. Next, we continue fine-tuning only the fully connected layers, using a base learning rate of 0.01 which is dropped to 0.005 and 0.0025 at 2000 and 4000 iterations respectively. To control overfitting the weight decay is doubled to 0.0004, and the momentum is increased to 0.95 and the batch size
is increased to 256. For the RGB stream, we fine-tuned all fully connected layers only, for 12,000 iterations using a base learning rate of 0.001 which was dropped to 0.0001 and 0.00001 after 5000 and 10,000 iterations respectively. A momentum of 0.9, a weight decay of 0.0005, a batch size of 80, obtained using $2 \times$ gradient accumulation, and the SGD solver was used. The fusion net was trained by freezing the weights in the individual streams, and only learning the weights in the fully connected layers of the fusion network. We trained the fusion network for 3,000 iterations, with a base learning rate of 0.02 which followed a polynomial decay defined as $\text{BaseLR} \cdot (1 - \frac{\text{Iteration}}{\text{Maxiteration}})^{0.5}$. A momentum of 0.9, a weight decay of 0.0005, a batch size of 80, obtained using $2 \times$ gradient accumulation, and the SGD solver was used. The number of training iterations and hyper-parameters was found based on the performance on a validation set in a preliminary experiment.

4 EXPERIMENTAL RESULTS

We perform all our experiments using the Caffe deep learning framework (Jia et al., 2014), and use random cropping and horizontal flipping of the training images for data augmentation. During training and inference, we subtract the mean RGB and depth image from the input images, to center the data.

4.1 RGB-D Object Dataset

We use the Washington RGB-D object dataset (Lai et al., 2011) for training and evaluation of the proposed models. This dataset contains 207,920 RGB-D images of common household objects, all captured in a controlled environment using a spinning table and a Prime-Sense prototype RGB-D camera, similar to the Microsoft Kinect V1 camera. The RGB and depth information are stored in separate files, where the depth images files contain the depth in millimeters, stored in a single-channel image in the uint16 format, and the RGB information is stored in three-channel uint8 RGB images. The images are recorded continuously at 20 Hz, and organized into 51 classes, which contains images of three to 10 different instances of objects of the same class, making a total of 300 distinct objects. There are several hundred images of each instance captured under three different viewpoint angles, namely 30, 45, and 60. In combination with the dataset, the authors also present a method for subsampling the dataset, and 10 pre-defined training and test splits for cross-validation, which is adopted in this work, and nearly all State-of-the-Art (SoTA) works using this dataset. The dataset is subsampled by taking every fifth frame, resulting in 41,877 RGB-D images for training and evaluation. For each split, one random object instance from each class is left out from the training set and used for testing. Training is performed on images of the remaining $(300 - 51)$ 249 instances. This results in roughly 35,000 training images and 7,000 testing images in each split. At test time, the classifier has to assign the correct label to a previously unseen object instance from each of the 51 classes.

4.2 Recognition Performance

When evaluated on all ten splits from the Washington RGB-D object dataset, the average performance of the individual streams was found to be 89.5 ±1.0 and 84.5 ±2.9 for the RGB and depth streams respectively. Hence, the use of the 16-layered VGGNet for the RGB-stream results in 5.4% higher recogni-
tion accuracy in comparison to the 8-layered CaffeNet used in the original FusionNet. Reconstructing the missing depth values, filtering and encoding them as colorized surface normals results in 0.7% higher recognition accuracy on average, compared to colorizing the depth values using the Jet encoding method. In combination these changes resulted in an average accuracy of 93.5 ± 1.1% for the proposed model, which is 2.2% higher than the original FusionNet.

As seen in Figure 6, the proposed model has a recall that is >98% on 31 out of the 51 classes in the dataset. By inspecting images of class instances in the dataset, it was found that some instances are in fact easily confused with each other. This is illustrated in Figure 8, which shows examples of typical misclassifications made by the proposed model. In these particular cases, the depth data provides little extra information which can be used to distinguish between the object classes.

5 DISCUSSION

While the use of a deeper network architecture for the RGB stream in the FusionNet resulted in improved recognition performance, this was however not the case for the depth stream. Hence the performance of this stream is hypothesized to be bound by the dataset, and not model capacity. In addition to large areas with missing depth values in the depth images, analysis of the dataset has shown that this is imbalanced in an unfavorable way to some objects with a low recall, as visualized in Figure 7. One could possibly address the this, by balancing the dataset. Furthermore, it was found that some classes in the dataset consists of only three unique object instances, while others contains to 10. This might also limit how well a trained model will be able to generalize to unseen examples.

![Graph showing class imbalance](image)

Figure 7: Visualization of the class imbalance of all ten splits in Washington RGB-D object dataset. Red bars indicate the 20-classes on which the proposed model has a recall lower than 0.98% averaged on all ten splits.

![Examples of typical misclassifications](image)

Figure 8: Examples of typical misclassifications. The first row shows images of the actual class. (a) 'Pitcher' → 'Coffee mug', (b) 'Potato' → 'Tomato', (c) 'Pear' → 'Apple', (d) 'Mushroom' → 'Garlic', (e) 'Pear' → 'Sponge'.

6 CONCLUSION

The FusionNet model for object recognition proposed by (Eitel et al., 2015), showed promising results with the use of a two streamlined CNNs architecture, based on the 8-layered CaffeNet, and a simple Jet color map based encoding method for the depth values. In this work, we have shown that the FusionNet model can be improved by encoding the depth values as colorized surface normals, and by using the deeper 16-layered VGGNet for the RGB stream. The improvement in recognition performance is mainly due to the larger capacity of the VGGNet, but also due to depth values encoded as colorized surface normals, better captures structural and curvature information of objects. When evaluating on the Washington RGB-D object dataset, these changes was found to result in an accuracy of 93.5%, which is 2.2% higher than the original FusionNet proposed by (Eitel et al., 2015), and competitive with current SoTA works.
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<table>
<thead>
<tr>
<th>Method</th>
<th>RGB</th>
<th>Depth</th>
<th>RGB-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear SVM (Lai et al., 2011)</td>
<td>74.5 ± 3.1</td>
<td>64.7 ± 2.2</td>
<td>83.9 ± 3.5</td>
</tr>
<tr>
<td>CNN-RNN (Socher et al., 2012)</td>
<td>80.8 ± 4.2</td>
<td>78.9 ± 3.8</td>
<td>86.8 ± 3.3</td>
</tr>
<tr>
<td>FusionNet (Eitel et al., 2015)</td>
<td>84.1 ± 2.7</td>
<td>83.8 ± 2.7</td>
<td>91.3 ± 1.4</td>
</tr>
<tr>
<td>CNN+Fisher (Li et al., 2015)</td>
<td><strong>90.8 ± 1.6</strong></td>
<td>81.8 ± 2.4</td>
<td><strong>93.8 ± 0.9</strong></td>
</tr>
<tr>
<td>DepthNet (Carlucci et al., 2016)</td>
<td>88.4 ± 1.8</td>
<td>83.8 ± 2.0</td>
<td>92.2 ± 1.3</td>
</tr>
<tr>
<td>CIMDL (Wang et al., 2016)</td>
<td>87.3 ± 1.6</td>
<td><strong>84.2 ± 1.7</strong></td>
<td>92.4 ± 1.8</td>
</tr>
<tr>
<td>DCNN-GPC (Sun et al., 2017)</td>
<td>88.4 ± 2.1</td>
<td>80.3 ± 2.7</td>
<td>91.8 ± 1.1</td>
</tr>
<tr>
<td>STEM-CaRFs (Asif et al., 2017)</td>
<td>88.8 ± 2.0</td>
<td>80.8 ± 2.1</td>
<td>92.2 ± 1.3</td>
</tr>
<tr>
<td>This work</td>
<td><strong>89.5 ± 1.9</strong></td>
<td><strong>84.5 ± 2.9</strong></td>
<td><strong>93.5 ± 1.3</strong></td>
</tr>
</tbody>
</table>
