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Abstract—The increasing integration of the distributed renewable energy sources highlights the requirement to design various control strategies for microgrids (MGs) and microgrid clusters (MGCs). The multi-agent system (MAS)-based distributed coordinated control strategies shows the benefits to balance the power and energy, stabilize voltage and frequency, achieve economic and coordinated operation among the MGs and MGCs. However, the complex and diverse combinations of distributed generations in multi-agent system increase the complexity of system control and operation. In order to design the optimized configuration and control strategy using MAS, the topology models and mathematic models such as the graph topology model, non-cooperative game model, the genetic algorithm and particle swarm optimization algorithm are summarized. The merits and drawbacks of these control methods are compared. Moreover, since the consensus is a vital problem in the complex dynamical systems, the distributed MAS-based consensus protocols are systematically reviewed. On the other hand, the communication delay issue, which is inevitable in or plug of MGs and MGCs with fixed and random delays. Various control strategies to compensate the effect of communication delays have been reviewed, such as the neural network-based predictive control, the weighted average predictive control, the gain scheduling scheme and synchronization schemes based on the multi-timer model for the case of fixed communication delay, and the generalized predictive control, networked predictive control, model predictive control, smith predictor, $H_{\infty}$-based control, sliding mode control for the random communication delay scenarios. Furthermore, various control methods have been summarized to describe switching topologies in MAS with different objectives, such as the plug-in or plug-out of distributed generations (DGs) in a MG, and the plug-in or plug-out of DGs in a MGC, and multi-agent-based energy coordination and the economic dispatch of the MGC. Finally, the future research directions of the multi-agent-based distributed coordinated control and optimization in MGs and MGCs are also presented.

Index Terms—Microgrids, microgrid clusters, hierarchical control, multi-agent system, consensus, communication delay.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>DG</th>
<th>Distributed generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>RES</td>
<td>ESS</td>
<td>Energy storage system</td>
</tr>
<tr>
<td>MG</td>
<td>BESS</td>
<td>Battery energy storage system</td>
</tr>
<tr>
<td>MGC</td>
<td>GPC</td>
<td>Generalized predictive control</td>
</tr>
<tr>
<td>MGC</td>
<td>Wi-Fi</td>
<td>Wireless fidelity</td>
</tr>
<tr>
<td>MG</td>
<td>WiMAX</td>
<td>Worldwide interoperability for microwave access</td>
</tr>
<tr>
<td>MGC</td>
<td>MGCC</td>
<td>Microgrid central controller</td>
</tr>
<tr>
<td>MG</td>
<td>EMS</td>
<td>Energy management system</td>
</tr>
<tr>
<td>MGC</td>
<td>PSO</td>
<td>Particle swarm optimization</td>
</tr>
<tr>
<td>MG</td>
<td>NPC</td>
<td>Network predictive control</td>
</tr>
<tr>
<td>MGC</td>
<td>MPC</td>
<td>Model predictive controller</td>
</tr>
<tr>
<td>MG</td>
<td>SP</td>
<td>Smith predictor</td>
</tr>
<tr>
<td>MGC</td>
<td>ULC</td>
<td>Upper-level control</td>
</tr>
<tr>
<td>MG</td>
<td>ARE</td>
<td>Algebraic Riccati equation</td>
</tr>
<tr>
<td>MGC</td>
<td>QoS</td>
<td>Quality of the network service</td>
</tr>
<tr>
<td>MG</td>
<td>MOA</td>
<td>Microgrid operation agent</td>
</tr>
<tr>
<td>MGC</td>
<td>MMA</td>
<td>Microgrid market agent</td>
</tr>
<tr>
<td>MG</td>
<td>BA</td>
<td>Battery energy storage system agent</td>
</tr>
<tr>
<td>MGC</td>
<td>RA</td>
<td>Renewable distributed generators agent</td>
</tr>
<tr>
<td>MG</td>
<td>SOA</td>
<td>Service oriented architecture</td>
</tr>
<tr>
<td>MGC</td>
<td>DA</td>
<td>Distributed generators agent</td>
</tr>
</tbody>
</table>

Variables

| $\omega_{MG}$ | Frequency of output voltage |
| $E_{MG}$      | Amplitude of output voltage |
| $P$           | Active power |
| $Q$           | Reactive power |
| $m$           | Active droop coefficient |
| $n$           | Reactive droop coefficient |
| $\Delta o/E$  | Errors processed through the compensators |
| $\Delta o_S$  | Synchronization term |
| $x_i$         | DG, in a weighted graph model |
| $a_i$         | Edge lines between nodes |
| $r[i]$        | Incremental cost of component $i$ |
| $a_i$         | Fuel cost coefficients in MAS |
| $b_i$         | Fuel cost coefficients in MAS |
| $e$           | Step size of two level control of an agent |
| $P_D[t]$      | Local estimation of the global supply-demand mismatch |
| $d_i$         | Communication coefficient |
| $u_i(k)$      | Consensus protocol of agent $i$ |
| $x_i(k)$      | State of agent $i$ |
| $K$           | Constant feedback gain matrix with suitable dimensions |
| $\tau(k)$     | Time-varying delays |
| $J_C$         | Cost function for discrete-time MAS |
| $J_C^{o}$     | Consensus regulation performance of discrete-time MAS |
| $Q_\epsilon$  | Symmetric matrices |
| $Q_\epsilon$  | Positive definite matrices |
| $N$           | Number of agents |
| $p_i(t)$      | Position of agent $i$ |
| $v_e(t)$      | Velocity of agent $i$ |
| $b_i$         | Interconnection weight |
| $e_{ij}$      | Edge betweenness centrality between agents $i$ and $j$ |
| $P_{ij}$      | Path from node $i$ to node $j$ |
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plug and play, reduced cost, and the enhanced power quality of the MG has fundamentally changed the conventional way of dealing with load growth \[14\]. It has numerous merits such as the absorbent capacity for the large scale renewable energy, especially under weak distribution network conditions. Although the development of MG has become more and more consummate, there are still some challenges. Such as the lack of absorptive capacity for the large-scale blackout can be avoided, thus the security, flexibility and reliability of the grid can be significantly improved \[16\]. The requirement for smart microgrid technology \[19\]. The development of the electric vehicles and energy storage technologies has an urgent demand for smart microgrid technology \[19\].

A structure of MG, as shown in Fig. 1, is controlled by the microgrid central controller (MGCC) or the energy management system (EMS). A basic MG structure integrates RES \[9, 10\], traditional generators, loads and energy storage systems (ESS) \[11, 12\], thus forming a more flexible, self-sufficient and environment-friendly system than the individual DG units \[13\]. The RES, such as wind turbines or photovoltaic, through local controllers to send energy to the grid or communicate with the MGCC and energy management system (EMS). The emergence of the MG has fundamentally changed the conventional way of dealing with load growth \[14\]. It has numerous merits such as plug and play, reduced cost, and the enhanced power quality solved effectively, and the consequences due to accidents of the large-scale blackout can be avoided, thus the security, flexibility and reliability of the grid can be significantly improved \[16\].

During the last decades, the distributed generation (DG) technologies have been applied for grid-integration of the photovoltaic, wind power and other renewable energy sources (RES) \[1, 2\]. The distributed RESs, which are more scalable than the central power plants and can be used locally or flexibly connected to the power system \[3\], is gradually replacing the conventional generations and playing an important role in future smart grids \[4, 5\]. In order to coordinate the contradiction between the large power grid and DGs, and fully exploit the value and benefit of DGs, the concept of microgrid (MG) has emerged at the beginning of this century \[6\]. A MG is capable of operating in the grid-connected mode and islanded mode, and handling the transitions between these two operation modes. In the grid-connected mode, the power deficit of the local loads can be supplied by the main grid, and excess power generated in the MG can provide ancillary services with the network operator. In the islanded mode, the active and reactive power generated within the MG would be in balance with the demand of local loads to ensure system stability \[7, 8\].

Fig.1 Microgrid structure [9-14, 17, 18].
Microgrid clusters (MGC), which consist of multiple MGs, have received considerable attention recently [21-24]. The essence and goal of the MGC is to increase the penetration ratio of MG in the conventional distribution network, achieve the efficient and stable operation of the renewable energy, and friendly interaction with the grid [25]. As an efficient method to cope with the intermittence and randomness of renewable energy, the MGC have been discussed in [26]. A basic structure of MGC, which contains three MGs, is shown in Fig. 2. Each MG consists of the battery energy storage systems (BESS), the controllable distributed generators, the renewable distributed generators and the electrical loads [27]. Moreover, the MGC can be utilized to cope with the distributed coordination issues, while guarantees the stable operation of the system.

Fig.2 The structure of microgrid cluster (MGC) [21, 25, 27].

As for the coordinated control strategies for the MGC, there are three main categories, i.e., the master-slave control [28-30], peer-to-peer control [31-33] and hierarchical control [34-36]. In the master-slave control strategy, one of the converters is known to be the master while the others are the slaves, there is a transfer of information between the master controller and the slave controllers [37]. The technical difficulty and risk of master-slave control is relatively low. However, in case of failure of the master controller, the whole MGC system cannot continue operating. Besides, the reliability of the MGC will be damaged if the system rely on master controller overly [38]. In [39], the peer-to-peer control is proposed for the plug and play MG, which avoids the communication links and has a good expansion capability with a reduced cost. However, the system power will be oscillated and energy utilization would be decreased with the increasing number of RESs. Notably, the master-slave control scheme is usually used in the islanded mode and the peer-to-peer control scheme is mainly used in the grid-connected mode. To solve the switching stability problem, a hierarchical control strategy is proposed [40]. Hierarchical control is the most commonly used method in MG and MGC, which is suitable for complex MG and MGC systems [41, 42].

Recently, the multi-agent system (MAS) in the hierarchical control, has been applied in MG and MGC [43]. Bidirectional information and energy interaction in the MGs can be achieved by using the distinct features of MAS, such as autonomy, communication and coordination. Moreover, combining MAS with the graph theory and dynamic consensus control to solve the problems of the hierarchical coordination control in MG and MGC is a promising approach. Distributed multi-agent control method has been widely used to establish optimal model to enhance reliability and energy management, optimization, and improve the performance of ancillary services [44].

Various methods for system modelling, including topology models and mathematical models, in MAS have been reviewed in this paper, such as the graph topology model [45-51], non-cooperative game model [52-54], genetic algorithm [55-57] and particle swarm optimization (PSO) [58-61], etc. Moreover, consensus protocol is the rule of interaction among multiple agents in the complex systems, which describes the process of information interaction among agents and their neighbors. The realization of consensus in MAS is one of the most important direction to achieve the coordinated control. In this paper, the MAS-based consensus control schemes are systematically reviewed [62-77].

The operation of MAS relies on the communication links, which inevitably causes delay-introduced stability problems. As the open communication infrastructures, Ethernet, worldwide interoperability for microwave access (WiMAX) and wireless fidelity (Wi-Fi) can be used for communication links of smart grid [78-81]. Each layer in hierarchical usually performs its own tasks independently, and interact with others via communication channels. However, the operation of different control layers has different time scales. In general, the operation time of primary layer, the secondary and tertiary level is in the time scale of microseconds, seconds and minutes [82]. The communication delay can vary from tens to several hundred milliseconds, the power control and measurement signals may be delayed or lost in the communication network. The multiple time-scale property of the hierarchical control causes communication delays among devices, or between equipment and upper control level [83]. It is worth mentioning that, delays are mainly divided into the fixed communication delays and random communication delays, and various delay compensation schemes for fixed communication delays are compared in this paper, such as the neural network predictive control [96], weighted average predictive control [97, 98], the gain scheduling [99-106] and synchronization schemes using multi-timer model [114]. Moreover, some compensation methods for random communication delays are also discussed, such as the generalized predictive control (GPC) [84, 85], networked predictive control (NPC) [86-89], model predictive control (MPC) [90-93], Smith predictor (SP) [90, 94, 95], H∞ control [107-109] and sliding mode control [110-113], etc. In addition, if one microgrid plugs in or plug out from the microgrid clusters, the topology and structure of the system will be inevitably different. Due to the access of DG system, the study of the switching characteristics for the communication topologies in MAS is a critical problem to be solved [115-121].

The wide application of the multi-agent system has received much attention, and extensive discussions on the multi-agent systems have been presented. The overviews of the application of multi-agent system in power systems are proposed in [122, 123]. The distributed security of the multi-agent systems is presented in [124]. In [125], a review of multi-agent system is carried out along with the demand response and power system operation. In [126], a short review of several multi-agent systems is presented for grid energy management. In [127], the modeling methods, such as graph theory and stochastic matrices are introduced, and the consensus issue is discussed. However, this approach is mainly applied in the area of unmanned aerial vehicles, unmanned ground vehicles, and unmanned underwater vehicles. Moreover, some modelling methods, including Boids model, Vicsek model, Couzin-Levin model and various complex dynamical network models, are proposed in [128]. However, the comparison of advantages and disadvantages on these methods is missing. The reference [129] presents an overview of the very
Detailed introductions about the multi-agent system in many aspects are overviewed in these papers, including the modeling, consensus issues and applications. However, the discussion on MAS of the existing literature are still incomplete. In this paper, an elaborate analysis on the MAS-based distributed coordinated control and optimization is presented, which can be applied in the MGs and MGC, such as the modelling methods, consensus control, communication delays, switching topologies, energy coordination and economic dispatch issues.

The rest of this paper is organized as follows. Section II analyzes the conventional hierarchical control for MG and MGC. Furthermore, the MAS based distributed coordination control on MG and MGC is presented. Section III gives a survey on the model establishment, including topology models and mathematic models, and the MAS-based consensus control algorithms. Section IV generalizes the communication delay compensation schemes and the time-varying characteristics in the MAS. Section V emphasizes on the energy coordination and economic dispatch methods based on the MAS in MGC. Section VI presents the future trends of the MAS-based MG and MGC, and Section VII concludes this paper.

Fig. 3 shows the classical hierarchical control structure, which contains the primary, secondary and tertiary control. The primary control loop mainly adopts droop control, in order to regulate the local power, voltage and current, and avoid the voltage and frequency instability, and solve the problems of power sharing among the multiple DGs [18, 131]. This principle can be achieved by using the well-known P/Q droop method:

$$\omega_{MG} = \omega' - m \cdot (P - P')$$

$$E_{MG} = E' - n \cdot (Q - Q')$$

where $\omega_{MG}$ and $E_{MG}$ are the frequency and amplitude of the output voltage reference, $\omega'$ and $E'$ are reference frequency and voltage amplitude, $P$ and $Q$ are the active and reactive power, $P'$ and $Q'$ are active and reactive power references, $m$ and $n$ are the droop coefficients. The primary control can be used to balance the energy between the DG units and energy-storage elements.

The secondary control, which can be centralized [132-136] or decentralized [137-141], is used to eliminate the deviation of output voltage and frequency in the primary control. In case of an AC MG, the frequency and amplitude restoration controllers $G_m$ and $G_E$ can be denoted as follows:

$$\delta \omega = k_{imp} (\omega'_{MG} - \omega_{MG}) + k_{im} \int (\omega_{MG} - \omega_{REF}) dt + \Delta \omega_y$$

$$\delta E = k_{imp} (E'_{MG} - E_{MG}) + k_{ie} \int (E_{MG} - E_{REF}) dt$$

where $k_{imp}, k_{im}, k_{ie}$ and $k_{ie}$ are the control parameters of the secondary control compensator and $\Delta \omega_y$ is a synchronization term which remains to be zero when the grid is not present. $\omega_{MG}$ and $E_{MG}$ are sensed and compared with the references $\omega'_{MG}$ and $E'_{MG}$. The parameters $\delta \omega$ and $\delta E$ are the errors processed through the compensators, which are sent to all the units to restore the output voltage frequency and amplitude. Normally, $\delta \omega$ and $\delta E$ are limited in order not to exceed the maximum frequency and amplitude deviations [130].

In general, centralized control and decentralized control are two common methods in secondary control. For the centralized control, the biggest problem is the excessive dependence on MGCC, which causes a lot of challenges when the MGCC
undergoes faulty conditions. Moreover, bidirectional communication architecture is needed in the centralized control architecture. The characteristics of these time delays can be constant, bounded, or random, depending on the inner mechanisms of the communication systems adopted. Furthermore, the sampling rates of the communication systems are very fast, in contrast, the data volume of the centralized control signals in secondary control is much lower [99]. There will always be communication delay issue, the measurement and control signals may be delayed or lost in the communication channels. Under this circumstance, the cost of the MG will be increased and the stability of system can be undermined [142].

Therefore, decentralized control strategy have been proposed to solve the problems in the centralized control [143]. The decentralized control does not rely on a MGCC and droop mechanism, so the error of a DG unit will not produce the failure of the entire system. Compared with the centralized control, these strategies have higher ability to tolerate the communication errors, and better plug-and-play performance, and can be easily extended to more DG units, which makes the system more scalable [144]. Nevertheless, there are still many problems that have not been effectively solved in the existing literatures. By using the decentralized control scheme, each DG controller needs to measure the information of voltage and frequency at PCC. Therefore, for a large capacity MG, it is necessary to use a high bandwidth bidirectional communication link. In some practical applications [145], the synchronization signals must be provided among all the DG units, which deteriorates system robustness. On the other hand, the frequency in MG is a global signal [90, 144], if different controllers try to regulate the grid frequency simultaneously, the system stability would be deteriorated.

The tertiary control can be applied for one or more MGs, and the operation status of MG can be optimized according to the economic dispatching rules [146]. What’s more, tertiary control is the highest level in the MG control, long term optimal decision can be achieved according to the system status, market signal and demand forecast [147]. When the MG operates in the grid-connected mode, the power flow can be controlled by adjusting the frequency and amplitude of the voltage inside the MG. As can be seen in the tertiary control block diagram of Fig. 3, by measuring the P/Q through the static bypass switch, \( P_d \) and \( Q_d \) can be compared with the desired \( P_d^* \) and \( Q_d^* \). The control laws can be expressed as:

\[
\omega_{MG} = k_{rp}(P_d^* - P_d) + k_p \int (P_d^* - P_d) \, dt \quad (5)
\]

\[
E_{MG} = k_{rp}(Q_d^* - Q_d) + k_q \int (Q_d^* - Q_d) \, dt \quad (6)
\]

where \( k_{rp}, k_p, k_{rq} \) and \( k_q \) are the control parameters of the tertiary control compensator. Depending on the sign of \( P_d^* \) and \( Q_d^* \), the active and reactive power flows of the MG can be exported or imported independently [130].

By implementing the hierarchical control architecture, the electrical control, power quality regulation and economic operation control can be achieved simultaneously in different time scales, which is helpful to realize the standardization and improve the intelligence and flexibility of the MG [148]. In addition, the MGCC is used in hierarchical control to unify and coordinate all kinds of DGs and loads, and achieve safe and reliable operation of the multiple MGs. Power generation systems based on different technologies and power levels are interrelated in a MG. In this way, it is necessary to implement the hierarchical control scheme to reduce the operation cost, improve efficiency, achieve reliability and controllability [149].

B. MAS-based Distributed Coordination Control of the Microgrid and Microgrid Clusters

The performance of high intelligence, strong scalability, high redundancy and reliability adjustment of the voltage, frequency and power in MG cannot be realized by classical hierarchical control strategy. As an intelligent control method, multi-agent control method is gradually applied to the MG. The main idea of multi-agent control method is dividing the complex large-scale system into several subsystems, which have the features of autonomy and communicating with each other. An agent has several characteristics to be intelligent [150, 151]:

(a) Reactivity: Every agent is able to perceive and respond to the changes in the environment.

(b) Pro-activeness: Each agent does not perceive and respond to changes simply in their environment, but must have an ability to take the initiative.

(c) Social ability: An agent can use communication protocol for passing information or data with other agents, and it also has the ability to negotiate in compliant mode.

Coordinated operation of system can be achieved by using the multi-agent strategy through intelligent characteristics of the subsystems, thus information utilization and coordinated control in the distributed environment can be realized [152].

In recent literatures, the MAS has been widely used in MG and MGC. In [153], a decentralized secondary control for the MAS model is proposed to establish the appropriate rules under any kinds of communication networks. Hence, the output of voltage, frequency and power can be stabilized under the uncontrollable renewable energy resources conditions with the changing environment and load. A multi-agent strategy is proposed in [154] to achieve power sharing among distributed heterogeneous energy storage devices in MG. Meanwhile, a decentralized coordinated control strategy based on MAS is established in [155, 156], and a distributed automatic generation control method of MAS is designed in [157], which can solve the defects of droop control, restore the voltage and frequency, and achieve reactive power sharing among the DG units. A distributed MAS with frequency control scheme is presented in [158], each agent only communicates with the neighboring agents, by adopting the optimal average consensus strategy, all the information can be shared by the distributed control method. In [159], the MAS has been applied to the power management of the islanded MG.

Fig. 4(a) shows the framework of the MAS-based MG. The various types of electrical equipment are authorized to agents such as the battery energy storage, gas turbine, wind turbine and loads. These agents are at the lowest level to monitor the status and control operations of these electrical devices. All of these agents can be coordinated by MGCC, when the load agent sends a command signal, the MGCC informs the related agents in the MG [160]. During the whole process, the communication and coordination are the most important factors and the whole decision-making process follows the contact net protocol [161]. Two level control block diagram of an agent is shown in Fig. 4(b). In the control block diagram of an agent, the upper level control (ULC) calculates the desired optimal incremental cost and determine the power reference of supply and demand.

The ULC block consists of four modules, including the local information updating module, communication module, optimal incremental cost discovery unit, measurement and initialization module. The local information updating module is responsible for updating the participant power reference according to (7) and (8):

\[
r_i(t + 1) = \sum_{j \in \mathcal{N}_i} d_{ij} r_j(t) + e \cdot P_{D,i}[t] \quad (7)
\]

\[
P_{D,i}[t + 1] = \sum_{j \in \mathcal{N}_i} d_{ij} P_{D,j}[t] \quad (8)
\]

where \( r_i[t] \) is the incremental cost of the component \( i \) at iteration \( t \), \( e \) is the step-size that is adjusted to control the convergence speed, \( P_{D,i}[t] \) is the local estimation of the global mismatch on
supply and demand, and $d_{ij}$ is the communication coefficient.

The communication module exchanges information, such as the incremental cost and local net power estimation, with its neighboring agents. What’s more, the optimal incremental cost discovery module updates the data from (9) and (10):

$$P_{t+1} = r_{t} - \frac{h}{a_{t}} \quad (9)$$

$$P_{D,i}[t] = P_{D}[t] + (P_{t+1} - P_{t}) \quad (10)$$

where nonnegative $a_{t}$ and $h$ are the fuel cost coefficients, $P_{t}$ is used to represent the power of energy storage, generation supply, or load demand of the $i_{th}$ participant.

The measurement and initialization unit, as shown in Fig. 4(b), measures the local generation/load conditions, initializes the local incremental cost and net power estimation as follows:

$$r_{t} = a_{t}P_{0} + h \quad (11)$$

$$P_{D,i}[0] = P_{D}[0] \quad (12)$$

where $r_{t}$, $P_{D,i}[0]$ and $P_{D}[0]$ are the initial value of $r_{t}$, $P_{D,i}[t]$ and $P_{D}[t]$, respectively.

The lower level control implements the power reference tracking of the associated components [162]. As mentioned earlier, an agent is assigned to each participant in the MG. Each agent obtains local generation and load conditions, updates local information, and exchanges with the neighboring agents. The supporting communication system can be designed to be independent of the network topology [163].

With the development of multi-agent theory, the cooperative problem in the distributed system can be solved, due to its autonomy among the multiple DG agents, the consensus control and bidirectional information and energy interaction between power grid and MGs [164, 165]. The complex and diverse combination modes among the DG units result in significant difficulties for the real-time control implementation of the MGC. Meanwhile, the complexity of system operation is remarkably increased [166]. In order to realize the optimal operation of MAS, an appropriate scheduling optimization model needs to be established, which is closely related to the architecture and operation mode of MGC [167].

III MODELING AND CONTROL STRATEGIES FOR DISTRIBUTED MULTI-AGENT SYSTEM

Since the complex and diverse combinations of distributed and also increase the complexity of system operation. In order to design the optimal configuration and control strategy using MAS approach, a suitable model, including topology models and mathematic models, needs to be designed. Meanwhile, the consensus is a vital problem in the complex dynamical systems, which means, as time goes on, the states of all agents can eventually reach the equal value. The realization of consensus in MAS is the most important way to achieve the coordinated control for MG system.

A. Modeling Methods for Distributed Multi-Agent System.

At present, the graph model is a widely accepted method in MAS-based topology modeling. In [45], a decentralized graph reconstruction scheme is presented to build a powerful MAS. A distributed non-periodic predictive control method based on the graph theory for MAS is designed in [46, 47], the model can simplify the number of nodes in the graph and generate a reduced order for the MAS. In [48-50], a model based on graph theory applied in MAS is established, which is the future trend of the large-scale MGs owing to its high redundancy and easy expansion characteristics. In [51], a weighted graph model for DGs connected with actual communication links is devised, as shown in Fig. 5. The $x_{i}$ represents DG, each $x_{i}$ can be seen as an agent, and the edge line between nodes ($a_{ij}$ corresponds to the bidirectional arrow dashed line) indicates that there is an interaction between two DGs. $Z_{ij}$ represents the impedance between DGs. The advantages of this method is simple structure, high redundancy and easy expansion capabilities.

Therefore, in order to realize overall optimization of the MAS, a large amount of data communication is needed between the system states and the remote control inputs, which leads to the high cost of the communication networks [52]. Thus, under this circumstance, a non-cooperative game model based on the distributed energy system for coordinated operation in the MGC is presented in [53, 54], the optimal balanced state of each agent can be achieved. Moreover, the non-cooperative game model cannot be applied to the large-scale computing and simulation analysis scenario for the dynamic game process of the MGC.

Apart from the above methods, other mathematic models such as genetic algorithm and particle swarm optimization (PSO) algorithm have been proposed to apply to MAS. In [55-57], a genetic algorithm based on the distributed MAS is presented,
speed of MAS can be improved by the genetic algorithm (GA). Moreover, the genetic algorithm is scalable and easy to be combined with other algorithms, and it can be compared with a number of agents synchronously. However, the control parameters of genetic algorithm are based on prior knowledge, and the genetic algorithm has a slow dynamic response and high computational burden. Dynamic scheduling model of the MGC with reliability and economic indicators is designed in [58], which is combined with PSO algorithm based on the Monte Carlo simulation. By adopting this method, the optimization scheduling scheme can be greatly improved under the uncertain environment in MGC. In [59], a PSO algorithm applied in MAS is presented, which improves the frequency and voltage of MG in islanded mode. Furthermore, a PSO algorithm for MAS is presented in [60, 61]. Each particle represents an agent, which shows the advantage of realizing the optimal state rapidly so as to share the information with the global agents. Although PSO algorithm avoids the disadvantages of the existing optimization methods, such as complex model and slow computation speed, the solution of the discrete optimization problems is challenging and PSO is easy to be trapped in a local optimum.

To conclude, the graph model is topology model, however, the non-cooperative dynamic game model, genetic algorithm and PSO algorithm are mathematical models. It is well known that, due to the simple model structure and high redundancy, the graph model is a widely used topology modeling method for MAS. In addition, the energy coordination problem in MG and MGC can be solved effectively by genetic algorithm and PSO algorithm. Genetic algorithm is more suitable for solving the discrete mathematical problems and the PSO algorithm has the simpler rules compared with the genetic algorithm. As for the non-cooperative feature in interactive operation among multiple MGs, non-cooperative dynamic game model is widely adopted.

B. Control Strategies for Distributed Multi-Agent System

Consensus protocol is the rule of interaction among the multiple agents in the complex systems, which describes the process of information interaction among agents and their neighbors. In the last decades, the consensus of MAS has been widely discussed [169], such as consensus over network [172], optimal consensus [173, 174], sampled-data consensus [170, 175, 176], adaptive consensus [177], second-order consensus [178, 179, 180], consensus of generic linear agents [181, 182] and consensus with the multiple leaders [183]. In addition, a number of consensus algorithms have been proposed in [184], including the average-consensus, max-consensus and min-consensus.

In general, the consensus problems are usually handled by the distributed protocols [178]. In [62], a consensus protocol based on observer is proposed to isolate the abrupt adaptive coupling gain. A linear consensus protocol under communication delay is proposed to solve the problem of parameter uncertainty and time delay in MAS [63]. In this method, the consensus protocol is used for agent $i$ as follows:

$$u_i(k) = K \sum_{j \in N_i} a_{ij} (x_i(k) - x_j(k - \tau(k))) \quad (13)$$

where $u_i(k)$ and $x_i(k)$ are the consensus protocol and the state of agent $i$, respectively. $K$ is a constant feedback gain matrix with suitable dimensions $0 < \tau(k)$ represents the time-varying delay.
Let $\delta_i(k) = x_i(k)-x(k)$ denote the state error between agents $j$ and $i$. Define a cost function $J_c$ for discrete-time MAS as follows:

$$J_c = J_c + J_{c_a}$$  \hfill (14)

$$J_{c_a} = \sum_{k=0}^{\infty} \sum_{i=1}^{N} a_i^s(k) Q_s \delta_i(k)$$  \hfill (15)

$$J_{c_a} = \sum_{k=0}^{\infty} \sum_{i=1}^{N} u_i(k) Q_u u_i(k)$$  \hfill (16)

where $J_{c_a}$ and $J_{c_a}$ are the consensus regulation performance and control energy consumption of discrete-time MAS, respectively. $Q_s$ and $Q_u$ are symmetric and positive definite matrices. For a given feedback gain matrix $K$, the discrete-time MAS would reach robustness guaranteed cost consensus in the event of any given bounded initial condition [63].

In [64], two kinds of consensus protocols are presented. One is the state feedback control, which assumes each agent has access to its own and its neighbors. Another is output feedback control, each agent measures its own position and the relative neighbor positions. In [65, 66], a MAS-based distributed control strategy is established to ensure the consensus, coordination of distributed agents and improve the frequency stability of the autonomous MG. A distributed output feedback control scheme based on state observer is presented in [67], which guarantees the consensus in MAS. Moreover, a state feedback control is designed to handle the consensus problem in MAS [68]. In [69], a weighted consensus protocol is applied to improve the robustness of the multi-agent system. The main idea is briefly reviewed herein. Let us consider the weighted consensus protocol constructed as follows:

$$u_i(t) = \sum_{j \in \mathcal{N}_i} \frac{a_{ij}}{s_{ij}} x_j(t) - \sum_{j \in \mathcal{N}_i} a_{ij} x_i(t) + v_i(t)$$  \hfill (17)

$$T_{b,ij}(t) = \sum_{j \in \mathcal{N}_i} \frac{a_{ij}}{s_{ij}} x_j(t)$$  \hfill (18)

where $\mathcal{N}$ is the number of agents, $p_i(t)$ and $v_i(t)$ and $u_i(t)$ are the position, the velocity and the consensus protocol of agent $i$, respectively, $a_{ij}$ and $b_{ij}$ are the interconnection weight, if agent $i$ is connected to agent $j$ so $a_{ij} > 0$, otherwise $a_{ij} = 0$. If the leader is connected to agent $i$ so $b_{ij} = 1$, otherwise $b_{ij} = 0$. $T_{b,ij}$ is the edge betweenness centrality between agents $i$ and $j$. Here, $p_i(t)$ denotes the path from node $i$ to node $j$. $s_{ij}$ is the number of shortest paths from node $k$ to $l$ in the graph, and $g_{ij}(p_i)$ is the number of these shortest paths which passes $p_i$. The weighted consensus protocol is weighted by both the local information and the effect of the intermediary between each agent of edges [69].

However, most of the existing control protocols only adopt the present information to generate the distributed control laws, some researchers propose to use predictive control to predict the future actions of neighboring agents [70]. In [71-74], a model predictive control is presented to accelerate the convergence speed to realize dynamic consensus of the MAS. In [75], a distributed secondary voltage control strategy based on the dynamic consensus protocol is established. In this method, the distributed protocol at each agent is expressed as:

$$v_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} (v_j(t) - v_i(t) + v_i(t))$$  \hfill (19)

where $v_i(t)$ is the measured voltage at agent $i$, $v_j(t)$ is the estimate of the average voltage provided by the estimator from agent $j$, and $v_j(t)$ is the estimation of voltage received from the neighbor agent $j$. The local voltage $v_i(t)$ is used in the estimation process, any voltage variation at any agent would affect the estimation accuracy at $v_i(t)$ immediately. Each agent uses dynamic consensus protocol to estimate the average voltages.

Moreover, a group consensus for multiple interacting clusters is investigated in [76], providing an analysis based on Lyapunov method, which is effective in specifying a sufficient condition in terms of structure and strength of the coupling that guarantees the group consensus. In [77], by developing tools from algebraic graph theory, matrix analysis as well as the Lyapunov stability theory, a $H_\infty$ group consensus is presented.

For the MG and MGC systems, the dynamic consensus protocols based on the distributed MAS have been extensively recognized. The voltage and frequency stability of each MG can be ensured, and active and reactive powers can be effectively regulated. Meanwhile, the power quality of the MG can also be improved under complex conditions, such as unbalanced line impedance, unbalanced and nonlinear load scenarios.

IV. ANALYSIS OF COMMUNICATION DELAY AND SWITCHING TOPOLOGIES OF MULTI-AGENT SYSTEM

The future development of MGC requires the support from the communication networks. However, there will always be communication delay issue, no matter in a low or high bandwidth communication network. Therefore, it is important to maintain the stability of MG under the fixed delay and random delay scenarios. The open communication infrastructures, such as Ethernet, WiMAX and Wi-Fi networks can be used to realize the communications of smart grid gradually [78-82]. However, the measurement and control signals may be delayed or lost in the transmission channels. The communication delay is the main obstacle in the practical application of the hierarchical control. How to optimize the cost and increase the delay margin is a prominent research direction [85]. The development of the communication technology becomes more and more important under ever increasing demands on MAS in MG [186].

A. Communication Mechanism of the Multi-Agent System in Microgrid

Communication delay is the inherent characteristics of the actual MG system, which is ubiquitous in the process of data transmission. However, the existence of communication delay in the MG hinders the transmission of information among the different agents, also causes disturbance and instability [187]. A variety of protocols in MG system can be adopted to realize the efficient communication between power system and intelligent electronic devices.

Fig. 6 shows the architecture of the communication system in MG, the intelligent electronic devices (IED) acquire information from sensors, and sent the command signals to the distributed energy resources (DER), the energy storage devices, the loads.
and interconnection switches. Man machine interface (HMI) is used for monitoring and control, logging server and records system data regularly. IED receives data from the DER and sends it back to the microcontroller as a feedback signal. The collected data, including the voltage, frequency, active and reactive power control signals are transmitted to the IED through the MG controller, then IED sends the control signals to the loads and distributed generators [188]. Due to the hierarchical and decentralized nature of the distributed energy systems, their stable operation relies on the communication links. The upper layer is required to provide the parameter information for the lower layer and receive the control signal from the upper layer, so as to carry out effective energy management and scheduling [189]. The delays may be constant or random [190], with the application of hierarchical control and consensus-based control in the MG system, the delay issue caused by the low bandwidth communication cannot be ignored [188, 191]. It is worth mentioning that, time delays are mainly divided into the fixed communication delays and random communication delays [85]. There are three kinds of fixed communication delays, one is the sending and processing delay, which depends on software and hardware performance of source equipment. The second is the receiving and processing delay, which depends on software and hardware performance of the destination equipment. The third is the transmission delay, which relies on the communication network bandwidth and the transmission distance. On the other hand, the random delay is mainly the waiting delay, which is determined by the protocol in

MAS layer, connection type and network load. It’s important to consider how to maintain MGC stability under the conditions of the fixed delays and random delays. This is also the main obstacle to apply the hierarchical control and MAS theory to solve the practical engineering problems [192].

B. Fixed Communication Delay

In order to mitigate the problems of the fixed communication delay, the predictive control methods have been widely applied. An adaptive networked control system based on neural network delay prediction scheme is presented in [96]. The delay model can be linearized, and the system robustness can be improved by adopting model reference adaptive control method. Furthermore, by adopting the weighted average predictive control, the system robustness under communication delay can be improved and convergence speed can be remarkably increased [97, 98].

On the other hand, in [114], multi-timer model, which unifies the time synchronization part and the embedded system part of the sensor networks, is established. Then two synchronization schemes based on this multi-timer model are proposed to avoid the effect of communication delay. One is an infinite-time event synchronization scheme, and another is a finite-time event synchronization scheme. Several examples are shown in [114], which shows that the schemes can reduce the costs and improve the network robustness while guarantees event synchronization. However, this scheme is rather complex, which cannot handle the random delay determined by the protocol in MAS layer.

Gain scheduling method is widely adopted for the communication delay compensation. In [99], a gain scheduling method is presented to enhance the frequency delay margin by adding delay scheduling in the secondary control. Moreover, a gain scheduling controller is constructed to reduce the effect of the exogenous signal and compensate input delay [100]. In [101], a gain scheduling strategy is employed to improve the control performance of networked control system. In [102], the delay issue in MG is solved by designing the gain scheduling method. An algebra Riccati equation (ARE) method is adopted to design control gain in [103]. Moreover, a gain adaptive modification scheme is established in [104] to reduce the control gains without sacrificing the convergence speed of consensus algorithm. In [105], the gain and phase margin are considered for delay compensation.

Fig 7(a) shows the control block of the gain scheduling controller, where the packet loss rate is used as a parameter of the network for its stability in a period of time [106]. The quality of the network service (QoS) is changing with time, hence the network status is monitored and can be estimated by the packet loss rate. The controller can schedule different control parameters based on the different QoS. If the packet sampled at the (k-N-1)th instant is effective, the input value affecting on the actuator in the kth instant can be denoted as:
C. Random Communication Delay

For random communication delays, there are several methods to compensate, such as the generalized predictive control (GPC), networked predictive control (NPC), model predictive control (MPC), etc. The GPC has the benefit of great adaptability, low requirement on the model precision, strong robustness under the structure and parameter variations, and immunity under time delay. Under this circumstance, the GPC has been widely used in industrial process control [84]. A time delay compensation controller based on the GPC is proposed in [85], which is composed of a network predictor and the delay compensator, thus system performance can be improved by providing control parameters with random delay.

The networked predictive control (NPC), as shown in Fig. 7(b), combines the traditional predictive control scheme with the networked control system. NPC shows a strong robustness, which is independent of the model accuracy. Meanwhile, NPC breaks through the traditional control method with single data stream transmission control, which makes full utilization of the network characteristics such as transmission of vector data streams, and compensates the effects of communication delay or data loss. The effect of NPC is identical to the system without any communication delay. The NPC can be used to compensate communication delay, thus ensure system stability by using the distributed protocol, graph theory and matrix theory [86-88].

\[ u(k) = u_c(k - N - 1) = -L_q x(k - N - 1) \]  (20)

where \( u(k) \) is the input of actuator, and \( u_c(k) \) is the output of controller, \( x(k) \) is the output of sensor. \( L_q \) is the state feedback gain of the controller. \( N \) can be any number in the natural numbers set. Delays can be compensated by the gain scheduling algorithm reasonably so as to realize the demands of the flexible access and interactive for the large-scale MGs and MGCs.

\[ 1 + e^{-\tau}G_p H = 0 \]  (21)

where \( H \) is the PLL transfer function. \( e^{-\tau} \) is the transfer function of communication delay. \( G_p \) is the delay transfer function of PI controllers and \( G_p \) is the delay transfer function of the system device to be controlled. Notably, the random delay can be handled by the MAS, which achieves a good robustness under large control delays. However, for the system with a large time constant, the calculation and execution of control algorithm will be huge and dynamic response of the system would be sluggish. The adaptive smith predictor (SP), as shown in Fig. 7(d), is established in [90, 94, 95] to avoid a wide range of time delays. The transfer function from input \( R(s) \) to output \( Y(s) \) can be denoted as follows:

\[ \frac{Y(s)}{R(s)} = \frac{G_c(s)G_p(s)e^{-\tau s}}{1 + G_c(s)G_p(s) - G_c(s)\hat{G}_p(s)e^{-\tau s} + G_c(s)G_c(s)e^{-\tau s}} \]  (22)

where \( \hat{G}_p \) is the nominal model of the system without the delay time, and \( t \) is the command delay time and \( t_2 \) the feedback delay time, \( t_2 = t_1 + t_2 \). The adaptive SP can deal with random delays and has a fast dynamic response. However, since the model of the SP is uncertain and has external disturbance, which would affect robustness of the system.

| Table II. MERTS AND DRAWBACKS OF COMMUNICATION DELAY COMPENSATIONS STRATEGIES |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Communication delay compensations strategies | Merits | Drawbacks |
|-----------------|-----------------|-----------------|-----------------|
| Generalized predictive control [84, 85] | Robustness under variable parameters, variable structure and time-varying delay scenarios. | High demand for mathematical model |
| Networked predictive control [86-89] | Can handle fixed delay and random delay | High robustness |
| Model predictive control [90-93] | Reduce data loss | Large computation load |
| Smith predictor [90, 94, 95] | Fast dynamic response | Low dynamic response |
| Neural network predictive control [96] | Can handle fixed delay and random delay | Model uncertainties and external disturbances are existed |
| Weighted average predictive control [97, 98] | Linearized | Not handling random delay |
| Gain scheduling method [99-106] | Provide a general modeling approach | Not handling random delay |
| \( H_\infty \) control method [107-109] | Handle fixed and random delay | Large computation |
| Sliding mode control [110-113] | Simple implementation | Complex algorithm |
| Synchronization schemes based on multi-timer model [114] | Cost reduction | Not handling random delay |

It is noteworthy that, many other compensation strategies for dealing with the random communication delay issues have been proposed. In [107], a \( H_\infty \) dynamic output feedback control is presented to handle random communication delays. In [108], a associate with communication delay and data loss. Moreover, a \( H_\infty \) state feedback control is proposed in [109] to improve the system stability with random delays. Nevertheless, \( H_\infty \) control method has a large amount of computation burden due to the
the state prediction and second order sliding mode control has been applied to tackle the random communication delay issues in MAS [110], which eliminates the influence of parameter uncertainties and the external disturbances. In [111, 112], a robust discrete sliding mode control is used to deal with the random communication delays in the discrete-time networked systems. In [113], a sliding mode observer (SMO) is designed to overcome the influence of random communication delay in the feedback loop. Although the sliding mode control method has several advantages such as simple implementation, fast response, and immunity under the random communication delay, it shows the inherent drawback of chattering.

From the aforementioned literatures, a number of research works with different optimization methods are systematically reviewed. A comprehensive comparison is conducted to show the merits and drawbacks of these methods implemented for dealing with communication delay issue, as shown in Table II.

D. Switching Topologies in Multi-Agent System

![Diagram of time-varying topology characteristics and adjacency matrix in MAS.](image)

Fig. 8 shows the diagram of the time-varying topology characteristics and adjacency matrix in MAS. There are four kinds of topologies in the weighted graph. Fig. 8(a) is a normal weighted graph. Fig. 8(b) represents disconnection of network edges, namely, part of the communication links among agents breakdown. Fig. 8(c) indicates the failure or removal of nodes, which describes the phenomenon of the partial DGs failure or requirement of the temporary maintenance. Fig. 8(d) shows an increase of nodes, namely, part of the DGs are inserted into the MG, or recovery from failure to normal operation.

From Fig. 8, it can be deduced that, the insertion, excision and mode conversion can be equivalent to the change of an adjacency matrix in the MAS. When the topology of MG is constantly changing with the increasing penetration level of DGs, the stability of MGC can be ensured even if there are a large number of DG units and extensive communication links in MG and MGC.

It can be inferred from recent literature that, the study on characteristics for the time-varying communication in the MAS topology is still immature. Moreover, since the insertion, excision and mode conversion in MG systems are common problems encountered in the practical systems, it is necessary to implement further in-depth research on the time-varying characteristics in MAS.

In practical applications, if one MG plugs in or plug out in MGC, the topology and structure of the MGC system will be inevitably different. Therefore, it is crucial to take into account influence of the switching topologies on the convergence of MAS [193]. Various control methods have been proposed to describe the switching topologies in MAS with different control objectives, including external random disturbance, parameter uncertainties, link failure or outage uncertainties [194, 195].

In order to describe the switching characteristics of the topologies in MAS, the graph theory is widely adopted to represent the communication topologies [115, 116], and the communication links among agents are bidirectional and weighted in a graph model [117]. Meanwhile, the Algebraic Riccati Equation (ARE) based on the graph theory is used to analyze the characteristics of the time-varying effects in the MAS [118, 119]. In [120], a distributed control method combined with a spanning tree using communication graph is applied to describe the time-varying communication topologies.

V. OPTIMAL SCHEDULING METHODS FOR MAS-BASED MICROGRID CLUSTERS

In general, the hierarchical structure is normally adopted to coordinate the multiple DGs. Furthermore, the hierarchical structure is also needed to take into account the power allocation between MGC and main grid [196]. It is worth mentioning that, the energy scheduling and power management schemes based on the hierarchical control have been discussed in [197-201]. A self-organized and decentralized energy management strategy of the MGC is devised in [198]. And a unified dispatching and hierarchical energy management scheme is designed and evaluated to effectively optimize and manage the MGC [198-200]. In [201], a two-level optimization model for the coordinated energy managements in MGC is established.

Furthermore, the MAS-based hierarchical control structure has been extensively applied to control MGC recently in order to improve the operating efficiency, reduce costs and enhance system redundancy. During the last decades, a large number of MAS related research in MGC have been proposed [27, 202-207]. For instance, in [27], an energy management strategy based on MAS is established and applied in MGC. Each part is perceived as an autonomous agent, which can communicate with other agents in the system. The whole MGC will act in an autonomous way.
easier for system management. Moreover, with the development of hierarchical control system, the burden of communication networks can be reduced and the operating cost can be reduced. In [202], a MAS for energy coordination in MGC is proposed. In [203], a MAS is used to handle the power balance of each MG, and the MGC participates in the operation of the upper network. A service oriented architecture (SOA) based on MAS is constructed to adapt to the changing operating environment of the MGC [204]. Besides, a MAS combined with a model-based optimization algorithm is designed in [205], which guarantees the balance of continuous power at the minimum cost in MGC. A multi-agent adaptive mechanism is applied in MGC [206, 207], which ensures that each DG agent has autonomous ability to execute the individual tasks.

The main objective of the proposed hierarchical framework of MAS in MGC is to maintain the power balance for each time interval with minimum of MAS in MGC is to maintain the power balance for each time interval. The decisions will be forwarded to the resource agent layer, where the load agent (LA), battery storage system agent (BA), renewable distributed generators agent agent (RA) and distributed agent (DA) are activated to perform control actions. In the reaction layer, when the MG operation agent (MOA) receives the predicted load demands and detects power deficit events, it activates the local agents to balance the load demands using optimized scheduling strategies. If the energy balance cannot be realized locally, the coordination layer is activated. The MG market agent (MMA) coordinates the neighboring MMAs to launch a negotiation process about purchasing energy from other MGs, which is dynamic and autonomous. Under the extreme circumstances, all the MGs will be involved to tackle the energy imbalance problem. After the negotiation process, all the coalition members reach an agreement on energy trading. The decisions are transferred to the resource agent layer, which contains four layers, and the electrical equipments of the MGs are located in the physical layer. The responsibility of resource agent layer is to monitor the resource states and perform control actions. In the reaction layer, when the MG operation agent (MOA) receives the predicted load demands and detects power deficit events, it activates the local agents to balance the load demands using optimized scheduling strategies. If the energy balance cannot be realized locally, the coordination layer is activated. The MG market agent (MMA) coordinates the neighboring MMAs to launch a negotiation process about purchasing energy from other MGs, which is dynamic and autonomous. Under the extreme circumstances, all the MGs will be involved to tackle the energy imbalance problem. After the negotiation process, all the coalition members reach an agreement on energy trading. The decisions will be forwarded to the reaction layer, and the MOA sends the control commands to the resource agent layer, where the load agent (LA), battery storage system agent (BA), renewable distributed generators agent agent (RA) and distributed agent (DA) are activated to perform control actions [206].

The main objective of the proposed hierarchical framework of MAS in MGC is to maintain the power balance for each time interval. The main objective of the proposed hierarchical framework of MAS in MGC is to maintain the power balance for each time interval. The decisions will be forwarded to the resource agent layer, where the load agent (LA), battery storage system agent (BA), renewable distributed generators agent agent (RA) and distributed agent (DA) are activated to perform control actions [206].

\[
\begin{align*}
C_{\text{total}} &= C_{\text{PP}} + C_{\text{MT}} + C_{\text{grid}} \\
C_{\text{PP}} &= \sum_{i=1}^{N} \sum_{j=1}^{N} [\Delta T \cdot P_{ij}^{\text{PP}}(k) - c_{ij}^{\text{PP}}(k)] \\
C_{\text{MT}} &= \sum_{i=1}^{N} \sum_{j=1}^{N} [\Delta T \cdot P_{ij}^{\text{MT}}(k)] \\
C_{\text{grid}} &= \sum_{i=1}^{N} [\Delta T \cdot P_{ij}^{\text{grid}}(k) \cdot C_{\text{grid}}](k)
\end{align*}
\]

subject to the following conditions:

\[
\sum_{j=1}^{N} \sum_{i=1}^{N} (P_{ij}^{\text{PP}}(k) + P_{ij}^{\text{MT}}(k)) + \sum_{j=1}^{N} P_{ij}^{\text{grid}}(k) = \sum_{j=1}^{N} D_{i}(k)
\]

where \(C_{\text{PP}}, C_{\text{MT}} \) and \(C_{\text{grid}} \) are the cost of energy supply from photovoltaics, microturbines and electricity grid respectively, \(N \) is the total number of MGs in the MG system, and \(k \) is the index for different time interval. \(P_{ij}^{\text{PP}}(k) \) or \(P_{ij}^{\text{MT}}(k) \) is the total amount of power transferred from \(MG_{j} \) to \(MG_{i} \) at time interval \(k \), and \(P_{ij}^{\text{grid}}(k) \) is the amount of power transferred from electricity grid to \(MG_{i} \) at time interval \(k \). \(C_{\text{grid}}(k) \) is the electricity price of the grid at time interval \(k \). \(D_{i}(k) \) is the total amount of power required by the MG system at the time interval \(k \). \(P_{ij}^{\text{max}} \) is the maximum power that is allowed to be transferred from \(MG_{j} \) to \(MG_{i} \) due to transmission line power limit. The cost which is given in (23) is achieved by minimizing \(C_{\text{PP}}, C_{\text{MT}} \) and \(C_{\text{grid}} \). Power balance (27) is to ensure that the sum of power transfer from each MG is able to meet the total load demand of MGC, and constraint (28) is to ensure that the power cable transmission limit of the line connection form \(MG_{j} \) to \(MG_{j} \) [205].

Furthermore, a market clearing price \(\lambda \) is the base unit price for maintaining power balance of the MG system for energy trading, which is calculated based on the total power supplied and \(C_{\text{total}} \) as given by [205]:

\[
\lambda = \frac{C_{\text{total}}}{\Delta T \sum_{i=1}^{N} \sum_{j=1}^{N} (P_{ij}^{\text{PP}}(k) + P_{ij}^{\text{MT}}(k)) + \sum_{j=1}^{N} P_{ij}^{\text{grid}}(k)}
\]

In summary, analysis of the effects caused by time delay of MAS in MG and MGC has the following distinctive features:

(a) When a local error occurs in the control system, it can be isolated effectively by the hierarchical structure in MAS. The errors will be treated locally, so the MAS is easier to ensure the reliability of the whole system.

(b) It is easier to cope with the change and expansion of the local systems. Hence, the MAS has the flexibility to adapt to the expansion and development of the MG system.

(c) If there are too many levels of the hierarchical system, the time delays would affect the efficiency of the whole system.

(d) Each level of MAS-based hierarchical control strategies contains the autonomous unit for independent decision making, thus the dependence on the main control is reduced. Therefore, the reliability of MG and MGC can be remarkably improved.

VI. FUTURE TRENDS

Although the research on MAS-based MG and MGC control strategies have been discussed [208, 209], the interaction among sub-MGs, power allocation, voltage and frequency regulation in MGC still have a lot of problems that need to be resolved. The research on MAS model, communication delays and switching topologies is still lacking. At present, the research trend of MAS in MG and MGC mainly focus on the following aspects:

A. Impact of Communication Delay

Communication delay is one of the inherent characteristics of...
the actual MG and MGC system, which is ubiquitous in the process of information transmission among different agents, and may cause system disturbance and instability [187]. However, the future development of the MG and MGC systems would inevitably require the support from the communication links. Decreasing the cost and increasing the delay margin are essential research directions of MG and MGC in the future. Therefore, it’s urgent to put forward an enhanced solution to maintain the stability of MG and MGC with fixed delay and random delay.

B. Switching Topologies in MG and MGC.

The research on the time-varying characteristics of the MAS topology is still lacking, nevertheless, the insertion, excision and mode conversion in MG are the common problems in practical applications. In order to understand communication topologies in MAS [210], the graph theory is introduced into mathematical modeling of MG, which promotes the development of MGC, and would be the main research trend for designing optimized architecture and control scheme of MG and MGC in the future [211].

C. Energy Management and Economic Scheduling

Research on energy coordination and economic scheduling in MG should not only consider their self-characteristics, but also the different interaction and influence among the multiple MGs. Although the issue of energy coordination and economic scheduling in MGC has been extensively discussed in recent literature. The systematic design guidelines for the specific simulation model establishment and control strategy synthesis have not been fully explored.

To conclude, the properties of the MGC are complex multiple objective, multi-time scale, multi-constraint and high-dimension in nature, hence, the management schemes to obtain optimal operational modes is still one of important research directions in the future [212].

VII. CONCLUSION

This paper presents an overview of MAS-based distributed coordinated control method and optimization in MG and MGC. In order to improve the reliability, energy complementarity and management of MG and MGC, the topology and mathematic models of MAS are established, such as the graph model, non-cooperative game model, genetic algorithm, particle swarm optimization algorithm, etc. The merits and drawbacks of the MAS-based modeling methods in MGC and communication delay compensation strategies are also summarized.

Furthermore, the operation of hierarchical control and MAS relies on the communication links, which inevitably cause delay problem thus degrades system performance. Therefore, the communication delay compensation is of vital importance. The communication delay issue, which is inevitable no matter in the low- or high- bandwidth communication networks, is crucial to maintain the stability of MGs and MGCs with the fixed delays and random delays. Various control strategies to compensate the effect of communication delay have been reviewed, such as the neural network-based predictive control, weighted average predictive control, gain scheduling scheme and synchronization schemes based on multi-timer model for the case of fixed communication delay, and the generalized predictive control, networked predictive control, model predictive control, smith predictor, H∞-based control, sliding mode control in case of random communication delay scenarios. In addition, since the plug-in or plug-out of the distributed generation system in MG and MGC might be randomly varying, and with a huge number of interactive information, thus the study of the time-varying characteristics for the switching topologies in MAS is a critical

Finally, due to the complicated operation modes of the MAS-based MGs, various methods on energy coordination and economic dispatch strategies for the MGC are systematically reviewed. In the existing literatures, only the description of the functions and communication framework have been studied, hence, the management schemes to obtain optimal operational modes are the important research directions for the MAS-based MG and MGC in the future.
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