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Abstract
Safety is a key factor in all aviation, and while years of development has made manned aviation relatively safe, the same has yet to happen for unmanned aircraft. However, the rapid development of unmanned aircraft technology means that the range of commercial and scientific applications is growing equally rapid. At the same time the trend in national and international regulations for unmanned aircraft is to take a risk-based approach, effectively requiring risk assessment for every flight operation. This work addresses the growing need for methods for quantitatively evaluating individual flights by modelling the consequences of a ballistic descent of an unmanned aircraft as a result of a major inflight incident. The presented model is a probability density function for the ground impact area based on a second order drag model with probabilistic assumptions on the least well-known parameters of the flight, and includes the effect of wind. The model has low computational complexity and is well-suited for high fidelity simulations for longer flights over populated areas and with changing trajectory parameters.
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1. Introduction

The reliability of small, commercially available civilian unmanned aircraft is, both from a components view and a systemic view, largely of aleatory nature, without much effort invested by technology developers and manufacturers in providing any form of guarantees on reliability or dependability. While the reliability arguably is increasing with each new generation of unmanned aircraft, we are still a long way from reaching a level equivalent to manned aviation. Consequently, the primary risk mitigation comes from temporal and/or spatial segregation. This is manifested in well-known regulatory constraints such as
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requiring flight to be not over people, away from roads, below a certain (low) altitude, and in particular, not beyond visual line-of-sight (BVLOS).

Such restrictions are generally a result of regulation authorities erring on the side of cautions rather than a result of a detailed quantitative analysis to determine to what extent current drone technology is endangering their operational environments. Therefore, there may be low hanging fruit to be picked by examining more carefully the risk associated with individual specific operations of unmanned aircraft. This is because some types of operations may indeed, despite being prohibit by regulation, have an associated risk that inherently and demonstrably is at the equivalent level of safety to manned aviation (or indeed some other level appropriate for the operation at hand) without resorting to certified and very costly technology.

The development of methods for quantifying the risk associated with a particular flight can to a large extend be based on existing methods from manned aviation accompanied by knowledge from other mature fields. The aim is to develop methods for the enhancement of the safety and reliability of unmanned aircraft and as for any complex technological system general methods of quantifying reliability are necessarily composed of numerous modules, and this work presents a model that contributes to one of them. In addition the lack of data from actual flights means that such methods must have a probabilistic component to account for both model and parameters uncertainties.

In aviation a classic measure of risk is fatalities per flight hour, which is practical in the sense that it compares well to other familiar risks such as driving a car or working in a dangerous environment. Additionally, substantial data is available for many such fields allowing for comparable and reasonable quantitative targets to be set for operations of unmanned aircraft.

In this work the focus is on one component for said quantitative analysis. In the event of (near) complete loss of lift an aircraft enters a ballistic descent trajectory and eventually impacts the ground with possible human injury as a consequence. Being able to predict the probability of impact is a key component in a risk analysis.

1.1. Background

The technology of unmanned aircraft has reached a level where many useful and commercially viable flights can be carried out with ease. Endurance is increasing to hours and even days, camera technology is sufficiently good to allow for commercial recordings, a plethora of remote and in-situ sensors are being miniaturized and automated. Unfortunately, the safety associated with operations of unmanned aircraft is not developing equally rapidly, and in particular the knowledge on the risks is not growing equivalently. This despite the fact that modern aviation regulation for unmanned aircraft is risk-based in the sense that main metric for limiting flights is the risk they pose, a policy that is clearly state in as examples UK [1], Danish [2], and European [3] as well as industry [4] documents. This work adhere to these policies by contributing to the risk assessment that naturally compliments the risk-based approach.
1.1.1. Background of present work

As part of the regulatory process in Denmark the Danish Transport, Construction and Housing Authority decided in early 2016 to initiate a project called BVLOS FastTrack to investigate what requirements and circumstances would be appropriate in order to grant (initially) a few companies permission to routinely conduct BVLOS operations in Danish airspace. At that time no permissions had been granted for BVLOS flight in Denmark except for flights in Greenland and individual flights confined to specific routes and dates. The purpose of the project was to grant permissions based on a thorough and scientific analysis of the risks involved for a range of BVLOS flights rather than just one specific flight. Danish UAS operator companies were invited to participate in the project, and their contribution would be supplying all information required for a thorough analysis as well as conducting a number of test flights to demonstrate the ability to adhere to proper procedures. In turn they would be, should the risk of their proposed BVLOS flight be acceptable, granted permission to conduct BVLOS operations within given limitations. The incitement would be that these limitation would not be specifically geographical and temporal, meaning that a flight permission would state that any flight within the given limits would be permitted independent of geographical location and point in time. The aim of this work in this context is to develop a method that allows for immediate quantification of the risk for people on the ground when an unmanned aircraft flies overhead. Similar needs have arisen elsewhere, and one example is the desire of SNCF in France to conduct BVLOS operations for track monitoring [5].

1.2. Previous work

There are numerous works on how to conceptually approach the challenge of determining the risk of an unmanned aircraft flight. Much is borrowed from the world of manned aviation that has been conducting risk management for decades. A number of examples of risk assessments and quantifications for unmanned aircraft are the following. [6] addresses the lack of an accepted framework and provides some guidelines for how to apply existing models to manage the risk. [7] provides a comprehensive description of how to manage the risk of unmanned aircraft operations along with a series of quantification of existing risks for various types of aviation. Metrics for safety, including hazard metrics and risks metrics are presented in [8], in [9] a software safety case is developed, and in [10] a generic safety case is presented based on experience with NASA unmanned aircraft missions.

1.2.1. Ballistic trajectory analysis

A ballistic trajectory represents the motion of an object where the only major force acting on the object is gravity. This motion is easily described using Newtonian mechanics and the resulting differential equations are easily solved analytically. However, any object moving in the atmosphere is subjected to an aerodynamic force, often separated in to lift force and drag force, where for a
ballistic trajectory the lift force is by definition small or vanishing. Adding a
drag term to the differential equations makes it more complicated to obtain a
solution, though. Most literature assumes a second order drag model similar
to the one used here. Since such a model (in the general formulation) does not
have an analytical solution most work in the field of ballistic trajectory analysis
focus on numerical solutions. That includes all of the references in the following
subsections.

Ballistic trajectories for a wide range of objects has been studied and ana-
lyzed for decades, and there is a significant amount on literature on the subject.
In particular, descent of debris-like objects from aircraft accidents are closely
related to the topic of this work. A basic review of the differential equations
governing a standard second order drag model for aircraft debris scenarios is pre-
sent in numerous sources, including [11, 12, 13, 14]. A thorough description
of debris footprint and how to determine it is found in [15], where a probabilis-
tic approach with normal distributions is suggested for difficult to determine
parameters such as drag coefficient and wind. This reference also has a detailed
analysis of drag forces on debris.

1.2.2. Unmanned aircraft ground impact

The uncontrolled descent of unmanned aircraft into populated areas have
been the subject in a number of publications. This includes [16] that investi-
gate larger aircraft through an equivalent level of safety analysis. [17] specifically
looks at distribution of possible impact locations based on simulation, and [18]
uses a standard statistical setup and applies a normal distribution approach
using aircraft glide parameters to model the impact location. In [5] a study
for ground impact fatalities resulting from power failure and subsequent uncon-
trolled glide is presented. An study on the impact area for a general uncontrolled
descent, including a buffer zone, is presented in [19]. A method for automatic-
ly finding a proper landing area for an aircraft in emergency descent is shown
in [20, 21], and the ability of a fixed wing aircraft to glide to a designated emer-
gency landing area is presented in [22]. In [23] a method for determining a
no-thrust flight trajectory to reach a particular landing spot is presented. The
barrier bow tie model also used in manned aviation risk assessment is presented
in [24]. A more high level review of risk metrics for unmanned aircraft is pre-
sented in [8]. A study of trajectory models for explosive debris [25] attempts to
determine the impact point based on initial conditions.

Probabilistic modelling of ground fatalities for manned aviation has been
studied, example are [26, 27, 28], but typically such research takes a somewhat
different modelling approach due to the size of the aircraft, the typical flight
altitude, etc. The idea of crash zones dependent on the characteristics of the
aircraft and flight parameters for manned aviation is discussed in [29, 30]. The
concept of area-based risk of fatalities from major incidents has also been studied
in numerous context, one example from Germany is [31]. Finally, for a general
introduction to probabilistic risk analysis, a good reference is [32].

As a side note; some work has been done on the consequences of small
drones impacting humans. Most notably the UAS Ground Collision Severity
Evaluation [33] studies the consequences of human drone impacts and includes parameters such as impact speed and impact angle, which can easily be derived from most descent models, including the model in present work.

1.2.3. Actual ballistic descents of manned aircraft

A ballistic descent of a structurally disintegrated Boeing 747 happened in May 2002 over Taiwan Strait when the aft fuselage structure of flight CI611 separated at 35,000 ft. The descent is modelled in [34] with standard second order drag model to generate the dynamic equations and with known wind patterns to account for the effect of wind during the descent. The modelling is found to be consistent with radar tracks as well as recorded salvage positions to a horizontal accuracy better than 1.000 ft.

The NTSB studied the ballistic descent of pieces of a TWA800, a Boeing 747 that broke up over the Atlantic Ocean in July 1996, using also a standard drag model and differential equations to model the dynamics [35]. An 'estimated ... range of values for the airplane’s aerodynamic characteristics' were used, since the actual values were not known for the disintegrated aircraft. Wind data from a radiosonde balloon was interpolated to generate the wind effect for the descent [36].

1.3. Present work

The assumptions made in existing literature on the uncontrolled descent of small unmanned aircraft are typically quite crude in the sense that they do not account for different types of ways that an unmanned aircraft can experience such a descent, even though, say, ballistic and gliding descents arguably have very different consequences. A standard approach is to assume a normal (or similar) distribution of the impact point on the ground. As is evident from the method and results presented below this is a very coarse estimation at best. In addition, most works on ballistic descent assume a decoupling between the vertical and horizontal motions in order to reduce complexity of the solution. This rather simplifying assumption, as we show, is not necessary for a useful closed-form solution. This work contributes to the state of the art in two ways:

1. It provides a method for producing a georeferenced 2D probabilistic density function for the impact of a drone in ballistic descent, with appropriate stochastic assumptions to account for the modelling and parameters uncertainties.

2. It provides a closed-form solution to the coupled 2D dynamic ODEs governing the descent. This reduces the computational burden of conducting calculations for an entire flight. This is important because this method will eventually be applied repeatedly to a given flight by sampling the trajectory at sufficiently high density to account for parameter value changes during flight, and it is simply not feasible to solve the coupled ODEs for every sample along the trajectory.

In the combination with descent models for loss of power, fly-away and other types of flight terminating events the modelling in this paper can be used for
quantifying the total risk for a given flight. This allows operators to systematically have a safety assessment of each flight, either for the purpose of adhering to flight regulation or flight restrictions, or to form the basis for an application for dispensation when existing regulation does not allow a particular type of flight, such as BVLOS. The use of the ballistic descent model is exemplified in [37] to evaluate the risk of a power line inspection BVLOS flight operation with a Talon model aircraft.

2. Ballistic descent

The primary forces acting on a body in ballistic descent are gravity and drag force. A very standard model of the latter for speeds and shapes realistic for a crippled, descending aircraft is a second order model, i.e. the drag force is proportional to the square of the speed. Obviously, the drag force is the same for motions in any direction, even though we tend to consider the ballistic motion as decomposed into horizontal and vertical motions. In the method below a compromising semi-decoupling assumption is made that allows for a closed-form solution as well as a solution close to the solution of the fully coupled 2D dynamic equations.

2.1. Ballistic drop quadratic drag model

The standard second order model for ballistic descent with drag takes the following form

\[ m\ddot{v} = mg - c|v|v, \]

(1)

where \( m \) is aircraft mass and \( c \) is a constant that captures the drag coefficient, drag area, and air density. Here we will focus on the 2D version where the vectors exist in a vertical plane spanned by the horizontal flight direction and direction of gravity. A standard assumption in most previous work, including most of the references above, is that this equation can be separated into horizontal and vertical motion without coupling.

Since (1) does not appear to have analytical solutions for arbitrary boundary conditions, we look at the following problem instead. We will assume that \( v_x > 0 \) and monotonically decreasing as there is no thrust force in the horizontal plane to affect the aircraft. We will also assume that \( v_y \) will asymptotically approach the velocity where gravity and drag force cancel out. Consequently, the following model is a reasonably good approximation to (1)

\[ m\ddot{v}_x = -c \max(v_x, v_y)v_x \]

(2)

\[ m\ddot{v}_y = mg - c|v_y|v_y. \]

(3)

The resulting position trajectory for \( y \) and \( x \) will be shaped as seen in Figure [1]. With the initial condition \( v_{x}(0) = v_{x,1} \) and \( v_{y}(0) = v_{y,1} \) the horizontal air velocity
Figure 1: The $y$ (blue) and $x$ (red) trajectories for a descent according to the ODEs in (2) and (3). The vertical motion may initially be either positive (down) or negative (up) and ends when the ground is reached. The motion changes phase twice during the descent at times $t_{\text{top}}$ (caused by the absolute value in (3)) and $t_c$ (caused by the maximum in (2)). The impact occurs at time $t_{\text{im}}$. The particular descent visualized here has parameters $y = 60$, $m = 5$, $c = 0.052$, $v_{y,i} = -15$, and $v_{x,i} = 12$. Variables $x_1$, $x_2$, and $x_3$ represent the horizontal distances traveled during the three phases. All variables are explained in detail in Section 2.3.
is then given as

\[ v_x(t) = \begin{cases} \frac{mv_{x,i}}{m + v_{x,i}ct} & v_x > v_y \\ v_{x,i} \exp \left( -\frac{c}{m} \int_0^t v_y(\tau)d\tau \right) & v_x \leq v_y \end{cases} \]  

(4)

and the vertical velocity as

\[ v_y(t) = \begin{cases} \Gamma \tan(g\gamma t + H_u) & v_y(t) < 0 \\ \Gamma \tanh(g\gamma t + H_d) & v_y(t) \geq 0 \\ \Gamma & v_y(0) = \Gamma \end{cases} \]  

(5)

where \( \Gamma = \sqrt{mg/c} \) is the terminal velocity (gravitational force and drag force are equal with opposite signs) and \( \gamma = 1/\Gamma \). The case (6) is for the situation where the initial vertical velocity is equal to the terminal velocity and (7) therefore is undefined (since \( H_d = \tanh(1) \) is undefined). Typically, \( c = 0.5 \rho AC_D \), where \( \rho \) is the air density, \( A \) is the frontal area, and \( C_D \) the drag coefficient. Note that \( H_d \) is complex for \( v_{y,i} > \Gamma \).

The ballistic trajectory of the aircraft may start with an upwards motion where \( v_y(t) < 0 \), and will always end with a downward motion. From (6) it follows that the transition occurs at time

\[ t_{\text{top}} = -\frac{\Gamma}{g} H_u , \]

which is negative (and thus not occurring in the descent) when \( v_{y,i} \geq 0 \). The horizontal motion is always positive in this setup.

The traversed vertical distance can be found for the downward and upward motions by integration \( \int_0^t v_y(w) dw \), which gives

\[ y_u(t) = -\frac{m}{c} \left( \ln(\cos(g\gamma t + H_u)) - G_u \right) \]  

(10)

\[ y_d(t) = \frac{m}{c} \left( \ln(\cosh(g\gamma t + H_d)) - G_d \right) \]  

(11)

where

\[ G_u = \ln \cos H_u = -\frac{1}{2} \ln \left(1 + (v_{y,i}\gamma)^2\right) , \]  

(12)

\[ G_d = \ln \cosh H_d = -\frac{1}{2} \ln \left(1 - (v_{y,i}\gamma)^2\right) . \]  

(13)

Note that \( G_d \) becomes complex for \( v_{y,i} > \Gamma \).

For \( v_{y,i} \geq 0 \) the drop time from a given flight altitude \( y \) can be found from (11) to be

\[ t_{\text{drop}}(y) = \left( \arccosh \left( \exp \left( \frac{cy}{m} + G_d \right) \right) - H_d \right) \frac{\Gamma}{g} , \]  

(14)
and the total time from event to impact can be found as
\[ t_{\text{tim}}(y) = \begin{cases} t_{\text{top}} + t_{\text{drop}}(y + y_0(t_{\text{top}})) |_{H=G=0} & v_{y,i} < 0 \\ t_{\text{drop}}(y) & v_{y,i} \geq 0 \end{cases} \] (15)

(16)

To find the horizontal distance traversed we first need to determine the time at which \( v_x(t) = v_y(t) \). Since \( v_x > 0 \) the equality is for \( v_y(t) > 0 \), so we use (4) and (7) in the equation. Since an equation on the form \( \tanh(at) = 1/t \) does not appear to have a closed form solution we will use a truncation of the continued fraction for the hyperbolic tangent to approximate the point in time where \( v_x(t) \) goes from (4) to (5). That is
\[ v_y(t - t_{\text{top}}) \approx \frac{g\gamma (t - t_{\text{top}}) + H_d}{1 + (g\gamma (t - t_{\text{top}}) + H_d)^2} = \frac{mv_{x,i}}{m + v_{x,i}ct} = v_x(t). \] (17)

This formulation cover both positive and negative \( v_{y,i} \); for \( v_{y,i} < 0 \) we set \( H_d = 0 \) and for \( v_{y,i} \geq 0 \) we set \( t_{\text{top}} = 0 \). In any case this only has one solution despite the appearance of a second order equation, which becomes evident as the coefficient for the second order term is zero. Thus, the solution is the negative fraction between the zeroth and first order coefficients, which reduces to
\[ t_c = \frac{m(gt_{\text{top}} - \Gamma H_d + v_{x,i}(1 + (H_d - g\gamma t_{\text{top}})^2))}{mg + cv_{x,i}(gt_{\text{top}} - \Gamma H_d)}, \] (18)

where subscript c is short for 'crossing from \( v_x \) to \( v_y \)'. Since the truncated fraction is an approximation of \( \tanh(x) \) around \( x = 0 \), and since the fraction has an asymptote in 0 the approximated solution tends to be larger than the true solution (which can easily be found numerically with a gradient search or similar, since the functions involved are monotonic).

The traversed horizontal distance can now be found by first noting that (5) can be written as
\[ v_x(t) = v_{x,i} \exp\left(-\frac{c}{m} y_0(t)\right) = v_{x,i} e^{G_d} \text{sech}(g\gamma t + H_d). \] (19)

Then integration gives
\[ x_{v_x}(t) = \frac{m}{c} \ln(1 + v_{x,i}ct/m) \] (20)

\[ x_{v_x}(t) = \frac{v_{x,i} e^{G_d} \Gamma}{g} \left( \arctan(\sinh(g\gamma t + H_d)) - \arcsin(v_{y,i}) \right) \] (21)

where (21) is valid for \( t \leq t_c \) and (22) for \( t > t_c \).

Four examples of velocities are shown in Figure 2, and the position trajectories for the first of the four examples are the ones shown in Figure 1.
Figure 2: Four examples of using (4) and (19) for $v_x(t)$, and (6) and (7) for $v_y(t)$. The graphs for the numerical solutions (found using the Runge-Kutta ode45 function in Matlab) to the original differential equations (1) are also shown. The approximation of $\tanh$ by continued fraction is also shown. The initial velocities and masses are shown above each plot. Additionally, $g = 9.82$, $\rho = 1.3$, $A = 0.1$, and thus $c = 0.052$. Note that the $y$ axis is ‘reservsed’ in relation to $v_y(t)$ in the sense that negative velocity is an upward motion.
2.2. Traveled distance before impact

The goal of this paper is to find the horizontally traveled distance from the point of incidence to the ground impact point. With the equations derived in the previous section this can now be done in the following way. If \( t_{im}(y) \leq t_c \) the distance simply becomes

\[
x(y) = x_{v_x}(t_{im}(y)). \quad (23)
\]

However, if \( t_{im}(y) > t_c \) then

\[
x(y) = x_{v_x}(t_c) + x_{v_y}\left(t_{im}(y) - t_{top}\right)|_{v_{x,i}=v_x(t_c)}|_{v_{y,i}=v_y(t_c)} \quad (24)
\]

where the second part of the travel, given by \( x_{v_y} \), must use the appropriate initial velocities.

2.3. Actual calculations

In order to actually compute the horizontally traveled distance one of two approaches can be used; either use a number of conditional statements to distinguish the various combinations, or modify some of the variables during computations to accommodate the various combinations. The former would require less computation, while the latter is suitable for a vector implementation, in say Matlab. Since the former is largely covered in the previous derivations we will here show the latter implementation method.

In the following some of the variables may have value 0 for some input values (for instance \( t_{top} = 0 \) when \( v_{y,i} \geq 0 \)), and to differentiate such cases from the variables in the previous section we use the hat symbol. Now, first, define

\[
\hat{v}_{y,i} = \max(0, v_{y,i})
\]

and integral initial conditions

\[
\hat{H}_d = \arctanh(\hat{v}_{y,i} \gamma), \quad \hat{H}_u = \arctan(\hat{v}_{y,i} \gamma),
\]

\[
\hat{G}_d = \ln \cosh \hat{H}_d, \quad \hat{G}_u = \ln \cosh \hat{H}_u.
\]

The time the aircraft is at highest altitude is

\[
\hat{t}_{top} = -\frac{\Gamma}{g} \arctan(\gamma \min(0, v_{y,i})) . \quad (25)
\]

The horizontal distance traveled for reaching highest altitude is

\[
x_1 = x_{v_x}(\hat{t}_{top}) .
\]
The time of crossing the point where \( v_x = v_y \) is
\[
\hat{t}_c = t_c(\hat{t}_{top}, \hat{H}_d) .
\]
The altitude gained from flight level to highest altitude is
\[
y_{top} = y_a(\hat{t}_{top}) = -\frac{m}{2c} \ln \left(1 + (\gamma \min(0, v_{y,i}))^2\right) .
\]
The time is takes to descent from highest altitude to ground impact is
\[
\hat{t}_{drop} = t_{drop}(y - y_{top}, \hat{H}_d, \hat{G}_d)
\]
and the total time from event to impact is
\[
\hat{t}_{im} = \hat{t}_{top} + \hat{t}_{drop} .
\]
(26)
The horizontal velocity at highest altitude is
\[
v_{x,top} = v_x(\hat{t}_{top}) = \frac{mv_{x,i}}{m + v_{x,i} \hat{c} \hat{t}_{top}} .
\]
The horizontal distance traveled from highest altitude to the point where \( v_x = v_y \) is then
\[
x_2 = x_{v_x} \left( \min(\hat{t}_{im}, \hat{t}_c) - \hat{t}_{top} \right) \bigg|_{v_x,i = v_{x,top}}
= \frac{m}{c} \ln \left(1 + cv_{x,top} \min(\hat{t}_{im}, \hat{t}_c) - \hat{t}_{top} \right)
\]
The horizontal and vertical velocities at the time of crossing are (in fact not the same, since the crossing time is approximated)
\[
v_{x,c} = v_x(\hat{t}_c) = \frac{mv_{x,i}}{m + v_{x,i} \hat{c} \hat{t}_c} ,
\]
\[
v_{y,c} = v_y(\hat{t}_c - \hat{t}_{top}) = \Gamma \tanh \left(g\gamma(\hat{t}_c - \hat{t}_{top}) + \hat{H}_d \right) .
\]
In order to compute the last part of the trajectory it is convenient with the following definition
\[
H_c = \arctanh(\gamma v_{y,c}) \quad \text{and} \quad G_c = \ln \cosh H_c .
\]
The horizontal distance traveled from the point where \( v_x = v_y \) to the impact point is then
\[
x_3 = \frac{v_{x,c} e^{G_c} \Gamma}{g} \left( \arctan(\sinh(g\gamma t + H_c)) - \arcsin(\gamma v_{y,c}) \right) .
\]
The total traveled horizontal distance from event point projected onto the ground to impact point is then
\[
x = x_1 + x_2 + x_3 .
\]
(27)
The impact velocity can now be computed as
\[
v_{x,\text{im}} = \begin{cases} 
\frac{mv_{x,i}}{m + v_{x,i}c t_{\text{im}}} & t_{\text{im}} \leq \hat{t}_c \\
v_{x,c} e^{G \cdot \text{sech} \left( g \gamma (\hat{t}_{\text{im}} - \hat{t}_c) + H_c \right)} & t_{\text{im}} > \hat{t}_c
\end{cases}
\]
and as
\[
v_{y,\text{im}} = \Gamma \tanh \left( g \left( \hat{t}_{\text{im}} - \hat{t}_{\text{top}} \right) + \hat{H}_d \right).
\]

2.4. Simplified versions

With a few assumptions this can be simplified somewhat. Assume \( v_{x,y} = 0 \) and using \( \text{arccosh}(x) = \ln \left( x + \sqrt{x^2 - 1} \right) \) for \( x > 1 \) we can rewrite (14) for \( cy > m \) as
\[
t_{\text{drop}}(y) = \left( \ln \left( \exp \left( \frac{cy}{m} \right) + \sqrt{ \exp \left( \frac{cy}{m} \right)^2 - 1 } \right) \right) \frac{\Gamma}{g} \\
\approx \left( \ln 2 + \frac{cy}{m} \right) \frac{\Gamma}{g} \\
= \frac{(m \ln 2 + cy) \Gamma}{mg}
\]
where the approximation is good for \( cy > m \), better than a factor
\[
\frac{\ln(e + \sqrt{e^2 - 1})}{\ln 2 + 1} \approx 0.9789,
\]
Thus, a good approximation to \( x(y) \) as long as \( t_{\text{im}} < t_c \) is
\[
\hat{x}(y) = \frac{m}{c} \ln \left( 1 + v_{x,i} \frac{m \ln 2 + cy}{m \Gamma} \right), \quad cy > m.
\]

An alternative to the exact solution is to make the assumption that \( v_x \gg v_y \) during the descent. This will be the case for high speed descent starting a low altitude. Then a good approximation to (1) is
\[
m \dot{v} = mg - cv_x v
\]
where the solution for \( x \) is the same as (4) and (21), but for \( y \) becomes
\[
v_y(t) = v_{y,i} + \frac{gt}{2} + \frac{gt}{2},
\]
\[
y(t) = \left( v_{y,i} - \frac{g}{2a} \right) \frac{1}{a} \ln(1 + at) + \frac{1}{4} gt^2 + \frac{gt}{2a},
\]
where \( a = cv_{x,i}/m \). As long as the angle deviation from horizontal is less than 20° this approximation is quite good [38].
3. Probability density function for traveled distance

The derivations done so far will for a given aircraft with given parameters predict one location of impact relative to the event location. While a descending aircraft will indeed impact at one location it is most likely not going to be at the predicted impact location, but rather somewhere near this location. Two of the main uncertainties contributing to this is uncertainty in drag force and uncertainty in the speed of the time of event. Making the assumption that these parameters are draw from known distributions the impact location becomes a probability density function that depends on the traveled distance from event location to impact location.

3.1. Uncertainties on drag coefficient and initial speed

The drag force, as expressed in (1), on the crippled aircraft is governed by $c$, which in turn depends on both the drag coefficient and the frontal area facing the travel direction. These parameters are inherently difficult to determine for an aircraft that may have lost an engine or a wing. To capture this uncertainty it is reasonable to assume that the drag coefficient is a stochastic parameter from a known distribution, while the frontal area is assumed to be given as some fraction of the aircraft frontal area as seen from the direction with the largest area. While it presumably would be more accurate to assume the frontal area as a stochastic parameter as well, the associated increase in computational complexity in determining the traveled distance PDF is not insignificant, while the added value of assuming stochastic properties of two multiplied parameters, albeit not vanishing, may still be close be negligible, given the overall uncertainty that we can expect in this scenario.

The velocity in (1) is presumably also not known exactly at the time of the event. For many flights a preplanned route is used, which typically includes a predetermine flight speed, which in turn allows for computing an expected velocity at any given point on the flight. However, due to uncertainties in airspeed measurement and due to the effect of the onboard controller attempting to maintain not just speed, but also altitude and heading, the actual velocity may easily vary somewhat from the expected value. These variations are very difficult to predict, and are therefore best handled by assuming that the initial velocity for an event is also a stochastic parameter. Since the horizontal and vertical speeds are separate in the above derivations the stochastic assumption is on both speeds.

If we assume that the drag coefficient and the initial horizontal and vertical speeds of the drone through the air is known only as a sample from normal distributions with given means and variances we can compute the resulting distribution on traveled distance by propagating the multivariate normal probability distributions through the appropriate equations and plotting the result. Some examples of this is shown in Figure 3. The parameters used for this examples are given in Table 1.
Figure 3: Distribution of horizontal distance traveled for three different altitude and two different aircraft. The drag coefficient and initial velocities are normally distributed with the parameters in Table 1. The air density is $\rho = 1.3$ and gravity is $g = 9.82$. The black dots show approximations using a least square best fit of a skewed normal distribution and the green dots a fit of a log normal distribution. Parameters for these fits are shown in Table 2.
Table 1: Parameters for the aircraft used as examples.

<table>
<thead>
<tr>
<th>Spec</th>
<th>Phantom 4</th>
<th>Talon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (kg)</td>
<td>1.4</td>
<td>3.75</td>
</tr>
<tr>
<td>Front area (m²)</td>
<td>0.02</td>
<td>0.1</td>
</tr>
<tr>
<td>Drag coefficient</td>
<td>N(0.7,0.2)</td>
<td>N(0.9, 0.2)</td>
</tr>
<tr>
<td>Initial horizontal speed (m/s)</td>
<td>N(10,3)</td>
<td>N(18,3)</td>
</tr>
<tr>
<td>Initial vertical speed (m/s)</td>
<td>N(0,2)</td>
<td>N(0,4)</td>
</tr>
</tbody>
</table>

3.2. Approximation with known distributions

The examples of traveled distance probability density functions in the previous section all seem to resemble known distributions, and it would arguably diminish the not insignificant computational effort involved in propagating the stochastic parameters through the model if it was possible to correlate the flight parameters to parameters of a known distribution. While determining such a correlation is beyond the scope of this work, we do want to note the similarity between the traveled distance PDFs and the skewed normal and log normal distributions.

The skewed normal distribution can be written on the form
\[
\frac{2C}{\omega} \phi\left(\frac{x - \xi}{\omega}\right) \Phi\left(\alpha \frac{x - \xi}{\omega}\right),
\]
where \(\phi\) and \(\Phi\) are the normal PDF and the normal CDF with zero mean and unit variance, respectively. The log normal distribution can be written on the form
\[
\frac{C}{x \sigma \sqrt{2\pi}} \exp\left(-\frac{(\ln x - \mu)^2}{2\sigma^2}\right).
\]
In Figure 3, both distributions have been fitted (in a least square sense) to the PDFs. For these examples the fitting parameters are shown in Table 2. Note that since the curves are all PDFs they ideally have parameter \(C = 1\). However, the assumption that both drag coefficient and initial speeds are normally distributed (and thus with infinite support) implies the assumption that there is a probability, albeit small, of a negative drag coefficient and negative initial speeds. These are disregarded in the computation resulting in a probability slightly less than 1, and thus scalings of the fitted functions of slightly more than 1.

4. Ground impact probability density function

The derivation above to find the impact point happens in the 'air frame', that is, the aircraft travels at a given speed \(w\) and direction \(\psi\) relative to the air. Thus, the PDFs shown in Figure 3 are only valid for the inertia coordinate system if there is no movement of the air, that is, no wind. Additionally, since the air velocity is unlikely to be parallel to the flight direction adding the effect
Table 2: Parameters for the fitting of skewed normal distribution shown in Figure 3.

<table>
<thead>
<tr>
<th>Aircraft</th>
<th>Altitude (m)</th>
<th>Skewed normal</th>
<th>Log normal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ξ</td>
<td>ω</td>
<td>α</td>
</tr>
<tr>
<td>Talon</td>
<td>50</td>
<td>38.3</td>
<td>9.06</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>45.5</td>
<td>15.2</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>48.0</td>
<td>26.5</td>
</tr>
<tr>
<td>Phantom</td>
<td>50</td>
<td>27.4</td>
<td>5.79</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>35.3</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>42.2</td>
<td>13.4</td>
</tr>
</tbody>
</table>

of the wind will change the ground impact location PDF from 1D to 2D, covering a geographical area rather than just a line segment.

4.1. Uncertainty in wind velocity

Assuming now that the air volume moves at a constant and horizontal speed and in a constant direction (independent of altitude and without turbulence) we can find the actual impact point during a ballistic descent simply by adding the horizontal translational motion of the aircraft with the air volume determined as the drop time times wind velocity. This will generally move the impact point away from the line coincident with the flight direction, thus introducing the possibility of impacting the ground away from the (straight) flight trajectory.

The impact point relative to the projection of the event point onto the ground becomes the vector

$$p(y) = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} x(y) \\ 0 \end{bmatrix} + w \begin{bmatrix} \cos \psi \\ \sin \psi \end{bmatrix} t(y),$$  

(33)

where $y$ is the altitude, $\psi$ and $w$ are wind direction and speed, $\theta$ the flight direction, and $x$ and $t$ are the traveled distance and drop time as given by (27) and (28), respectively. Depending on the circumstances the wind may or may not be known accurately, and it make sense to assume that both direction and speed are stochastic variables from distributions that reflects the knowledge one would have for a particular scenario. For computations just prior to flight, or even during flight, normal distributions for both direction and speed are presumably appropriate. For more generic computation a uniform distribution covering $2\pi$ rad for wind direction and a uniform distribution from 0 to maximum allowable wind speed (as given by specifications of the platform) would be a good choice. And a computation for a given geographical location could be based on actual historical data on the distribution of wind speed and direction for that particular location (when available).

Four examples of 2D PDFs for the ground impact points as given by (33) are shown in Figures 4 and 5. The distribution parameters for the four examples are given in Table 3, while the aircraft parameters remains the same as previously. The plots are made by directly propagating sampled distributions through the
Table 3: Parameters for the four graphs in Figures [4] and [5].

<table>
<thead>
<tr>
<th>Plot</th>
<th>Aircraft</th>
<th>$y$</th>
<th>$\psi^*$</th>
<th>$w$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Talon</td>
<td>50</td>
<td>20</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>Talon</td>
<td>50</td>
<td>100</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>Phantom</td>
<td>150</td>
<td>60</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Phantom</td>
<td>200</td>
<td>n/a</td>
<td>5.8</td>
<td>3</td>
</tr>
</tbody>
</table>

* Wind direction is given in degree with east as zero and positive counter-clockwise.

model. Since the parameters are independent the covariance matrix is diagonal and the joint distribution is the product of the individual distributions, which in turn reduces the computational complexity. The second PDF in Figure [5] uses actual wind direction data from Karup Airport in Denmark rather than a normal or uniform distribution. The data used is average over 16 years (2001–2017), but may as easily be typical directional data from a given week or month (as the direction may change somewhat with changing seasons). The wind direction distribution is shown in Figure [6]. The average wind speed is 5.8 m/s.

5. Conclusion

We have presented a method for determining the 2D geographical probability density function for the ground impact point for at ballistic descent with probabilistic assumptions on some of the aircraft parameters as well as the wind parameters. The method is basically a closed-form solution to the general ODEs of a 2D second order drag model, with simplifying assumptions for the particular case of a unpowered, gravity-driven ballistic descent. The resulting 2D PDF can be computed fast and is therefore suitable for application to the concept of sampling a longer flight trajectory over areas with varying population density and for varying flight parameters (such as aircraft altitude and velocity).

5.1. Application to quantitative risk assessment

The PDF presented here is a piece in a larger puzzle to achieve a quantitative risk assessment of a given unmanned aircraft operation. This assessment will ultimately be a fatality rate for the operation. The PDF is useful for determining the probabilities of impacting persons on the ground in the case of a ballistic descent, and this is done by correlation the georeferenced PDF with the associated person density for that particular geographical area. This can be done with varying fidelity depending on the availability of data; this can be population density at a coarse scale (as in most literature) or at a finer scale (Denmark has publicly available the latitude and longitude of all registered addresses in the country), or it can be designated areas where a high density is assumed due to events (like concerts or festivals) or due to very busy areas like downtown metropolis and parks. Obviously, the ballistic descent is not the only flight terminating event that must be considered since an unmanned aircraft...
Figure 4: PDF for two different parameter sets for the Talon aircraft. In all examples the ballistic descent happens at the origin and the flight and wind directions are visualized. Parameters are found in Table 1 and 3.
Figure 5: PDF for two different parameter sets for the Phantom aircraft. In all examples the ballistic descent happens at the origin and the flight and wind directions are visualized. Parameters for are found in Table 1 and 3. Note that the last plot is based on actual wind data.
can descent uncontrolled in other ways, such as a glide due to lost power or a fly-away. Two examples of a complete calculation to achieve the flight fatality rate are given in [37] and [5].
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