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Abstract—Beamforming algorithms are expected to be extensively utilized in mm-wave systems to improve system performance. In this paper, we discuss three different beamforming algorithms based on uniform circular arrays (UCAs). Numerical simulation results and channel sounding measurement results at mm-wave are provided to demonstrate and compare the performance of the different beamformers in channel parameter estimation applications.
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I. INTRODUCTION

To meet the continuously increasing demands for high data rate in mobile communications, the exploitation of the huge unlicensed frequency bands has attracted more and more interests [1]. Accurate channel characterization is important for future 5G systems design and performance analysis [2]. So far, high gain directional antennas have been extensively used in channel measurements at mm-wave frequency bands, mainly due the link budget issue, high cost of massive antenna arrays at mm-wave bands and lack of wideband channel estimation algorithms for massive arrays [3], [4]. However, such mechanical steering measurement systems suffer from considerable measurement time, limited spatial resolution and etc. The small wavelength of 5G systems increases the possibility of implementation massive antenna arrays both at the mobile devices and base station, which makes beamforming technique an attractive solution. With antenna array, beams can be electronically steered via controlling antenna element weights. Further, pencil beam pattern becomes a reality with a sufficient number of antenna elements at mm-Wave bands.

Different from linear arrays and rectangular arrays, the uniform circular arrays (UCAs) can achieve approximately uniform beam patterns around the UCA plane. Furthermore, by applying the frequency invariant beamformers (FIBFs) based on UCAs, the beam patterns are invariant over wide frequency bands, which can be used for broadband channel estimation [6], [7], [9], [11]. However, most of the UCA FIBF investigations are based on the 2D assumption (i.e. all paths are strictly on the UCA plane) and only demonstrated by simulation results [6], [7], [11]. In [10], a modified FIBF (MFIBF) which is suitable for 3D propagation channels, was proposed and validated by channel sounding measurements.

To our knowledge, a comprehensive analysis of the UCA with classical beamformer (CBF), conventional FIBF (CFIBF) and MFIBF for both 2D and 3D scenarios is missing. In this paper, we first summarize the CBF, CFIBF and MFIBF for UCAs in both 2D and 3D scenarios. After that, the performance of these BFIs are demonstrated and compared by simulation results and channel sounding measurement results.

II. PROBLEM STATEMENT

Assume that a UCA, composed of \( P \) isotropic antenna elements uniformly distributing along the circle of radius \( r \), is lying on the \( xy \) plane. The center of the UCA is located at the origin of the coordinate systems, \( K \) paths impinging upon the UCA are assumed, where the incident angle of the \( k \)-th path is \( (\theta_k,\phi_k) \). The elevation angle \( \theta \in [0,\pi/2] \) is measured downward from the \( z \)-axis, and the azimuth angle \( \phi \in [0,2\pi] \) is measured counter-clockwise from the \( x \)-axis on the \( xy \) plane. The frequency response at the UCA center can be expressed as,

\[
H(f) = [\alpha_1 \exp(-j2\pi f \tau_1), \ldots, \alpha_K \exp(-j2\pi f \tau_K)]^T,
\]

where \( \alpha_k \) and \( \tau_k \) represent the complex amplitude and delay of the \( k \)-th path \( k \in [1,K] \), respectively. \( f \in [f_L, f_U] \) is the frequency of interest. \((\cdot)^T\) denotes the transpose operator. The frequency response of the UCA elements can be given by

\[
H_{el}(f) = A \cdot H(f),
\]

where \( A \) is the array manifold matrix defined as

\[
A = [a(f,\theta_1,\phi_1), \ldots, a(f,\theta_K,\phi_K)],
\]

with \( a \) expressed as

\[
a(f,\theta,\phi) = [\exp\left(j2\pi f r \frac{\sin \theta \cos (\phi - \varphi_1)}{c}\right),
\ldots, \exp\left(j2\pi f r \frac{\sin \theta \cos (\phi - \varphi_P)}{c}\right)],
\]

where \( \varphi_p = 2\pi \cdot (p-1)/P, p \in [1, P] \) is the angular position of the \( p \)-th element.
To align the phases of elements and synthesize the beam pattern of the UCA, a complex weight vector \( \mathbf{W}(f, \theta, \phi) \) is introduced. We can obtain the beam pattern of the UCA as, \[ H_F(f, \theta, \phi) = \mathbf{W}(f, \theta, \phi) \cdot H_d(f) \]
\[ = [\mathbf{W}(f, \theta, \phi) \cdot \mathbf{A}] \cdot H(f) \]
\[ = \mathbf{V}(f, \theta, \phi) \cdot H(f), \]
where the term of \([\cdot]\) is replacing by vector \( \mathbf{V}(f, \theta, \phi) \). \( v^k(f, \theta, \phi) \) represents the \( k \)-th element of vector \( \mathbf{V}(f, \theta, \phi) \). The corresponding channel impulse response (CIR) can be calculated by taking the IDFT of \( H_F(f, \theta, \phi) \), as
\[ h(t, \theta, \phi) = \sum_{f=1}^{f_{\text{H}}} H_F(f, \theta, \phi) \exp(j2\pi ft). \]

The main target is to detect the path parameters \( \{\alpha_k, \tau_k, \phi_k\} \) with arbitrary \( \theta_k \) presents. The detection accuracy of the \( k \)-th path relies on:
- A peak \( v^k(f, \theta, \phi) = 1 \) exists at \( \phi = \phi_k \);
- The interfering beam patterns \( v^k(f, \theta, \phi), \phi \neq \phi_k \) and \( v^i(f, \theta, \phi_k), i \neq k \) approach 0.

### A. Classical Beamformer (CBF)

For CBF methods with uniform amplitude weighting, we choose the weight vector in (5) as
\[ \mathbf{W}(f, \theta, \phi) = \frac{1}{P} \alpha^H(f, \theta, \phi), \]
where \((\cdot)^H\) denotes the Hermitian transpose operator. According to [8], \( v^k(f, \theta, \phi) \) in (5) can be rewritten as
\[ v^{CB}_k(f, \theta, \phi) = J_0 \left( 2\pi f r \sqrt{\sin^2 \theta - 2 \sin \theta \sin \theta_k \cos(\phi - \phi_k) + \sin^2 \theta_k} \right). \]

\( J_n(\cdot) \) is the Bessel function of the first kind with order \( n \).

1) **CBF for 2D scenario:** If all of the paths are restricted on the UCA plane (i.e. \( \theta_k = 90^\circ, k \in [1, K] \)), we have \( \mathbf{W}(f, \theta, \phi) = \mathbf{W}(f, \frac{\pi}{2}, \phi) \). Then (8) can be simplified as,
\[ v^{CB,2D}_k(f, \phi) = J_0 \left( \frac{2\pi f r}{c} \sqrt{\sin \phi - \sin \phi_k} \right). \]

As demonstrated in Section III and IV, the beam patterns of CBF are frequency dependent and the sidelobes are high [11].

2) **CBF for 3D scenario:** For a more general case, we have at least one path out of the UCA plane (i.e. \( \theta_k \neq 90^\circ, k \in [1, K] \)). If \( \mathbf{W}(f, \frac{\pi}{2}, \phi) \) is also applied, then (8) can be calculated as,
\[ v^{CB,3D}_k(f, \phi) = J_0 \left( \frac{2\pi f r}{c} \sqrt{1 - 2 \sin \theta_k \cos(\phi - \phi_k) + \sin^2 \theta_k} \right). \]

As shown in Fig. 1, the beam patterns of CBF degrade as the \( \theta \) increases. We can see that the path with \( \theta = 120^\circ \) could not be detected. However, the lobes of this path are quite lower.

is, the other paths on the UCA plane can still be detected, since the interfering patterns of the undetectable paths are rather weak.

### B. Frequency invariant Beamformer (FIBF)

The beam patterns of FIBFs are approximately frequency independent and constant over the UCA plane. As explained in [9], [11], the element response (2) can be converted to phase mode response and then a proper compensation filter \( G_m(f, \theta) \) is chosen to remove the frequency dependency of the beam patterns. Based on [9], [10], the \( p \)-th element of vector \( \mathbf{W} \) is
\[ w^p(f, \theta, \phi) = \sum_{m=-M}^{M} G_m(f, \theta) \frac{\exp(-jm(\phi - \phi_p))}{2M + 1}. \]

We can then obtain the \( v^k(f, \theta, \phi) \) of FIBF as,
\[ v^{F1}_k(f, \theta, \phi) = \sum_{m=-M}^{M} \frac{\exp(-jm(\phi - \phi_k))}{2M + 1} \cdot j^m J_m(2\pi f r/c) \sin \theta_k \cdot G_m(f, \theta) \]
\[ = 1 \frac{\sin[(M + \frac{1}{2})(\phi - \phi_k)]}{2M + 1} \sin(\frac{1}{2}(\phi - \phi_k)). \]

1) **Conventional FIBF for 2D scenario:** For 2D scenario, by substituting the compensation filter \( G_m(f, \pi/2) = 1/[j^m J_m(2\pi f r/c)] \) in (12), we have
\[ v^{F1,2D}_k(f, \phi) = J_0 \left( \frac{2\pi f r}{c} \sqrt{1 - 2 \sin \phi_k \cos(\phi - \phi_k) + \sin^2 \phi_k} \right). \]

The frequency-independency of the beam patterns can be explained by equation (13). The FIBF method is superior to CBF in 2D scenarios, as the beam patterns are frequency-invariant and the sidelobes are much lower than that of CBF pattern, which can be demonstrated in Section III.

2) **Conventional FIBF for 3D scenario:** Similar to the discussion in [10], if \( G_m(f, \pi/2) \) is still chosen for 3D scenarios, the beam pattern term (12) can be written as
\[ v^{F1,3D}_k(f, \phi) = J_0 \left( \frac{2\pi f r}{c} \sqrt{1 - 2 \sin \phi_k \cos(\phi - \phi_k) + \sin^2 \phi_k} \right). \]

The beam patterns of \( v^{F1,3D}_k(f, \phi) \) with \( \theta_k = 90^\circ, 95^\circ \) and \( 120^\circ \) are illustrated in Fig. 2 [10]. Similar to the beam patterns
The proposed compensation filter is given as

\[
\hat{G}_m(f) = 1/[0.5]^{\phi}(J_m(2\pi f r/c) - jJ_m(2\pi f r/c)],
\]

where [\cdot] is the differential operator. Comparing with the error introduced by aforementioned \(\hat{G}_m(f, \pi/2)\), the compensation error caused by \(\hat{G}_m(f)\) could be reduced to a large extent. Substituting \(\hat{G}_m(f)\) for \(G_m(f, \pi/2)\) in (14), we have

\[
\hat{G}_{\theta k, 3D}(f, \phi) = \sum_{m=-M}^{M} \frac{\exp(j m (\phi - \phi_k))}{2M + 1} G_m(f) \cdot j^m J_m(2\pi f r/c \sin(\theta_k)).
\]

The beam pattern of \(\hat{G}_{\theta k, 3D}(f, \phi)\) with \(\theta_k = 90^\circ, 95^\circ\) and \(120^\circ\) for 28-30GHz are shown in Fig. 3 [10]. Unlike the beam patterns of \(\hat{v}_{\theta k, 3D}(f, \phi)\), a peak can be found at \(\phi = \phi_k\) with MFIBF. Similar beam patterns of \(\hat{v}_{\theta k, 3D}(f, \phi)\) can be achieved for \(\theta_k = 90^\circ, 95^\circ\) and \(120^\circ\). However, the main beams become wider and more attenuated and the sidelobes around \(\phi = \phi_k \pm \pi\) become higher as \(|\theta_k - \pi/2|\) increases, due to the remaining error of \(|G_m(f) \cdot j^m J_m(2\pi f r/c \sin \theta) - 1|\).

### III. Simulation results

A UCA lying on the xy plane is utilized for simulation and channel sounding measurement. The UCA composes of \(p = 720\) isotropic antenna elements, uniformly locating along the circle of radius \(r = 0.5\) m. The frequency \(f \in [28, 30] \) GHz with \(L = 750\) samples is set.

For 2D scenarios, three paths impinging upon the UCA are assumed, where the parameters of each path are summarized in TABLE I. TABLE I. Fig. 4 shows the power-angle-frequency (PAF) profile and power-angle-delay (PAD) profile with CBF (top), conventional FIBF (middle) and MFIBF (bottom) for 2D scenarios, respectively. As discussed in [11], the beam patterns of the CBF are frequency-dependent and high sidelobes in both frequency (left) and delay (right) domain can be seen. Therefore, weak paths may be buried and the estimated amplitudes \(\alpha_k\) of the weak paths are not accurate due to the high sidelobes of the stronger paths. By applying conventional FIBF, the beam patterns are frequency-invariant, very low sidelobes and almost perfect resolution in both frequency and delay domain can be observed. That is, all of the paths with large dynamic range (e.g. up to 30dB) can be detected with higher accuracy by applying conventional FIBF. While applying MFIBF, the beam patterns are approximately frequency independent and good resolution in both frequency and delay domain can be achieved. However, the method suffers from the sidelobes of path 1 (around 0° and 360°), as explained in section II.

For 3D scenarios, we assume three paths impinging upon the UCA, where the parameters of each path are summarized in TABLE I. The corresponding results are shown in Fig. 5. We can see that the PAF profile and PAD profile with CBF (top) are very similar for 2D scenarios and 3D scenarios. However, for 3D scenarios, the peak of path 2 decreases and the path 3 disappears due to the elevation angles exists, as explained by Fig. 1. With conventional FIBF (middle), it fails to detect any paths, as expected. With MFIBF (bottom), all of the paths can be detected, though the patterns suffer from the sidelobes around \(\phi = \phi_k \pm \pi\).

### IV. Measurement results

For 3D scenarios, the performance of the CBF and MFIBF can be further demonstrated by channel sounding measurement results in a line of sight (LOS) scenario. The description of the measurement campaign is only outlined here, more details can be found in [12]. The transmitter (Tx) was a vertically polarized wideband Biconical antenna. Two sets of measurements were performed by using two types of polarized
antennas as the receiver (Rx). In the first measurement, the Rx was a virtual UCA of radius \( r \), which was realized by rotating a Biconical antenna mounted on a positioning turntable. In the second measurement, the Rx was a horn antenna mounted at the center of the turntable. \( P = 720 \) positions were obtained by automatically repositioning the Rx antenna at uniform angles for both measurements. At each position, the frequency response \( f \in [28, 30] \text{GHz} \) with 750 samples) at the elements \( H_{el}(f) \) were recorded. By performing the IDFT of the recorded \( H_{el}(f) \) at different element positions, the CIRs can be obtained as shown in [12] (Figure 15). One dominant path and a few specular paths can be identified for Biconical CIRs. Note that the dynamic power range limited to 35 dB and the delay range limited to 60 ns are utilized to illustrated the main paths.

The PAD profile measured with horn antenna is drawn in Fig. 6 (top). For the virtual UCA measurement, CBF and MFIBF techniques are applied to obtain the PAD profiles, respectively. The beam patterns of CBF and MFIBF can be obtained by substituting \( W(f, \pi/2, \phi) \) into equation (5), where

the \( W(f, \pi/2, \phi) \) are defined in (7) and in (11) (with \( G_m(f, \theta) \) replaced with \( G_m(f) \) in (15)), respectively. We can then obtain the PAD profiles of CBF and MFIBF via performing IDFT of \( H_F(f, \pi/2, \phi) \) in (6). The PAD profiles with virtual UCA utilizing CBF and MFIBF are plotted in Fig. 6. Note that the PAD profile with conventional FIBF UCA is not shown in Fig. 6, since it fails to detect any of the paths. We can see that:

- Both CBF and MFIBF work in the practical 3D scenarios, as expected;
- The same paths (as numbered) are identified for measurements with horn antenna and virtual UCA;
- Better resolutions in angle and delay domains can be achieved for measurement results with virtual UCA;
- The measured results with CBF UCA suffer from high joint sidelobes in angle and delay domains (e.g. sidelobes of path 1 and 4) and the weak paths (e.g. path 2, 9 and 5) are buried by the sidelobes of the strong paths;
- The measured results with MFIBF UCA, narrower main lobes and lower sidelobes can be obtained in angle and delay domains.
Fig. 6. PAD profile with horn antenna (top), with virtual UCA utilizing CBF (middle) and MFIBF (bottom).

delay domains, though suffer from the sidelobe of path 1 (around 0°), as explained in Section II.

V. CONCLUSION
This paper summarizes the CBFs and FIBFs for UCA with isotropic antenna elements to estimate wideband multipath parameters in 2D and 3D scenarios. Numerical simulation and measurement results demonstrate that:

- CBF method is robust, since it works for both 2D and 3D multipath scenarios. However, its beam pattern suffers from high joint sidelobes in angle and delay domains, wide mainbeam and frequency dependency;
- Conventional FIBF method can obtain the frequency invariant beam patterns of narrow mainbeam and low sidelobes. However, it can only work for 2D scenarios and would fail in practical measurements;
- MFIBF method is robust that it works for both 2D and 3D multipath scenarios and its beam patterns are frequency independent and with narrow mainbeam and low sidelobes. However, it suffers from the sidelobes around $\phi_k = \phi_k + \pi$;
- Horn antenna, works for both 2D and 3D scenarios, via mechanical rotating the horn antenna in azimuth and elevation plane. However, it suffers from wide beamwidth and horn antenna measurements is slow in measurements.
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