Application of $H_\infty$ Robust Control on a Scaled Offshore Oil and Gas De-Oiling Facility
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Abstract: The offshore de-oiling process is a vital part of current oil recovery, as it separates the profitable oil from water and ensures that the discharged water contains as little of the polluting oil as possible. With the passage of time, there is an increase in the water fraction in reservoirs that adds to the strain put on these facilities, and thus larger quantities of oil are being discharged into the oceans, which has in many studies been linked to negative effects on marine life. In many cases, such installations are controlled using non-cooperative single objective controllers which are inefficient in handling fluctuating inflows or complicated operating conditions. This work introduces a model-based robust $H_\infty$ control solution that handles the entire de-oiling system and improves the system’s robustness towards fluctuating flow thereby improving the oil recovery and reducing the environmental impacts of the discharge. The robust $H_\infty$ control solution was compared to a benchmark Proportional-Integral-Derivative (PID) control solution and evaluated through simulation and experiments performed on a pilot plant. This study found that the robust $H_\infty$ control solution greatly improved the performance of the de-oiling process.
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1. Introduction

Since the late 1960s, the North Sea has been home to a booming Oil and Gas industry and has provided substantial quantities of petroleum products [1]. Reservoirs that are located beneath the ocean seabed were initially pressurized with high concentrations of oil and gas and relatively small amounts of water. The long period of oil exploration has had its toll on the reservoirs, wherein natural water leakage into the reservoirs and water re-injection have changed the balance of oil, gas and water concentrations [2]. Presently, the fluids pumped from the reservoirs has in many cases a 98% water fraction, and, due to conveyance costs, the water must be separated from the product on the offshore facilities [3–5]. In the Danish sector, the water fraction has increased by 350% over the period of 2005 to 2015 resulting in an increasing strain on the separation facilities who must adhere to discharge regulations [6]. The current regulation for the Oil in Water (OiW) concentration in the discharge into the North Sea is 30 mg/L [7]. In most cases, the OiW discharges from the North Sea operators can be maintained far below the required limits; for example, the average OiW concentration for the year 2011 in the Danish sector of the North Sea was 4.8 mg/L [8]. The limit is exceeded occasionally, for example, in 2008, there were 25 instances where the monthly average limit was exceeded in the Danish sector of the North Sea, although the number of such instances has fallen drastically and the limit was exceeded just once in 2012 [8]. It is, however, vital to keep in mind that the OiW in the discharge is measured offline using a Gas Chromatography with Flame-Ionization Detection (GC-FID) instrument, where at least two samples per day in accordance with the OSPAR Convention’s OSPAR reference method (ISO 9377-2 GC-FID) are taken [9,10], and that above exceptions is a monthly average. Thus, statistically,
the number of discharges that exceeded the limits is potentially greater and could be very high OiW concentrations at times. Another important factor is not merely the oil discharge concentration but the total bulk of oil discharged, which is increasing due to the increase in the total liquid volume that is produced. In 2015, the total mass of oil discharged into the North Sea was 193 tonnes, whereas the limit set by the Danish Government is 202 tonnes per annum [11]. It is thus of high importance to continually improve the de-oiling facilities and their operation and control, to have a steady discharge and keep the OiW concentration below the required limit and approach a zero discharge. This article focuses on improving the performance of a de-oiling facility using a novel control solution.

The most common units of a de-oiling unit process are a three-phase gravity separator followed by a de-oiling hydrocyclone separator [12–17]. The control of such a conventional de-oiling system is performed by two Proportional-Integral-Derivative (PID) controllers that control the level in the gravity separator and the pressure drop ratio (PDR) across the hydrocyclone. A Piping and Instrumentation Diagram (P&ID) of the de-oiling system that is considered in this study can be seen in Figure 1. In previous work, it was shown that such a system is sensitive towards fluctuating inlet flow rate [15,18–20], which is a re-occurring phenomenon in such installations and in most occasions it is caused by slugging flow regime in the upstream pipeline system [21–23]. An investigation of the offshore data, as shown in Figure 2, shows a typical performance of a conventional de-oiling controller, consisting of two individual PID controllers, a level and a PDR controller, as shown in Figure 1, during a fluctuating inlet flow rate.

Here, the fluctuations are directly transmitted into an actuation of the underflow valve \( V_u \) which aims a maintaining the level, and by doing so disrupts the PDR value, which in many cases exceeds its boundary, as indicated in Figure 2 by the horizontal dashed lines. Due to the relatively larger physical size of the underflow valve and the physical coupling in the system, it dominates the overflow valve \( V_o \) that is used to control the PDR [24]. This leads to the overflow valve chattering at almost fully closed position for long periods of time, which results in excess oil being sent through the underflow along with the water, and if this is not recirculated through the de-oiling system, the oil will be discharged into the ocean. In the opposite case when the overflow valve is fully open, excess water will be sent through the overflow, which, again, necessitates recirculation in order to purify the overflow. It was shown in [14,25] that a hydrocyclone operates at a high efficiency as long as the pressure drop ratio (PDR) and the inlet flow rate to the hydrocyclone are kept within certain boundaries—1.5–3 with respect to the PDR [26]—and the boundary of the inlet flow rate to the hydrocyclone is specific to each individual hydrocyclone set-up [25]. Furthermore, it was shown that the PDR has an insignificant effect on the separation efficiency as long as it is kept above 1.7 PDR [27], and that the inlet flow rate to the hydrocyclone must be kept above a system specific threshold in order to ensure high separation efficiency [27], which in some cases has been reported to be as high as 99% [25]. It is also noteworthy that the inlet flow rate to the hydrocyclone has no influence on the PDR, as was shown in [27], and in most cases only the PDR is controlled, and the inlet flow rate, neither to the gravity separator nor to the hydrocyclone, is controlled. In addition, the explicit reference tracking of the PID, and especially the level control structure, amplifies the disturbance transmission through the system, i.e., the inlet flow rate to the gravity separator is transmitted to the hydrocyclone, which affects the de-oiling systems performance as discussed in [24,27,28]. Thus, as in most cases, the inlet flow rate is not directly measured, and the flow rate in some cases is only a part of a secondary objective, the flow through the hydrocyclone varies with the gravity separator inlet flow rate [18]. We believe that the performance of the de-oiling system can be improved upon by introducing a new control solution that addresses some of the aforementioned challenges.
Figure 1. Schematic Piping and Instrumentation Diagram (P&ID) of an offshore de-oiling facility, including the control loops.

Figure 2. Data collected from an offshore produced water treatment facility in the Danish sector of the North Sea; the set-points are \( l = 1200 \text{ mm} \) & \( \text{PDR} = 2.1 \).
The conventional de-oiling system consists of a multiple input and multiple output (MIMO) layout, but it is in most cases controlled by a set of single input single output (SISO) PID controllers that may or may not be governed by some sort of function based controller strategy [15]. Most of these controllers are designed and tuned in an ad-hoc manner. This type of system would greatly benefit from an advanced model based MIMO control strategy, where the two control objectives are explicitly handled. As reference tracking in the de-oiling system results in poor overall system performance, we aim at reducing the emphasis on the reference tracking while ensuring that the system stays within its boundary. As was proposed in [27], a robust $H_\infty$ control solution is employed, as it promises to handle the first objective and enables the relaxation of the reference tracking and meanwhile ensures that the system is kept within a boundary. The development of such a control strategy requires a process MIMO model of the system, and as such models are currently unavailable, a MIMO model was developed as part of this study. The article is organized as follows. The MIMO process model is described in Section 1. Section 2 describes the development of the robust control solution based on this MIMO model. A description of the PID benchmark controller can be seen in Section 3. An analysis of the performance of both these controllers in simulations and as implemented on a scaled pilot plant is presented in Sections 4 and 5, respectively. Sections 6 and 7 contain a discussion of the results and conclusion of the study, respectively.

2. De-Oiling Process Model

The de-oiling process starts with a mixture of oil, water and gas entering the gravity separator at its inlet valve. Here, the gas and oil droplets larger than 150 µm are separated and thereafter the effluent from the gravity separator flows into the hydrocyclone where the residual oil droplets up to 15 µm are removed [29,30]. In the gravity separator, the oil, which is the lighter phase, collects on the surface of the water phase where the floatation time of the oil droplets is governed by stokes law. The residence time of the liquid in the gravity separator is controlled by the level of the interface between the oil and the water as shown in Figure 1, which is controlled by the flow of liquid through the underflow valve ($V_u$) located on the hydrocyclone see Figure 1. As the level in the separator and the opening of the underflow valve are the main variables in the control loop that controls the gravity separator, these are included in our model. For more detailed information on the operations of the gravity separator, refer to [13,28,31]. The hydrocyclone works on the principle of centripetal/centrifugal force, which is created by the cyclic motion of the liquid inside the hydrocyclone. The centripetal force pushes oil droplets towards the centre of the hydrocyclone and out through a narrow outlet on one side of the hydrocyclone called the overflow, and the water exits through a larger underflow valve [32–35]. The flow through the overflow is controlled by a valve referred to as the overflow valve ($V_o$), as shown in Figure 1. By adjusting this valve, the pressure drop over it is changed, and, consequently, the pressure drop ratio (PDR) of the hydrocyclone will change, which is defined below:

$$\text{PDR} = \frac{\Delta P_o}{\Delta P_u} = \frac{P_i - P_o}{P_i - P_u}$$

(1)

The PDR controller operates on the principle that the PDR is approximately linearly proportional to the flow split ratio ($R_f$), defined as ($R_f = F_u/F_i$), which is the ratio of the hydrocyclone’s inlet volumetric flow rate ($F_i$) to the underflow volumetric flow-rate ($F_u$) [15,19,25,36,37]. If it is assumed that the flow inside of the hydrocyclone is sufficient to create an strong centripetal force, thus forcing all of the oil into an oil core, then in theory controlling the flow through the overflow will control the flow of oil through the hydrocyclone. The reason for the use of PDR control and not simply controlling the flow of liquid or oil through the overflow is the lack of flow measurements. In addition, steady state analyses have related the $R_f$ to the hydrocyclone’s efficiency ($\epsilon$), defined as ($\epsilon = 1 - C_u/C_i$) [15,25,34,36], where $C_i$ is the concentration of oil in the inlet to the hydrocyclone and $C_u$ is the concentration of oil in the underflow of the hydrocyclone. Due to the common use of the PDR as the controlled variable, and
2.1. Model Development

A simplified model of the gravity separator is obtained by applying mass balance equations adopted from [31].

$$\frac{AL}{dt} \frac{dl(t)}{dt} = F_{in}(t) - C_v f(u(t)) \sqrt{\Delta P_{out}} \rho_w$$ \hspace{1cm} (2)

where $A$ is the cross sectional area of the separators water section, $L$ is the length of the separators water section, $l$ is the water phase’s height (interface level), $F_{in}$ is the liquid feed rate, $C_v$ is the valve coefficient, $f(u)$ is the valve’s characteristics of the openness area related to the openness percentage $u$, $\Delta P_{out}$ is the pressure drop over control valve, and $\rho_w$ is the water phase density. As $V_o$ has a small impact on the total output flow from the gravity separator, it is omitted. Under the assumption that the separator pressure, interface level and the pressure downstream of the valve are insignificant to affect the water level dynamic, the nonlinear model is linearised around an operating point of 0.15 m. Due to the complicated hydrodynamics of the hydrocyclone, a black-box model via system identification was proposed; refer to [38,39], where the model is designed from the PDR perspective, as this is the sole observable parameter in most of current the installations. The hydrocyclone model is described as a set of two identified models where the first model describes the input–output relationship from the overflow valve to the PDR and the second model describes the input–output relationship from the underflow valve to the PDR. The two sets of hydrocyclone models are second order linear transfer function models. The data collected for the parameter identification were obtained at our scaled pilot plant, where the PDR was kept around an operating point of 2 PDR. The complete model of the considered system is a MIMO model, with two control inputs: $V_u, V_o$, and two outputs: $l, PDR$, presented in Equation (3). The identified model parameters for the hydrocyclone model are shown in Table 1, where the parameter of the separator model is also shown. The disturbance $d$, which represents the inlet volumetric flow rate ($F_{in}$), is added to the system through a weighting matrix $E$, which is adjusted through an ad-hoc method to account for the algebraic conversion from valve openness to volumetric flow rate. This conversion is justified by the fact that within the narrow operating range of the linear model the valve openness is linearly proportional to the flow rate variation.

$$\begin{bmatrix}
    l(t) \\
    \dot{x}_{V_u}(t) \\
    x_{V_u}(t) \\
    \dot{x}_{V_o}(t) \\
    x_{V_o}(t)
\end{bmatrix}
= \begin{bmatrix}
a_{11} & 0 & 0 & 0 & 0 \\
0 & a_{22} & a_{23} & 0 & 0 \\
0 & a_{32} & a_{33} & 0 & 0 \\
0 & 0 & 0 & a_{44} & a_{45} \\
0 & 0 & 0 & a_{54} & a_{55}
\end{bmatrix}
\begin{bmatrix}
l(t) \\
\dot{x}_{V_u}(t) \\
x_{V_u}(t) \\
\dot{x}_{V_o}(t) \\
x_{V_o}(t)
\end{bmatrix}
+ \begin{bmatrix}
b_{11} & 0 \\
b_{21} & 0 \\
b_{31} & 0 \\
b_{42} & 0 \\
b_{52}
\end{bmatrix}
\begin{bmatrix}
V_u(t) \\
V_o(t)
\end{bmatrix}
+ \begin{bmatrix}
E_1 \\
0 \\
E_2
\end{bmatrix}
\cdot d(t)
$$ \hspace{1cm} (3)
Table 1. System parameters of the state space formulation relevant to Equation (3).

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_{11}</td>
<td>-1.23 \times 10^{-5}</td>
<td>b_{11} = -14 \times 10^{-4}</td>
<td>c_{11} = 1</td>
</tr>
<tr>
<td>a_{22}</td>
<td>-0.97</td>
<td>b_{21} = -1</td>
<td>c_{23} = 2.72</td>
</tr>
<tr>
<td>a_{23}</td>
<td>-0.76</td>
<td>b_{42} = 1</td>
<td>c_{25} = 1.69</td>
</tr>
<tr>
<td>a_{32}</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a_{44}</td>
<td>-0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a_{45}</td>
<td>-0.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a_{54}</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2. Model Validation

Figure 3 illustrates the validation of the de-oiling system’s model, divided into three plots, where the first plot represents the relationship between the underflow valve and the level, the second between the underflow valve and the PDR, and the third between the overflow valve and the PDR. The simulated $l$ decreases linearly after the step input on $V_u$ as expected, although the model has a faster data dynamic than the experimental data. One of the reasons for this is the natural drift in the pressure inside of the gravity separator, which slowly decreases with a full opening of the underflow valve. This part is neglected in the model development, as during nominal operation of the system the underflow valve will not be actuated to a fully open position for excessive periods and from this experiment we see that the deviation from the experimental data is small around the operating point but exceeds as we move away from the operating point. Both the hydrocyclone models that were identified have a good fitness to the real data, although the simulation has a slower dynamic than the real system, in particular the model describing the relationship between the underflow valve and the PDR. This is partially due to the linear model’s performance in wide operating ranges, as the underflow valve is set to actuate relatively more than the overflow valve with respect to its impact on the PDR. This is reflected in the large deviation in the PDR, from approximately 2 to approximately 1.4.

Figure 3. Step response validation of the model, with respect to the gravity separator and the hydrocyclone.
3. Synthesis of the Robust Control Solution

We aim at designing a controller $K(s)$, which governs the plant as shown in Figure 4a. Following the standard representation of the robust $H_{\infty}$ control solution shown in Figure 4b, our system can be rearranged following this configuration, and the closed-loop inter-connected system $P(s)$ is obtained based on the general definition shown in Equation (4).

$$
\begin{align*}
\dot{x}(t) &= A x(t) + B_1 w(t) + B_2 u(t) \\
z(t) &= C_1 x(t) + D_{11} w(t) + D_{12} u(t) \\
y(t) &= C_2 x(t) + D_{21} w(t) + D_{22} u(t)
\end{align*}
$$

where:

$w = \begin{bmatrix} \Delta ref \\ \Delta d \end{bmatrix}$, $u = \begin{bmatrix} V_u \\ V_o \end{bmatrix}$, $z = \begin{bmatrix} l \\ \text{PDR} \end{bmatrix}$, $y = \begin{bmatrix} \Delta e_l \\ \Delta e_{\text{PDR}} \end{bmatrix}$

The external inputs to the system defined by $w$, are the reference $\Delta ref$ and the disturbance $\Delta d$ and the $\Delta$ represents the linear model’s deviation from the linearized equilibrium value. The output signals are defined as $z$, and consist of $l$ and PDR. The vector of control signals defined as $u$, consists of the input variables $V_u$ and $V_o$. The vector of the available measurements defined as $y$, consists of the error signals $\Delta e_l$ and ($\Delta e_{\text{PDR}}$). It can be denoted by:

$$
P = \begin{bmatrix} \dot{x} \\ z \\ y \\ w \\ u \end{bmatrix} = \begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \\ C_2 & D_{21} & D_{22} \end{bmatrix} \begin{bmatrix} x \\ w \\ u \end{bmatrix}
$$

which leads to the matrix representation of our system’s interconnected system $P$ in Equation (7).

$$
P = \begin{bmatrix} \dot{x} \\ z \\ y \\ w \\ u \end{bmatrix} = \begin{bmatrix} A & \begin{bmatrix} 0 & 52 \\ B_d \end{bmatrix} & B \\ C & [0_{22} & 0_{22} & 0_{22}] & [0_{22}] \\ -C & [I_{22} & 0_{22} & 0_{22}] & [0_{22}] \end{bmatrix} \begin{bmatrix} x \\ r \\ \Delta e_l \\ \Delta e_{\text{PDR}} \end{bmatrix}
$$

3.1. Numerical Solvability

We intend to develop the robust control solution using methods provided in [40,41], where the interconnected system $P$ has to satisfy several assumptions listed below:

3.1.1. Assumption 1

First, the linear system must be controllable from the control inputs $u$ and observable from the measurement output $y$, which is a requirement to find a stabilizing controller $K$ [42]. The dynamic
system consisting of the pair \((A, B_2)\) must be controllable [43]. The rank of the controllability matrix \(\text{Rank}(C)\) has been calculated using the system matrices, and it leads to a full column rank, indicating that the system is controllable. The dynamic system consisting of the pair \((C, A_2)\) must be observable [43]. The rank of the observability matrix \(\text{Rank}(O)\) has been calculated using the system matrices, \(A\) and \(C\), and this leads to a full row rank, indicating that the system is observable.

3.1.2. Assumption 2

\(D_{12}\) and \(D_{21}\) must be full column and row rank, which ensures that the controller is proper, in our case \(D_{21}\) is full row rank, while \(D_{21}\) is not. Thus, a control weighting matrix \(W = \begin{bmatrix} 0.01 & 0 \\ 0 & 0.01 \end{bmatrix}\) is added to ensure that \(D_{12}\) is a full column rank only for design purpose.

3.1.3. Assumption 3

It must show that the matrix in Equation (8) has full column rank for all \(\omega\) frequency range. The rank has been calculated for frequencies in the range 0–10 rad/s, with a step of 0.001 rad/s, and with respect to the considered system \(P\) the rank of matrix in Equation (8) is always full column rank, plus it is observed that this considered system doesn’t have any right half-plane transmission zero, thus this assumption is fulfilled.

\[
\text{rank} \left( \begin{bmatrix} A - j\omega I & B_2 \\ C_1 & D_{12} \end{bmatrix} \right) = n \tag{8}
\]

3.1.4. Assumption 4

It must show that the matrix in Equation (9) has full row rank for all \(\omega\). The rank has been calculated for frequencies in the range 0–10 rad/s, with a step of 0.001 rad/s, and with respect to the considered system \(P\) the rank of matrix in Equation (9) is always full row rank; in addition, it is observed that this considered system does not have any right half-plane transmission zero, thus this assumption is fulfilled.

\[
\text{rank} \left( \begin{bmatrix} A - j\omega I & B_1 \\ C_2 & D_{21} \end{bmatrix} \right) = m \tag{9}
\]

with all the above assumptions satisfied the controller \(K\) can be designed.

3.2. \(H_\infty\) Controller Synthesis

To ensure that an admissible controller \(K(s)\) exists for a given \(\gamma\), such that \(||F_l(P, K)||_\infty < \gamma\), i.e., to ensure the existence of the \(H_\infty\) suboptimal controller, a test is done which ensures that the following three conditions hold:

- \(H_\infty \in \text{dom}(\text{Ric})\) with \(X_\infty = \text{Ric}(H_\infty) \neq 0\);
- \(J_\infty \in \text{dom}(\text{Ric})\) with \(Y_\infty = \text{Ric}(J_\infty) \neq 0\); and
- \(\rho(X_\infty Y_\infty) < \gamma^2\).

If the conditions above are satisfied then all rational internally stabilizing controller \(K(s)\) satisfying \(||F_l(P, K)||_\infty < \gamma\) are given by:

\[
K_{\text{sub}}(s) := \begin{bmatrix} \hat{A}_\infty & -Z_\infty L_\infty \\ F_\infty & 0 \end{bmatrix}
\]

where:

\[
\hat{A}_\infty := A + \gamma^{-2}B_1 B_1^T X_\infty + B_2 F_\infty + Z_\infty L_\infty C_2 \\
F_\infty := -B_2^T X_\infty, \quad L_\infty := -Y_\infty C_2^T, \quad Z_\infty = (I - \gamma^{-2} Y_\infty X_\infty)^{-1}
\]

(11)
The $H_\infty$ controller solution is found by solving the two Riccati equations, i.e., finding the solutions to the Riccati equations $X_\infty$ and $Y_\infty$, refer to Equation (12), and the state feedback and output injection matrices $F$ and $L$. For detailed definition of the Hamiltonian matrices $J_\infty$ and $H_\infty$, and $F$ and $L$, refer to [40].

$$X_\infty := \text{Ric}(H_\infty), \quad Y_\infty := \text{Ric}(J_\infty)$$ (12)

The controller is numerically solved using the D-K iteration; for more information, refer to [40,44,45]. The calculation of the controller $K$ was done using commercial software, using the hinfsyn function in Matlab’s Robust Control Toolbox; refer to [44,46].

3.3. The Designed $H_\infty$ Controller

The numerically optimal upper bound $\gamma$ value is calculated as 1.0059, and the singular values are plotted for both the open loop and closed loop systems from each of the two inputs, as shown in Figure 5. From the singular values shown in Figure 5, it can be seen that singular values are reduced for all frequencies with respect to both inputs. In addition, we see that the $H_\infty$ controller gives a relatively flat response as it minimizes the peak of the frequency response.

4. Benchmark PID Control Solution

The PID control structure is designed to emulate the offshore scenario and thus to function as a benchmark control solution for evaluation of our newly developed $H_\infty$ control solution. The most common control structure in the Danish sector of the North Sea is the one shown in Figure 1, where there are two individual PID controllers for the two manipulated variables, $V_u$ and $V_o$, using the two feedback parameters, $l$ and PDR. Following this control structure, the PID solution tested in this paper was manually tuned with an aim to emulate similar performance as was observed from the real-life scenarios (we have the real-life data from the cooperated operators collected from a specific North-sea field shown in Figure 2). In Table 2, the offshore PID controller performance during slugging regime is compared to the benchmark PID in simulations and in our experiments; the respective data are shown in Figures 2, 6 and 8.
Table 2. Benchmark PID control solution’s evaluation data. Maximal peak-to-peak oscillating amplitude of the valves and the maximum percentile error of \( l \) and the PDR.

<table>
<thead>
<tr>
<th>Platform</th>
<th>( V_u )</th>
<th>( V_o )</th>
<th>( l )</th>
<th>PDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offshore</td>
<td>15%</td>
<td>4%</td>
<td>2.9%</td>
<td>76%</td>
</tr>
<tr>
<td>Pilot Plant</td>
<td>24%</td>
<td>70%</td>
<td>1.6%</td>
<td>87%</td>
</tr>
<tr>
<td>Simulation</td>
<td>32.7%</td>
<td>35.8%</td>
<td>12.5%</td>
<td>18%</td>
</tr>
</tbody>
</table>

Figure 6. Performance analysis of the \( H_\infty \) control solution in comparison to the PID control solution in simulations. The scenario changes are indicated by dotted lines, while the minimum and maximum limits are represented with dashed horizontal lines.

From the pilot plant and offshore perspective the benchmark PID controller performs close to the offshore controller. The offshore system’s \( V_o \) was saturated in a wide range of the data collected, which emphasizes the dominance of \( V_u \) and the relatively small impact \( V_o \) has on the amplitude of \( l \) and the PDR in comparison to the \( V_u \). In general, the behaviour of the benchmark PID controller with regard to the pilot plant implementation replicates the behaviour of the offshore PID controller well, for example the PDR oscillates heavily during fluctuating flow while the level stays relatively stable. The benchmark PID control solution is thus suitable to be used for evaluating the \( H_\infty \), as it performs closely to the real offshore system.

5. Performance Analysis via Simulation

This section presents a comparison of the performances of the \( H_\infty \) control solution and the benchmark PID control solution in simulations. The comparisons were made for the following performance aspects: (a) reference tracking; and (b) disturbance rejection (both steady state and dynamic).
5.1. Description of the Testing Scenarios

Three test scenarios were performed, and the individual scenarios are shown in Table 3.

Table 3. Description of the simulation scenarios.

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>Value &amp; Time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( l = [150 \text{ mm} - 170 \text{ mm}] @ t = 3000 \text{ s} )</td>
<td>Step in ( l ) reference</td>
</tr>
<tr>
<td>2</td>
<td>( \text{PDR} = [2-4] @ t = 4000 \text{ s} )</td>
<td>Step in PDR reference</td>
</tr>
<tr>
<td>3</td>
<td>( \omega = 0.104 \text{ rad/s} @ t = 5000 \text{ s} )</td>
<td>Sinusoidal disturbance input</td>
</tr>
</tbody>
</table>

5.1.1. Scenario 1

This scenario aims at testing both the controllers’ step response and their steady state reference tracking performance, by stepping the reference of \( l \).

5.1.2. Scenario 2

This scenario aims at investigating both the controllers’ step response and their steady state performance towards a step in the reference of PDR.

5.1.3. Scenario 3

This evaluates both controllers’ robustness towards additive disturbances, in this case the disturbance is set to emulate a severe slugging scenario which impacts the gravity separator’s \( l \) and thus affects both the valves due to the coupling. The aim of this test is to evaluate both controllers’ dynamic disturbance rejection and identify the controller that has an advantage in reducing the impact of fluctuating flows to the system.

5.2. Simulation Results

The results of the simulated PID and \( H_\infty \) control solutions, following the scenarios defined in Table 3, are plotted in two columns as shown in Figure 6. Each column consists of three individual plots where: the top plot shows the PDR and its reference, the second plot the valve positions in (%) and the bottom plot \( l \) and its reference in (mm). The minimum and maximum boundaries for the PDR and \( l \) are illustrated with horizontal dashed lines and each scenario is indicated by vertical dotted lines and labeled as ①, ② and ③. The simulations results were set to run for 3000 s to initialize the system and allow it to reach steady state before introducing scenario ①. The reference tracking of the PID control solution performs well both with respect to \( l \) and PDR as expected. The PID controller sacrifices valve excitation where both valves are being aggressively regulated by the individual PID control loops each tracking its individual reference. The less dominant PDR loop, suffers during the level step, where \( V_u \) has a significant impact on the PDR as is expected and seen in the offshore data in Figure 2. The introduction of fluctuating disturbance, in scenario ③, has a direct impact on \( l \) and \( V_u \) with respect to the PID control solution, similar to the offshore data. The impact on the PDR and \( V_u \) is slightly different due to the saturation of \( V_o \) in the offshore case. The reference tracking performance of the \( H_\infty \) control solution with respect to \( l \), has a steady state offset from the reference, with an error of 35 mm, before and after the reference step in \( l \); and a steady state offset error of 55 mm after the PDR step. The relatively large error after the step in the PDR reference occurs as the \( H_\infty \) control solution explicitly takes care of the trade-off between performances for set-point tracking and disturbance injection, while the PID controller (current one) is developed mainly for having a good set-point tracking performance. The reference tracking of the PDR with the \( H_\infty \) control solution, has a steady state offset with an negligible error in scenario ①. In scenario ②, an steady state error of 0.06 PDR occurs and it continues in scenario ③.

The performance of the \( H_\infty \) control solution is better in comparison to the PID control solution when a disturbance is added, in particular with respect to to the PDR in scenario ③, where the PDR
fluctuations are insignificant. This is reflected in both $V_o$ and $V_u$, whose actuation is reduced when compared to the PID control solution with respect to scenario 3, i.e., disturbance rejection.

6. Scaled Pilot Plant Implementation

A scaled pilot plant of an offshore de-oiling facility was designed and constructed at our laboratory in Aalborg University, Esbjerg, Denmark, for more information refer to [20, 24, 27, 28, 47, 48]. The Benchmark PID control solution and the $H_\infty$ control solution were implemented onto our pilot plant using Matlab’s Simulink Real-Time environment, which is interfaced with the pilot plant through National Instruments data acquisition cards.

6.1. Scaled Pilot Plant Experiment Description

The PID and the $H_\infty$ controllers were implemented on the scaled pilot plant and tested under different operating conditions, similar to those tested during the simulations in Section 5. The experimental scenarios are presented in Table 4. The first three scenarios, 4, 5, and 6, are under nominal conditions and are similar to the ones made for the simulated controllers (see Table 3). An additional severe scenario 7 is included in this experiment. Scenario 7 differs from the rest with respect to the input $F_{in}$ which was designed to emulate severe offshore conditions. It is a generated sine wave with a frequency of 0.003 Hz multiplied with white Gaussian noise and the frequency spectrum of the signal is shown in Figure 7.

The goal of this experiment was to test the system’s robustness towards severe slugging emulated by manipulating the $F_{in}$ such that large fluctuations as experienced by offshore de-oiling systems were formed, refer to Figure 2.

The desired operating conditions of the two control parameters, the PDR and the $l$ for the scaled pilot plant are presented in Table 5.

![Figure 7. Frequency spectrum of the input signal $F_{in}$.](image)

**Table 4.** Experimental scenarios, the occurrence of the scenarios are marked with dotted vertical lines in the simulation plots.

<table>
<thead>
<tr>
<th>Scenario Name</th>
<th>Value&amp;Time</th>
<th>Description</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$l = [130 \text{ mm}–150 \text{ mm}] @ t = 1500 \text{ s}$</td>
<td>Step in $l$ reference</td>
<td>Figure 8</td>
</tr>
<tr>
<td>5</td>
<td>PDR = [2–2.4] @ t = 1800 s</td>
<td>Step in PDR reference</td>
<td>Figure 8</td>
</tr>
<tr>
<td>6</td>
<td>$\omega = 0.104 \text{ rad/s } \bar{U} = 0.6 \text{ L/s } @ t = 2000 \text{ s}$</td>
<td>Sinusoidal input</td>
<td>Figure 8</td>
</tr>
<tr>
<td>7</td>
<td>PDR = 2</td>
<td>Severe scenario</td>
<td>Figure 9</td>
</tr>
</tbody>
</table>

**Table 5.** System operating conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDR</td>
<td>1.5–3</td>
<td>PDR</td>
<td>No</td>
</tr>
<tr>
<td>$l$</td>
<td>30–330</td>
<td>[mm]</td>
<td>Yes</td>
</tr>
<tr>
<td>$p_{com}$</td>
<td>7</td>
<td>[bar]</td>
<td>No</td>
</tr>
<tr>
<td>$p_{\text{max}}$</td>
<td>10.5</td>
<td>[bar]</td>
<td>Yes</td>
</tr>
<tr>
<td>$p_{\text{max}}$</td>
<td>10.5</td>
<td>[bar]</td>
<td>Yes</td>
</tr>
<tr>
<td>$f_{\text{max}}$</td>
<td>1.5</td>
<td>[L/s]</td>
<td>No</td>
</tr>
</tbody>
</table>
6.2. Results of Experiments Performed on the Scaled Pilot Plant

The result of scenarios 4 to 6 are plotted in Figure 8, and the result of scenario 7 is plotted in Figure 9.

![Figure 8](image1.png)

**Figure 8.** Performance analysis of the H∞ control solution in comparison to the PID control solution in the pilot plant experiments under Nominal operation; the scenario changes are indicated by dotted lines, while the minimum and maximum limits are represented with dashed horizontal lines.

![Figure 9](image2.png)

**Figure 9.** Test results for severe operation 7, where $F_{in}$ is fluctuating in the range 0–0.8 L/s.

6.2.1. Experiment Results for Scenario 4

The tracking performance of the PID control solution in the initialization phase is perfect, and during scenario 4 the steady state $l$ reference is tracked perfectly. The sacrifice during scenario 4
is that the PID control solution fully chokes \( V_o \), which results in a rapid increase of the PDR reaching a peak value of 415. PDR reaches its reference after approximately 70 s.

Reference tracking of \( l \) is not managed by the \( H_\infty \) control solution, with a maximum steady state deviation of 28 mm before, and 24.2 mm after \( \Phi \) respectively. The PDR remains relatively steady, with a steady state error of approximately 0.12 PDR.

### 6.2.2. Experiment Results for Scenario \( \Phi \)

The reference tracking of the PDR during scenario \( \Phi \) is perfectly managed by the PID control solution, where approximately 4% adjustment of \( V_o \) (17.40% to 20.46%) manages the reference step with relatively no delay and fast PDR dynamics. The effect on the \( l \) feedback loop is negligible.

The \( H_\infty \) control solution’s reference tracking of the PDR during the PDR step happens instantaneously, mostly to be attributed to the cooperative action of the two valves. Although the \( H_\infty \) control solution has a steady state error of approximately 0.1 PDR, the \( H_\infty \) control solution has less oscillations than the PID control solution, peak-to-peak amplitude of the two signals is 0.07 PDR and 0.23 PDR for the \( H_\infty \) and the PID control solution respectively. During scenario \( \Phi \), the level drifts slowly by approximately 8.5 mm in the case of the \( H_\infty \) control solution and thus remains well within its safety boundary.

### 6.2.3. Experiment Results for Scenario \( \Phi \)

During scenario \( \Phi \), \( l \) has minor oscillations with a steady state error of 1.4%, under the PID control solution. The consequence of this good reference tracking are oscillations of \( V_o \) with a peak-to-peak amplitude of \( 2\hat{U} = 12.54\% \). Which are directly translated into an oscillating PDR value which at times reaches 4.5 PDR (steady state error of 2.1 PDR), with a peak-to-peak amplitude of \( 2\hat{U} = 1.32 \) PDR. The PDR feedback loop compensates by adjusting \( V_o \), which results in oscillations in \( V_o \) with a peak-to-peak amplitude of \( 2\hat{U} = 37.1\% \).

During scenario \( \Phi \), the performance of the \( H_\infty \) control solution is barely affected by the oscillations in \( F_{in} \). The PDR continues unchanged from scenario \( \Phi \) with a steady state error of 0.11 PDR (4.6%) and relatively low peak-to-peak amplitude of \( 2\hat{U} = 0.06 \). Besides PDR, \( l \) is equivalently little affected by the disturbance, at it reaches a steady state error of 41 mm, which is still far from the boundary.

### 6.2.4. Experiment Results for Scenario \( \Phi \)

During scenario \( \Phi \) (Figure 9), the PID control solution performs well with respect to tracking the \( l \) reference with a maximum steady state error of approximately 5.6 mm (approximately 3.7%), which is translated in an aggressive actuation of \( V_o \), between 0% and 60%. This has a direct impact on \( V_o \) and the PDR, where \( V_o \) experiences severe saturation in the fully open position, which accounts for 45% of the experiments duration with the longest period being 174 s. This has a severe impact on the PDR which oscillates with values as low as 1, during \( V_o = 100\% \), and as high as 21 PDR (outside the \( y \)-axis range, at 2087 s).

The actuation of \( V_o \) is reduced with the \( H_\infty \) control solution, with a maximal peak-to-peak actuation of approximately 6%, which results in reduced reference tracking of \( l \), which reaches a steady state error of approximately 130 mm (approximately 86%). In comparison, reference tracking of the PDR performs better with a maximal steady state error of 0.23 PDR (11.5%), and a relatively low oscillation, which is most likely an effect of measurement noise; \( V_o \) is not severely actuated having a peak-to-peak amplitude of 34%, (staying within the range 25–59%).

### 6.3. Transmission of Fluctuations in \( F_i \)

In Figure 10, it can be observed that \( F_{in} \) is conveyed directly to \( F_i \), which potentially could reduce the hydrocyclone’s performance as was shown in [20]. Reducing the transmission of these oscillations from \( F_{in} \) to \( F_i \) is therefore crucial. This has been successfully achieved using the \( H_\infty \) control solution, where the transmission has been filtered significantly.
7. Discussion

7.1. Simulation Results

A benchmark PID control solution was designed and tuned to emulate the performance of the offshore system, and in the simulations and experiments made on the scaled pilot plant it was possible to emulate the offshore performance. As seen throughout the simulation results, the \( H_\infty \) control solution has a reduced reference tracking which kept the controllable parameters \( V_u \) and \( V_o \) from saturating. The benchmark PID control solution saturated \( V_o \) in favor of the PDR reference tracking in scenario \( \mathcal{S}_7 \). With the \( H_\infty \) control solution, the MIMO control structure leads to cooperation of both the controllable parameters. The result is a more relaxed valve actuation, which benefits the PDR, unlike the PID control solution where each valve is actuated independently and more aggressively as the two sub-systems work against each other resulting in a more oscillating PDR, same was observed in the offshore data in Figure 2. With respect to the scenario \( \mathcal{S}_6 \), the \( H_\infty \) control solution’s reference tracking is sacrificed which results in the controlled variables being within safe ranges. In comparison, the PID control solution saturates the \( V_o \). The sacrifice which the \( H_\infty \) control solution makes is a fluctuating \( l \), which if kept within certain bounds, is inconsequential for this type of system as discussed in Section 1. The relaxed PDR response leads to a reduced actuation of the valves, especially of \( V_u \) and thereby an overall increased de-oiling efficiency. The saturation of valves, as in the case of the PID control solution, renders the system uncontrollable and \( l \) can as a result exceed its minimum or maximum level which would lead to eventual system instability.

7.2. Experimental Results

The reference tracking by the PID control solution and the lack of cooperation between the two sub-controllers affects the performance of the system. The reference tracking of \( l \) often results in saturation of \( V_u \) which is of great consequence for the PDR, as the \( V_o \) is less dominant and PID control solution cannot compensate for this effect due to the saturated \( V_o \). The result of this behaviour is specifically expressed during the oscillating \( F_i \), in the \( \mathcal{S}_6 \) scenario in Figure 8. During \( \mathcal{S}_6 \), the peak-to-peak amplitude of PDR with respect to the PID control solution was \( 2\hat{U} = 1.31 \), reaching values as high as 21, which is comparable to the real offshore scenario shown in Figure 2, Section 1. This is far outside the operating range (see Table 5), and such performance will result in large concentrations of water in the overflow, which then necessitates recirculation through the separation process. Under the same conditions, the PDR with respect to the \( H_\infty \) control solution had a peak-to-peak amplitude \( 2\hat{U} = 0.06 \), which is a considerable 22 times lower oscillating amplitude.

8. Conclusions

Slugging flow, which causes the gravity separator inlet flow rate \( F_{in} \) into the offshore de-oiling facilities to fluctuate severely, is an unmeasurable disturbance and has negative effects on the de-oiling
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... process. The controllable parameters in the de-oiling system are the level of the gravity separator \(l\) and the pressure drop ratio (PDR) of the hydrocyclone, which are controlled by the actuation of the underflow valve \(V_u\) and overflow valve \(V_o\) respectively. An initial investigation showed that the current PID control paradigm and the inherent coupling of the unit processes of the de-oiling facilities, the gravity separator and the hydrocyclone, results in a system which has poor disturbance rejection. Thus, fluctuating \(F_{in}\) is observed to propagate to the downstream hydrocyclone, which in previous studies was shown to have a direct impact on the hydrocyclone’s de-oiling efficiency \(\epsilon\). It was therefore concluded that the de-oiling system would perform better if its disturbance rejection was improved. In this study, we have investigated the benefit of a robust \(H_\infty\) control solution in comparison to a benchmark PID control solution that is used for offshore de-oiling. A MIMO model of the de-oiling process was developed, based on which a robust suboptimal \(H_\infty\) control solution was designed. The \(H_\infty\) control solution was tested in simulations and then implemented and tested on the scaled pilot plant. In the simulations, where the \(H_\infty\) control solution was compared to a benchmark PID control solution, the \(H_\infty\) control solution facilitated disturbance attenuation and provided a more relaxed actuation of \(V_u\) and \(V_o\). The conventional PID control solution, however, saturated the \(V_o\) while trying to track the level reference, a scenario similar to what was observed in data from offshore facilities during slugging flow.

The results from the experiments performed on the scaled pilot plant further proved that the \(H_\infty\) control solution was better at handling the disturbance \(F_{in}\), and in all the circumstances that were tested, it kept the system stable. The benchmark PID control solution once again under certain circumstances saturated the controllable parameters. The reduced reference tracking of \(l\) by the \(H_\infty\) control solution, resulted in almost perfect damping of the transmission of the disturbance \(F_{in}\) into \(F_i\). In addition, in real life scenarios, the reduced valve actuation by the \(H_\infty\) control solution could reduce the wear and tear on the system.

In future work, the model of the de-oiling system will be extended to include the de-oiling hydrocyclone efficiency in the model and control design.

Acknowledgments: The authors would like to thank the support from the Danish Innovation Foundation (via PDPWAC Project (J.nr. 95-2012-3)). Thanks also go to colleagues J. P. Stigkær, A. Aillos, K. G. Nielsen and T. I. Bruun from Mærsk Oil A/S; and colleagues P. Sørensen, A. Andreasen and Jakob Biltoft from Rambøll Oil & Gas A/S for many valuable discussions and supports. Thanks also go to AAU colleagues C. Mai, K. Jepsen, L. Hansen, M. Bram and D. Hansen for their contributions to this project.

Author Contributions: Petar Durdevic and Zhenyu Yang conceived and designed the experiments; Petar Durdevic performed the experiments; Petar Durdevic and Zhenyu Yang analyzed the data; and Petar Durdevic wrote the paper.

Conflicts of Interest: The founding sponsors had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to publish the results.

References

10. OSPAR Commission, About OSPAR. Available online: https://www.ospar.org/about (accessed on 10 January 2018).


