Design Enquiry Through Data: Appropriating a Data Science Workflow for the Design Process
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The recent developments in data science and end-user data tools indicate an opportunity for designers to adapt new data tools for design enquiry. Data has an unquestionable role in the future of the design practice creating new digital products and services. Today’s data deluge also opens up new ways of enquiring about the world through data. The current work explores how designers could appropriate a data science workflow in their design research process. Two studies are conducted to explore how a data science workflow could be adapted into a design research process. We present how the participants appropriated data techniques for creative uses and how they synthesized a data-centric enquiry into their research process. We found that designers appropriate data using their creative capacities in hypothesis forming for data collection and exploratory data analysis, and we highlight some implications what this would result. Our findings can inform the design space of the creativity support of future data tools and future data-centric design methods.

INTRODUCTION

We live in an ever-increasing abundance of digital data, and HCI designers need to take into account this data deluge at an increasing pace. With the growing ubiquity of data and trends of datafication (Lycett, 2013), the designs of third-wave HCI artefacts (Bødker, 2006) (i.e., context-aware or connected artefacts) and the designs of digital services have been informed by more-and-more digital data (Mortier et al., 2014). Under digital data, without aiming for a comprehensive list, we refer to quantitative data, data in databases, sensor data, open data, and so forth. While HCI has a long tradition of discussing various aspects of digital data (such as information visualization (Card, Mackinlay and Shneiderman, 1999), knowledge discovery and information retrieval (e.g., (Fayyad, Piatetsky-Shapiro and Smyth, 1996; Marchionini, 2006; Dörk, Carpendale and Williamson, 2011)), or users’ engagement with personal data (Mortier et al., 2014)), using digital data in the HCI design process to enquire about different phenomena is a more recent, and still emerging phenomenon (e.g., (Speed and Oberlander, 2016; Bogers et al., 2016; Giaccardi et al., 2016; Feinberg, 2017)).

HCI designers were called out for more informed uses of data (of any size and scale) to enquire about the world and the design spaces of potential contemporary artefacts and services (Churchill, 2012). More precisely, Churchill argued for the potentials of a data-aware design process, one where design thinking is combined with data analysis. In a more recent article, Churchill (2017) expanded on the notion of using digital data in the design research process, intertwining an ethnographic lens with data analysis to enquire about the users and contexts of connected artefacts and digital services. To conclude, the use cases and the potentials of utilizing digital data in making sense of different phenomena in the design process have been established.

However, for more informed ways of utilizing digital data in the HCI design process, we need more established data practices compatible with the design process. With the growth of data science as a field (Cao, 2017), new techniques, methods and tools can be used by designers to use and make sense of various of digital data in their research process. In this paper, we explore how a data science approach (with its constituting mindset, techniques and tools) is appropriated for a design research process. We present two studies we
conducted with master-level design students to investigate whether with existing end-user data tools, could designers inexperienced with data appropriate a design research enquiry with digital data, and what consequences such an approach would mean for the design process. Our results indicate, that existing end-user data tools can be incorporated into design enquiry, and designers can use their creative capacities in hypothesis forming of data collection and data exploration of digital data. Based on our discussion we distil guidelines for using data in design enquiry.

RELATED WORK

There are two main strands of research relating directly to our exploratory studies; one strand focuses on how data science has opened up for the masses, and the other on how digital data has been explored in the design process.

Data science for the masses

Even though, data science has matured to be a field on its own (Cao, 2017), there is no formal definition of what steps constitutes a data science workflow. It is generally agreed that the typical stages are: starting from formulating a question, acquiring data to answer the question, and then further steps of inference happen (e.g., through visualisation or modeling), and at last communicating the results (Kandel et al., 2012).

The traditional ways of teaching data techniques were based on statistics and computer science theory. Contemporary approaches follow a more applied and holistic way. For example, Baumer (2015) describes their holistic approach in undergraduate education, teaching a full spectrum of tools to prepare students working with data from real environments. In this way, students learn how to think with data, from asking a question to analyse the data and communicate (i.e., visualise) the findings. This encapsulating process aimed at enquiring the world and then inferring learnings is similar to how designers would use research techniques in their design process. It is unlikely that designers inexperienced with data take on such a formal academic training, so it is worthwhile to look at alternative approaches that been established for learning data science workflows. Hill and colleagues (2017) reflect on their experiences of ‘democratizing data science’ through community workshops. In their work, they teach the basics of programming for the aim to empower novices to be able to formulate a question from data, and to be able to collect data and get to an answer. This programmatic way, using common data science tools as Python and data libraries, provides the most flexible skill and toolset for working with data, but with the price of the steepest learning curve.

As the design practice is often conducted through methods and tools, corresponding data approaches (in this case data tools targeted at end-users) are potentially effective to utilize in the design process. D’Ignazio and Bhargava (2016) present DataBasic, a set of learning tools for data literacy, that is intentionally not programming-driven, but targeting the acquisition of data skills through single-focused learning tools. Their explicit focus is on learners, but the DataBasic tools can address actual (but narrow) use-cases.

Although a programmatic approach would provide the necessary flexibility to appropriate a data science workflow for the design process, simplified tools to learn data competencies fall short on addressing the use-cases and needs designers would have. Interestingly, more and more professional communities, such as data journalists or digital humanities scholars, have emerged harnessing the ubiquity of data in new ways. These communities often share their know-how publicly as methods or tool libraries (e.g., (Gray, Chambers and Bounegru, 2012; School of Data, 2016)). These libraries curate end-user tools targeting professional workflows with data, and go beyond ubiquitous spreadsheet software (e.g., Excel).

Data in the design process

The end-user perspective was also explored by Grammel and colleagues (2010), more specifically, how novices make sense of data and construct visualisations. Their work provides insights into the mental models how novices approach a dataset to explore it through visualisations. Bigelow and colleagues (2014) particularly studied designers as non-data experts in their enquiry, investigating how designers approach working with data to create visualisations. They elaborate on the patterns they noticed with designers’ sensemaking of data, and discuss themes how the processing of a dataset could be better supported. These examples show how visualisations are fundamental elements in making sense of data, and illustrate the thinking process for the creation of visualisations. The potential of appropriating a data science workflow goes beyond creating visualisations; therefore, the current work emphasises an entire data science workflow in its use from defining the right question that informs the data collection with designerly inference as an outcome, and in this way leading to design enquiries targeted a better understand of phenomena in the world.

Going beyond visualization and looking at design as a creative process, D’Ignazio’s work (2017) on creative data literacy provides a set of tactics to support developing data competencies geared towards creative work. She argues to support novices’ learning of data using datasets they care about and that are from the real-world, instead of
unreal datasets used decades ago to teach statistics.

order to inform design concepts. To be able to better navigate through the data science workflow, we adapt the process described by Baumer (2015) to match a generic design process, which is shown on Figure 1. The workflow starts with defining a question to investigate. In order to answer this question, data is collected. It is most likely necessary to transform and clean this data to prepare it for exploration. When a dataset is available for exploration, different analytical methods are applied on it (statistical analysis, visual analysis, etc.). The exploration generates an inference, such as insights. These insights then can contribute to the designer’s understanding of the problem, or can be further communicated as visualizations, design concepts and so on.

Both exploratory studies aim to answer the following research questions:

- What are the conditions that enable a data science workflow to be integrated into a design process?
- Can end-user data tools support designerly work?
- How does the design process and the design reasoning change when using digital data?

More specifically, for the first study, our research objective is to see how novice designers inexperienced with data work from an unknown dataset towards a specific design goal, using end-user data tools without prior tutorial. For the second study, our research objective is to see how novice designers inexperienced with data appropriate a data science workflow in design enquiry, using end-user data tools after trying them through a homework prior to the study. Table 1 shows the setup of the studies, which are elaborated below.

Both studies are promoted as learning workshops to teach designers data competencies and tools, by hands-on working on a design problem with data.
The studies are similar in several aspects. Following the guidelines by D’IIgnazio (2017) on selecting familiar datasets for the participants, Study 1 features a dataset relatable for the participants’ personal experience, whilst the participants of Study 2 collect data in a problem space they immersed in prior the study. We provide open-source or freely available tools established in other end-user communities (e.g., data journalists), as shown in Table 1. Throughout the studies, the participants work towards tangible outcomes (as insights and concepts) captured during mid-term and final presentations. In the following section, we present the two studies and their respective results in detail.

**STUDY 1 (MASTER THESIS RECORDS)**

With Study 1, our aim was to see how a data science workflow is appropriated for the design process, with the conditions of novice designers (master-level design students) facing an unknown dataset without prior experience in data. Prerequisite or part of their education, the design students had previous
coursework on basic statistics, programming and design research methods. Based on this background, we assumed, that design students (of bachelor degrees from technical universities) will have some tacit data knowledge that can inform their approaches. Furthermore, we assumed a basic level of familiarity with spreadsheets software (e.g., Excel), and familiarity with typical visualization techniques (e.g., charts, graphs).

Participants and setup: Twenty students (13 females, 7 males) participated in the current study, as a one-day elective class. The students were first-year master students in different orientation of design (product, interaction and service design) of a large, European industrial design faculty. During this study, participants worked in pairs.

Apparatus: The participant pairs were provided with a dataset, several software tools and worksheets to use. The dataset was a complete database of the participants’ university’s [withheld for anonymity] internal repository for master’s thesis at the time of the study, containing 1884 rows and 28 columns of various metadata, including the theses’ Title, Abstract, Mentors, Keywords, etc.

The participants’ process was supported by additional worksheets; these worksheets were used in collecting research data, but also to guide the process for the participants. Activity 1 (Exploration) was supported with a printout of the column titles of the dataset, if the participants wanted to take notes about it. Activity 2 (Conceptualization) was supported with a data design canvas worksheet, that had fields with guiding questions for the process: Data (”What are the available data?”), Model (”How will it work?”), Experience (”How will it look like?; What will it do?”), Problem, Added value. The reflection sheets contained an empty timeline to visualize and describe the process of the participant pairs (an example of the filled reflection is shown on Figure 3).

Procedure: The study started with a basic introduction to data processing and the provided tools (the participants worked on their own computers) and the different worksheets. The first half of the study was Activity 1 (Analysis); the participant pairs received a task to explore the provided dataset and extract three main insights that they found as design problems to solve. The participant pairs could use the provided additional worksheet (dataset column titles), but it was not compulsory. They received minimal guidance how to open the dataset in spreadsheet tools, and to do basic data cleaning and transformations in OpenRefine. For the visual analysis of the dataset, participants were provided basic guidance to use RAWGraphs (Mauri et al., 2017), and Google Fusion Tables. At the end of the activity, participants needed to fill up the process reflection sheet. The second half of the study was Activity 2 (Conceptualization); participant pairs received the task to develop a design concept based on one selected insight from their output of Activity 1 (Exploration). The procedure was based on the process from Figure 1, and Table 1 provides an overview of how it was operationalized during the study.

Data collection and analysis: Throughout the study, observations, notes and photos were captured. For both activities, we provided worksheets to capture the participants’ self-reflections on their process (see Apparatus). Both activities were concluded with the participants preparing a short visual presentation with 3 insights and a design concept, respectively. Following the study, we analysed the presentation materials, the self-reflection worksheets, and the observations to identify patterns, similarities and differences. The study was also followed by a questionnaire sent to the participants to collect immediate data about the learning goals and reflection on the impact of the workshop on their future work.

Results of Study 1

Example project: We first present one concept generated by one participant pair throughout the study, to illustrate the kind of complexity and novelty
achieved by a one-day study. The dataset contained 1884 records of different master thesis entries. All of these thesis entries had multiple keywords (such as: “design”, “sustainability”, “Internet of Things”, etc.). The average keyword count per thesis was 4.50 (SD=2.34, min=1, max=29). Similar to the keywords, all thesis entries had multiple mentors (faculty members, in rare cases also company mentors). The average mentor count per thesis was 2.32 (SD=0.67, min=1, max=6). Participant pair M6 argued, that based on the characteristics of the keywords and mentors, it is possible to explore the most common keywords for a given mentor, and vice-versa, which mentors are most common for given keywords (i.e., keywords and mentors formed a bipartite graph). Following this insight, this participant pair presented a concept to find the perfect mentor based on keyword interests (see Figure 2).

**Process:** We observations participant pairs during Activity 1 (Data exploration) to be daunted by the initial task of taking a previously unknown dataset and extract valuable meanings out it. They performed this task without formal training in working with datasets, following a hands-on learning process. An example reporting of this process from M4:

1. Start with repository and identify users and use-cases.
2. Looking at the dataset, trying to understand.
3. Trying out the tools: without any questions behind, just exploring.

4. Visualizing random columns [with RAWGraphs]
5. Seeing some patterns? [pointing back to point 2.]
6. We looked back at the dataset and started to ask ourselves some questions
7. Trying to simplify the dataset to our needs using OpenRefine

The participant pairs generally followed a similar process: an unstructured, ad-hoc process of data analysis, where they continuously gained a better understanding of the dataset, learnt the usage of the tools, and got familiar with the techniques of working with data. The main data techniques used were cleaning the dataset to remove inconsistencies, such as character capitalizations or spelling errors, and the transforming of the dataset in various ways so it can be inputted into the used tools. In the end, 9 out of 10 participant pairs succeeded in presenting three insights based on the dataset, one pair misunderstood the task.

<table>
<thead>
<tr>
<th>Group</th>
<th>Concept description</th>
<th>Data properties used</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Keywords</td>
</tr>
<tr>
<td>M1</td>
<td>Finding the right mentor for your graduation</td>
<td>x</td>
</tr>
<tr>
<td>M2</td>
<td>Network visualization of finding the right topic for your research</td>
<td>x</td>
</tr>
<tr>
<td>M3</td>
<td>Tinder for finding the right thesis subject</td>
<td>x</td>
</tr>
<tr>
<td>M4</td>
<td>Finding the right subject for your graduation</td>
<td>x</td>
</tr>
<tr>
<td>M5</td>
<td>Personalized search based on user data</td>
<td></td>
</tr>
<tr>
<td>M6</td>
<td>Finding the right mentor for your graduation</td>
<td>x</td>
</tr>
<tr>
<td>M7</td>
<td>Finding the right mentor for your graduation</td>
<td>x</td>
</tr>
<tr>
<td>M8</td>
<td>Finding the right subject for your graduation</td>
<td>x</td>
</tr>
<tr>
<td>M9</td>
<td>Connect people around the same interests</td>
<td>x</td>
</tr>
<tr>
<td>M10</td>
<td>Showing trends in graduations</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 2. The design concepts generated during Study 1, and the used data attributes informing the concepts.
connecting people with similar interests based on the subjects and one concept focused on showing trends in graduation projects.

**Participant reflections:** In the post-study questionnaire, the majority of participants primarily valued learning about the tooling to work with data. In detail, they found learning about the generic workflow of working with data as something new. Furthermore, they found the provided end-user tools approachable to integrate data into their design process.

The participants also reflected on the shift in the thinking process necessary to utilize data. As one participant phrased his main learning: “*Asking the right questions at the beginning of the data, what do want to know, helps to understand what to look for.*” (participant from M4). Another participant phrased it differently: “*The importance of a research question or hypothesis for structuring and processing the data*” (participant from M1).

**STUDY 2 (TOURISM)**

With Study 2, our aim was to see how would the appropriation of a data science workflow using end-user tools could complement the design research process. We assumed, that novice designers inexperienced with data will need to do multiple iterations of the activities to get comfortable with data capturing and analysis for designerly insights. Similarly to Study 1, the design students had previous coursework on programming and quantitative and qualitative research methods for design. Based on this, we expected that the design students (with backgrounds from technical universities) have basic familiarity with spreadsheets software, and familiarity with typical visualization techniques (e.g., charts, graphs).

**Participants and setup:** 26 students (20 females, 6 male) participated in the study, which ran for three consecutive days as a part of the participants' semester project. All students were first year master students in service design from a European design faculty. During this study, participants worked in groups of 4-5.

**Apparatus:** The provided software tools are summarized in Table 1.

**Procedure:** Prior to the study, participants received a *Pre-study task* to get familiar with data capturing and data visualization for analysis. The participants were instructed to scrape a specified webpage (their university library’s search results page), and to visually explore a sample dataset from RAWGraphs (Mauri et al., 2017) and extract three insights from it. The study started with a basic introduction to the data workflow and the provided tools (the participants worked on their own computers) and a debriefing of the pre-study task. The beginning of the study was *Activity 1 (Question definition)*; the participant groups needed to define research questions based on their semester brief (that was focused on tourism in a Nordic capital city). *Activity 2 (Data collection)* continued with the research questions from *Activity 1 (Question definition)*, with the task to capture data in relation to the research questions. The task of *Activity 3 (Data transformation)* was to clean, prepare and transform the captured dataset from *Activity 2 (Data collection)*. The end of the study was *Activity 4 (Data exploration)*, during which the participant groups needed to make sense of the dataset by analysis and visualization and prepare a presentation about it and their process. The participant groups could iterate from *Activity 1 (Question definition)* to *Activity 4 (Data exploration)*, if necessary. The procedure was based on the process from Figure 1 and an overview of how it was operationalized can be found in Table 1.

**Data collection and analysis:** Throughout the study, observations and photos were captured by the researchers, and ethnographic field notes were taken by an independent observer throughout the three days of the study. Following the study, we processed the presentation materials, the observations and the field notes to identify patterns, similarities and differences. The study was followed by a questionnaire sent to the participants to collect immediate data about the learning goals and self-reflection on the impact of the workshop on their future work.

**Results of Study 2**

**Example project:** The problem space of this study was centred around tourism in a Nordic capital city (the participants’ semester project brief). For the current study, the participants were told to utilize a data science workflow to further their research about the problem space. In order to illustrate the kind of problems and what complexity the participant groups operated on, we first present the work of participant group T2. This group focused on a specific neighbourhood from the lenses of tourism. Their leading research questions were:

- Which places are recommended in [certain neighbourhood]?
- Where do locals and visitors spend their time in [certain neighbourhood]?
- What do people search about [certain city] abroad on Google?

For example, in their approach, T2 analysed social media hashtags for a specific neighbourhood, and especially looked into the less common hashtags from slang and subcultures.

**Process:** Prior to the study, the participants received two *pre-study tasks* as homework. The task to visually explore a dataset (to be done individually)
was done by all participants, whilst the task of scripting a webpage (to be done as a group) was done by half of the groups. During the debriefing, the participants reported difficulty in extracting interesting findings from the sample dataset without background knowledge and knowing what would be interesting to know about this dataset.

The participant groups started with Activity 1 (Question definition): the groups first considered their project and defined initial research questions to be answered with data. Moving forward to Activity 2 (Data collection), the groups captured data from online resources, primarily by scraping and downloading existing datasets. Scraping was mainly daunting for participants without extensive programming skills, nevertheless, by the end most participants managed to develop non-trivial scrapers, tackling pagination and similarly complex problems. All scraping was done using browser extensions. The groups ended up capturing data about tourism, primarily by scraping publicly accessible data from social media (e.g., Twitter and Instagram) and tourism websites (TripAdvisor, etc.), as shown in Table 3. As next step, the participant groups worked on Activity 3 (Data transformation). The main needs of data cleaning were to eliminate inconsistencies, hidden characters and similar string operations. As a significant portion of the captured data was location-specific (e.g., addresses), some groups used OpenRefine to enrich their datasets with GPS coordinates. This was accomplished by following an OpenRefine recipe that called an external API with the address input to enrich the data with GPS coordinates. The participant groups finished the study with Activity 4 (Data exploration).

Throughout the three days of the study, all groups went through several iterations of Activity 1 (Question definition) to Activity 4 (Data exploration). Table 3 shows each participant groups’ main research directions, the data sources and the tools used. In the end, all participant groups managed to find valuable insights for their semester project. To better illustrate the kind of research questions the teams attempted to answer, an example: One team focused on approaching how seasons influence tourism and when found that the correlation of seasonality and tourism is probably low for their target group, focused on comparing the target city with similar cities, based on weather and other predictors.

Participant reflections: In the post-study questionnaire, the majority of participants’ reflections were unanimous: all responses noted data acquisition as primary learning, followed by visualization of data and an increased general understanding of data, its processes and its potentials for the design process. Besides three respondents with more technical background, the participants were also unanimous to report how challenging it was to scrape data.

Participants emphasized the transition from Data collection to Data exploration: “[…] the moment we visualized the data using the tools provided to us. Finally all those lines of data were converted into a visual representation of the three days of hard work.” (participant from T1). Some responses further reflected on the necessity for visualization to see the data in context: “[…] visualizing the data. For me it first really makes sense and is useful, when I can see it visually, since this makes the data more concrete. Finding out that there were many different

<table>
<thead>
<tr>
<th>Group</th>
<th>Participants (# of female, male)</th>
<th>Problem area</th>
<th>Data sources</th>
<th>Tools used</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>2 F / 2 M</td>
<td>What are the places locals visit and how to provide local experiences to visitors?</td>
<td>Crowdsourced review sites (2), curated travel sites (1), social hospitality site (1)</td>
<td>WebScraper, OpenRefine, Google Sheets, RAWGraphs</td>
</tr>
<tr>
<td>T2</td>
<td>4 F / 1 M</td>
<td>Focused on a specific neighbourhood, what are the recommended places and places of interviews interest for locals and visitors?</td>
<td>Crowdsourced review sites (2), curated travel sites (2), social media (1), qualitative</td>
<td>WebScraper, OpenRefine, Google Sheets, RAWGraphs</td>
</tr>
<tr>
<td>T3</td>
<td>4 F</td>
<td>What places are recommended by locals? How far visitors go from the hot spots?</td>
<td>Crowdsourced review sites (1), curated travel sites (1)</td>
<td>WebScraper, OpenRefine, Excel, Carto</td>
</tr>
<tr>
<td>T4</td>
<td>5 F</td>
<td>In detail comparing the different neighbourhoods.</td>
<td>Crowdsourced review sites (1)</td>
<td>WebScraper, OpenRefine, RAWGraphs, Google Mapmaker, Carto</td>
</tr>
<tr>
<td>T5</td>
<td>2 F / 2 M</td>
<td>Can data-driven technologies support providing visitors the experience of locals?</td>
<td>Social media (2)</td>
<td>Twitter API, WebScraper, RAWGraphs, Carto</td>
</tr>
<tr>
<td>T6</td>
<td>3 F / 1 M</td>
<td>How can the visits of business travellers be extended?</td>
<td>Crowdsourced review sites (1), Open weather</td>
<td>WebScraper, OpenRefine, Excel</td>
</tr>
</tbody>
</table>

Table 3. The problem areas under investigation during Study 2, and an overview of the data acquired by participant groups and their tool usage.
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ways and different tools to visualize it, was nice.” (participant from T3).

There were also various other points raised in the responses. A participant with a technical background reflected on demystifying working with data: “[the study] helped me to understand that there is no need of any deep technical knowledge, to start playing with data and applying it [in the design process]” (participant from T2). More participants noted the study helping them better understanding the phenomenon around big data, and increasing their awareness of the online data traces: “[the study] also made me more aware of the digital footprints I leave online, everyday. Many people are warning about this, but I had not quite understood it until now.” (participant from T6).

DISCUSSION

The current study explored the appropriation of a data science workflow by two groups of master-level design students into a design process. In this section, results from the two studies are positioned in HCI and design literature, highlighting further research opportunities.

Gaining domain knowledge

The two studies differed in working from provided data (Study 1) and capturing data (Study 2), and the participants familiarised with the datasets differently. For Study 1 (master thesis records), we followed guidelines by D’Ignazio (2017) to work with familiar datasets and messy data. Being master-level design students, the participants were familiar with the general domain of the dataset (as writing a master thesis to finish their studies), however, several data properties were unclear for them (having one more year before starting their master thesis). The dataset was not entirely clean (Wickham, 2014), thus the participants needed to do some data cleaning on them. This ‘friction’ work turned out to contribute to gaining a more detailed understanding of the dataset. For Study 2, as the participants worked on their ongoing semester project and had done research prior to the study, gaining domain knowledge was less pronounced. The importance of domain knowledge has long been acknowledged and researched in data mining (Anand, Bell and Hughes, 1995) and later data science (Waller and Fawcett, 2013). Gaining domain knowledge needs to be considered when pursuing a data science workflow in the design process; access to a dataset (such as stumbled upon open data or a design process at a hackathon) still requires building up the understanding what is inside the dataset. This understanding can be fostered by additional description of the dataset (sometimes called data dictionary) to describe the different properties in the dataset. Designers can also use other, qualitative data enquiries for gaining domain knowledge, or can collaborate with a domain expert too.

End-user data tools as an assemblage

The steps of the data science workflow – such as capturing online data or cleaning a dataset – were followed through various end-user data tools that we selected appropriately for the needs and skill levels of the participants. This approach was appreciated, as learning about these different data tools was highlighted as a a major take-away from the studies. But, this approach leads to end-user data tools forming a system assemblage (Kling and Scacchi, 1982), where the different tools enable different actions to be taken on the dataset. Following through the multiple steps of such a data workflow happen by using non-programmatic tools. The system assemblage has positive and negative consequences. The assemblage enables designers to optimize their workflow using different tools for different tasks, choosing more appropriate tools for certain jobs. Furthermore, whilst some tooling is generic, such as a text editor that can perform basic string operations on a dataset (e.g., find and replace), other tools are data type specific (e.g., geolocated data is typically inspected through map-based visualizations, whilst data with numbers and categories are plotted on graphs). However, different tools can require certain formats and data transformations to prepare the input. This complicates the learning curve of different end-user data tools and the assemblage’s overall usability.

Question-driven enquiry

Following through a data science workflow in Study 2, the participants struggled initially with the computational thinking required by data acquisition through scraping, and to understand what kind of questions could they possible answer by capturing and analysing data. Participants’ understanding increased through an iterative process in defining better questions, and as a consequence capturing more targeted data (approximately half the time of Study 2 was spent on doing multiple iterations). This iterative process of refining the research question and collecting data to extract insights applies the data science workflow of the co-evolution of problem and solution space (Dorst and Cross, 2001).

Designers are exposed to thinking about wicked problems (Rittel and Webber, 1973; Buchanan, 1992) and formulate design questions that generate design spaces (such as ‘How might we...?’ questions). However, during the study, questions towards falsifiable/provable hypotheses (resembling the ‘scientific method’) turned out to be more productive. Throughout iterations, participants both continuously learnt more-and-more about the domain, and also improved the imposed questions that can be addressed via data enquiry. In our
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observation, working with digital data for design enquiry requires a more precise question formulation by designers. While a qualitative enquiry such as field observations can be ‘forgiving’ while conducted, enquiry through digital data collection requires precision in instructing a software tool. In this way, the creativity of designers is channelled into hypothesis and research question formulation.

Creative uses of data exploration

A common data science terminology for the early step of exploring data is ‘Exploratory Data Analysis’ (EDA). EDA was originally introduced for the exploration of numerical datasets using a statistical toolbox (Tukey, 1977). Commonly during EDA, various statistical techniques are applied to better understand the data, generate various hypotheses and test those against the data. Yu (1994), following Pierce’s pragmatism explains how deduction, induction and abduction plays a role in EDA: abduction is used to generate a hypothesis, deduction to evaluate the hypothesis and induction to justify the hypothesis with empirical data. Most commonly, data and visual analytics is targeted at using deduction to analyse data (Wong and Thomas, 2004).

Interestingly, the early phase of design is largely influenced by abduction (Kolko, 2009; Dorst, 2011). We observed the use of data as a source of inspiration, following an abductive sensemaking. The approach of T2 highlights this: they visualised social media hashtags to find subcultural and slang hashtags, looking for knowledge that would have been hard to gain from user interviews or field studies. They used their findings not to prove a hypothesis, but used a creative thought process to explore a phenomenon otherwise they would hardly access. This is a creative way of using data – using data as a generative design tool –, and one where the human abductive sensemaking is necessary to create the right connections.

Designers are trained in making sense of the world following patterns of thought where what is being designed is being informed by a constantly reframed problem space (Dorst, 2011). Our observations indicate that this skillset can be transferred for exploratory data analysis, using an abductive hypothesis generation as a creative process. Further studies in understanding the creative process throughout the data science workflow could help informing new data uses, and in generating future design methods with data.

Limitations

Our study contributes an overview of incorporating a data science workflow in the design process, it was nonetheless conducted with master-level design students. Future research with expert designers and in design practice would support generalizing our findings for designers on all expertise level and designers working in a range of non-educational settings. Furthermore, the current study was limited to working with data collected from online resources. For future research, it would be especially interesting to explore designers working with sensor data, product log-files and so forth. Ultimately we hope this study inspires future research on improving data methods and tools tailored for the particularities of the design process.

GUIDELINES FOR USING DATA IN DESIGN ENQUIRY

The discussion enables to distil the following guidelines how to integrate a data science workflow for designer enquiry:

1) Access to data is not enough; although data can be acquired virtually about any phenomenon, it still needs to be made sense of and insights to be concluded to be used in the design process.

2) Explore data creatively; designerly sensemaking of abductive synthesis can be applied in data exploration to seek insights and inspirations. In this case, using digital data can make an unseen phenomenon visible.

3) Navigate the whole process; the power of using a data science workflow lies in the various steps from formulating a question, acquiring data and then making sense of data for actionable insights.

4) Use data exploration for its strengths; qualitative methods to gain knowledge on contexts have their merits, and digital data at best can augment and be used in concert with them.

CONCLUSIONS

The current work presented two exploratory studies elaborating how a data science workflow could be adapted in a design research process. The findings demonstrate that designers transfer their creative capacity to hypothesis forming for data collection and use their designer sensemaking to synthesise data exploration of digital data in design enquiry. Currently existing end-user data tools can help in combining a data science workflow in the design process to harness the ever-increasing abundance of digital data describing different phenomena in the world. In our future work, we aim to continue to contribute to the current debate on method development of data-aware design methods.
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