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ABSTRACT
There is a growing interest in HCI research to explore cross-device interaction, giving rise to an interest in different approaches facilitating interaction between handheld devices and large displays. Contributing to this, we have investigated the use of four existing approaches combining touch and mid-air gestures, pinching, swiping, swinging and flicking. We look specifically at their relative efficiency, effectiveness and accuracy in bi-directional interaction between a smartphone and large display in a point-click context. We report findings from two user studies, which show that swiping is both most effective, fastest and most accurate, closely followed by swinging. What these two approaches have in common is the ability to keep the pointer steady on the large display, unaffected by concurrent gestures or body movements used to complete the interaction, suggesting that this is an important factor for designing effective cross-device interaction with large displays.
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INTRODUCTION
As the number of interactive computing devices around us continue to grow, and commercial products and services begin integrating interactions across these more closely, there is an increasing interest in “cross-device” and “digital ecosystem” interaction, and a growing body of research. This includes a lot of work on new interaction techniques, for example [2, 5, 6, 9, 14, 18, 20, 33, 34, 38, 40], their use in extreme multi-surface environments [1, 8], and tools for their implementation and management [11, 12, 29]. It also includes work in a broader scope, such as how multi-device ecologies naturally emerge in practice [17], the role of space and spatial interactions for multi-device scenarios [28], and how cross-device interaction can be characterized conceptually to inform design [22, 27, 36].

Yet, as argued by Marquardt et al. [22], although cross-device interaction should now be commonplace, it is still surprisingly difficult. This means that further research into making cross-device interaction usable and useful is still warranted and very relevant. Nacenta et al. [26] summarize the challenge of cross-device interaction very well by saying that one of the crucial requirements particular to cross-device or multi-display environments is the ability for the user to move objects from one device or display to another. This interaction is a frequent and fundamental part of any cross-device application, and therefore it is of great importance to find suitable techniques. As many candidate approaches already exist in the literature, we find it important to begin investigating their relative strengths and weaknesses in order to refine these techniques in an informed way, and base new techniques on experience with existing ones. This is a big task because of the sheer number of approaches and specific techniques, and the many different types of tasks and usage scenarios reported. Nonetheless, it is an important one.

In this paper, we contribute to the building of knowledge on cross-device interaction approaches with an empirical investigation of four existing ones, combing mobile devices and mid-air gestures. Specifically, we have investigated the use of pinching, swiping, swinging and flicking for moving objects between a handheld device and a large display, looking at their effectiveness, efficiency and accuracy. The contribution of this research are our findings about the relative performance of these four existing approaches in the bi-directional interaction between these devices.

In the following, we provide an overview of related work in cross-device interaction research. We then present the four approaches that we have investigated, and describe the two laboratory studies we conducted in order to learn about and compare their strengths and weaknesses. This is followed by a presentation of our findings. The findings show that the swiping approach was most effective, fastest, and most accurate for interactions both to and from the display, closely followed by the swinging approach. We then discuss what these findings mean, and what their implications are for the design of cross-device interactions.
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RELATED WORK
Much of the related work on cross-device interaction has its origin in the work of Rekimoto [32] who envisioned so-called “multiple-computer user interfaces”. In the following we present some of this related research.

Combining Mobile Devices with Secondary Displays
Much of the work on cross-device interaction involves the use of a mobile device, such as a smart phone, in combination with a secondary surface, either as a pointing device or as a complementary device that data can be exchanged with.

As an example of using mobile devices for pointing at a secondary display surface, Boring et al. [4] used a mobile phone to control a pointer on a large display, comparing three different techniques: buttons on the phone screen, tilting the phone, and moving the phone. Seifert et al. [34] likewise experimented with PointerPhone for interacting with a large display at a distance. Based on observations of use, and qualitative feedback from users, a series of design recommendations for such interactions were derived. Similarly, Rashid et al. [31] explored two different ways of interacting with elements on a large display using a handheld device, both representing an area of the large display on the handheld device where the user could then interact with it.

Looking specifically at coarse vs. fine grained interaction in pointing, Myers et al. [25] experimented with laser pointers as devices for target acquisition on large displays, either on their own or attached to a PDA or a toy gun. Findings from this study suggested that laser pointers are useful for coarse-grained interaction but should be combined with other techniques for fine-grained selection. Also investigating precision, Nancel et al. [27] compared two approaches to target acquisition on a wall sized display, using either a handheld device or head-tracking for coarse pointing, with precision pointing done through the handheld device’s touch screen. They also compared their approaches with state-of-the-art techniques, such as LaserGyro [37] and SmoothPoint [7], and found them to perform comparatively well.

As an example of using mobile devices for data exchange with a secondary display surface, Rekimoto’s “pick-and-drop” [32] allowed users to move items between wall-sized displays and PDAs, mimicking the physical action of moving pieces of paper between tables and pin-up boards. For a similar task, Dachselt et al. [6] presented a “throwing” approach where the user can put content onto a large display from a distance. Looking at both pointing and data exchange, Bragdon et al. [5] investigated cross-device interaction for collocated team collaboration where participants could share information between their individual mobile devices and laptops and a large display.

Interactions with Multiple Mobile Devices
In other related work, cross-device interaction has involved several mobile devices used concurrently, with research focusing on appropriate interaction techniques and viable ways of implementation. As an example, Rädle et al. [29] present the HuddleLamp, which uses a camera for tracking several mobile devices as well as the user’s hands and gestures. Wozniak et al. [39] present Thaddeus, which is a combined mobile phone and tablet system allowing ad-hoc interaction with various types of datasets using multiple mobile devices. Also focusing on several mobile devices, Jokela et al. [16] compare three methods for moving virtual objects from mobile phones and tablets, looking at their efficiency, novelty, and learnability. Similarly, Skov et al. [35] compare six different interaction techniques for two-way exchange of virtual objects between personal mobile phones and a shared tablet in a card game scenario.

Extending the scope of mobile devices beyond PDAs and smartphones, Houben and Marquardt [11] present a toolkit for utilizing the in- and output capabilities of smart watches in cross-device interactions with secondary surfaces. Also, facilitating real-world cross-device interaction in ecologies of multiple mobile devices and secondary displays, Houben et al. [12] introduce a configuration tool, ActivitySpace, enabling users to integrate and work across mobile devices and secondary display surfaces.

Interactions with Large Displays
Much of the work on cross-device interaction with large displays builds naturally on related work on interactions with large displays. This work goes back to Bolt’s [3] seminal “Put-that-there” system from the early 1980s, where he demonstrated the use of pointing gestures in combination with voice commands for interaction with a large display. While most of this work has investigated new possible interaction techniques, others have investigated ways of measuring the physical side effects of mid-air gestural interaction, such as arm fatigue [10].

More recently Vogel et al. [37] experimented with different ways of pointing with one’s hand to acquire targets on a very large display. Comparing the performance of absolute and relative approaches to ray casting, it was found that absolute pointing was faster while relative pointing resulted in fewer errors. Also looking at pointing tasks, Mayer et al. [23] investigated precision without visual feedback and studied the use of three ray casting methods using the index finger, the forearm, and the eye-finger relation for input. In a study of user preferences, Jacobsen et al. [15] compared touch and mid-air gestures for large display interaction, revealing that most participants preferred touch when interacting in close proximity to the large display, while most preferred mid-air gestures when interacting at a distance.

Extending the scope of large display interaction beyond the pointing task, Hespanhol et al. [9] proposed a set of five mid-air gestures, push, grab, dwell, lasso, and enclose, for selecting and rearranging items on a large display, and studied their performance. Going beyond the physical boundaries of displays, Markussen et al. [19] investigated an interaction concept that extends the input space for mid-air pointing to include the immediate area around the display. Specifically, they compare off-screen pointing to on-screen...
pointing and touch interaction, showing a number of performance benefits of their off-screen approach.

Investigating cross-device interaction on a much larger scale of implementation, Beaudouin-Lafon et al. [1] present a concept of “interaction instruments” for the so-called WILD Room, specifically designed to facilitate distributed multi-surface interaction with large datasets. Following on from this, Gjerlufsen et al. [8] present middleware for developing flexible interactive multi-surface applications, again using the WILD Room as their development platform.

Models of Cross-Device Interaction
Complementing the technical and experimental work on cross-device interaction techniques, their implementation, and respective performance and usability, a smaller body of research is aimed at producing more conceptual guidance on cross-device interaction. As an example, Marquardt et al. [22] propose a design pattern, called gradual engagement, to inform and inspire future interaction design. As a design pattern, it synthesizes generalizable interaction strategies and provides a vocabulary for discussing design solutions. With a similar aim of providing higher level interaction models, Nacenta et al. [26] present a taxonomy that classifies techniques for cross-device object movement according to a number of dimensions. Finally, Sørensen et al. [36] divide interactions with multiple devices, or digital ecosystems, into four categories, and show that each of these has very different suitable types of interaction techniques. Going into detail with one of these four categories, Raptis et al. [30] investigate how Apple’s new “Continuity” facility, for cross-device interaction between MacOS and iOS, is experienced by people in practice.

FOUR CROSS-DEVICE TECHNIQUES
Based on the related work described above we have identified four different overall approaches to cross-device interaction between a handheld device and a large display. While they have different names in different studies, we describe them as pinching, swiping, swinging and flicking. Four specific techniques were chosen for this study in order to represent the variety of approaches reported in related work. In the description of each technique below we describe where in the related work they were found. This is also summarized in Table 1.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Example origins in related work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinching</td>
<td>Benko and Wilson [2], Hespanhol et al. [9], Markussen et al. [20], Ikemasu et al. [14]</td>
</tr>
<tr>
<td>Swiping</td>
<td>Bragdon et al. [5], Seifert et al. [34]</td>
</tr>
<tr>
<td>Swinging</td>
<td>Walter et al. [38], Yatani et al. [40], Scheibl et al. [33], Dachselt et al. [6]</td>
</tr>
<tr>
<td>Flicking</td>
<td>Lucero et al. [18]</td>
</tr>
</tbody>
</table>

In order to investigate the relative use of these approaches, we have implemented each of them as a specific interaction technique capable of facilitating bi-directional transfer of data. As such, the implemented techniques are neither new nor a contribution in themselves. They merely represent a class of existing techniques, for the purpose of the study.

Pinching
The pinching approach is based on midair gestures of “picking up” an icon on either the handheld device or large display, and then “releasing” it on to the other. This simulates the real world action of picking up an object in one location and placing it in another. Specific techniques exploring this approach can be found in, for example, Benko and Wilson [2], Hespanhol et al. [9], Markussen et al. [20] and Ikemasu et al. [14]. In our instantiation of the pinching approach (Figure 1) data can be moved between the handheld device and the large display through a series of steps, combining touch screen input and midair gestures, and requiring the use of both hands. This is done as described below.

Pinching to the large display is done by the user first picking up the object of interest from the smartphone screen with his fingers and then closing his hand as if virtually holding the object (Figure 1a). The user then raises his closed hand and uses it as a pointer on the large display to indicate where he wants it to be put (Figure 1b). Finally, he opens his hand and releases the object onto the large display where he is pointing (Figure 1c). Pinching from the large display is similar but done in reverse. Here, the user first points to an object on the large display with his hand (Figure 1d). He then picks it up by closing his hand (Figure 1e). Finally, he places the object on his phone by touching the screen (Figure 1f).

![Figure 1. Pinching to (a-c) and from (d-f) the large display.](Image)

Swiping
The swiping approach is based on a combination of a mid-air gesture for pointing at an icon or target location on the large screen, and a swiping gesture on the smartphone touch screen. This simulates the action of swiping, or sliding, an object from one location to another. Specific techniques exploring this approach can be found in, for example,
Swiping to the large display is done by the user first pointing with the smartphone at the desired location on the large display (Figure 2a). She then swipes the object to be moved from the smartphone away from herself toward the display (Figure 2b), after which it appears there (Figure 2c). Swiping from the large display is done in reverse. Here, the user first points at an object on the large display with her smartphone (Figure 2d). She then does a swipe gesture on the phone, away from the large display and toward herself (Figure 2d), after which the object appears on the phone (Figure 2c).

Swinging to the large display is done by the user first pointing at the target position (Figure 3a), and then selecting the object to be moved on the smartphone (Figure 3b). He then performs a swinging gesture with the hand holding the phone away from himself toward the large display (Figure 3c), after which the object appears there. Swinging from the large display to the handheld device is similar but done in reverse. First the user points at the object on the large display (Figure 3d). He then selects the matching object on his phone (Figure 3e) and performs a swinging gesture with that hand away from the display toward himself (Figure 3d).

Flicking
The flicking approach is based on a combination of a midair gestures for “pointing” at an icon or target location on the large screen, and then physically tilting the smartphone. This simulates the action of flicking an object away from or towards oneself. Specific techniques exploring this approach can be found in, for example, Lucero et al. [18]. In our instantiation of the flicking approach (Figure. 4) data can be moved between the handheld device and the large display using one hand, as described below.

Flicking to the large display is done by the user first pointing with the smartphone at the desired location on the large display (Figure 4a). She then rapidly tilts the phone in the direction away from herself toward the large display (Figure 4b), after which it appears there (Figure 4c). Flicking from the large display is done in reverse. Here, the user first points at an object on the large display with her smartphone (fig. 4d). She then rapidly tilts the phone, away from the large display and toward herself (Figure 4d), after which the object appears on the phone (Figure 4c).
Implementation
All techniques were implemented using the Microsoft Kinect V2 and the accelerometer and touch sensors on the phone. From the Kinect’s depth camera, we get information about the user’s location in physical space, allowing us to track the position of their hands. We are also able to determine if the user’s hand is open or closed. Using the touch sensor on the phone we can recognize touch and swipe gestures, and using the accelerometer we are able to detect significant or rapid physical movement of the smartphone.

For the large screen application, we implemented a grid system where we could control the size of the grid, with each cell acting as a possible target. On top of the grid, we implemented a blue dot, looking similar to a laser pointer, which could move based on the position of the hand held closest to the large display, as tracked by the Kinect. For the mobile phone we implemented a simple screen where the user could either see, or chose, the correct shape to interact with, depending on the direction of the interaction, as described in the study section. Gesture data from the touch screen and accelerometer were collected through their APIs, and used to trigger the interaction technique being tested. Pinching and swiping were triggered by touch screen input, while swinging and flicking were triggered by input from the accelerometer. A video of the four interaction techniques can be found here: https://youtu.be/MMK3w_0Lmyk.

STUDY
We investigated the use of the four approaches through two separate studies. Study One investigated effectiveness (hit or miss) and efficiency (time taken). Study Two investigated accuracy (distance from target). Both studies used the same test application, setup, and tasks. The reason for doing two studies was, simply, that after the first study we decided to collect additional data on accuracy as well. We therefore added a second experiment focusing only on accuracy.

Test application
The four approaches were implemented in a test application designed to mimic moving data from a smartphone to a large display, and the other way around. In order to study the effect of target size on the large display, the test application was implemented so that we could shift between two different grid sizes. One had 5×10 large cells measuring 122 pixels (14.6 cm) square. The other had 10×20 small cells measuring 61 pixels (7.3 cm) on each side. On the large display, a small blue dot was used to show where the user was pointing, mimicking the beam of a laser pointer.

Moving data to the large display was enacted by presenting the user with a shape (square or circle) on the large display and two on the smartphone (Figure 5). The user then had to select the correct shape on the phone, and move it to the large display to the grid location of the matching shape using the interaction approach being tested.

Moving data from the large display was enacted by presenting the user with two shapes on the large display, and one on their smartphone (Figure 6). The user then had to select the correct shape on the large display, and move it to the smartphone using the interaction approach being tested.

Setup
The experiment was conducted in a laboratory setting using a Samsung Galaxy S2 smartphone and a Panasonic 65” display for cross-device interaction (Figure 7). A Microsoft Kinect v2 was mounted below the large display (81 cm above the floor), and a mark on the floor 2 meters in front of the display (the optimal operating distance for the Kinect), indicated where the participant should stand.

Experimental Design
A within-subjects design was used for the two studies, with the four techniques and two different target sizes (large, small) as the independent variables.
Participants
Participants were recruited using posters placed around the University campus and through social networks. In total we recruited 84 participants.

For Study One there were 51 participants. These ranged in age from 21 to 52 (M: 27.98) and were between 1.56m and 1.98m tall (M: 1.79m). 15.7% were women, and 84.3% were male. All of the participants owned smartphones and had owned one for 2-12 years (M:5.9).

For Study Two there were 33 participants. These were between 20 and 55 years old (M: 23.18) and were between 1.56m and 2m tall (M: 1.77m). 30.3% of the participants were female, while 69.7% were male. They had all owned smartphones for between 1 and 9 years (M: 5.5).

Task & Procedure
The task and procedure were the same for Study One and Study Two, with the additional instructions in Study Two to be as precise as possible and aim for the white cross placed in the centre of the target shape. Before a participant started the test, the general purpose of the study was explained to them. A demonstration video of a technique was then shown once on the large screen, and then repeated in a loop on the smaller display on the right hand side (Figure 7). The trial then commenced, with the participant attempting to “hit” all targets using the assigned technique. After completing one technique the test application would shift to the next one, and follow the same procedure described, until the participant had used all four techniques.

For each technique there were 18 consecutive targets (9 small and 9 large), with 3 additional practice targets at the beginning, allowing participants to familiarize with the technique before data collection. The techniques and target sizes were presented to participants in a mixed order to minimize the learning effect.

For both Study One and Study Two, 51% of the participants started the test by moving data to the large display, and 49% started by moving it from the display. For Study One, 27% of the participants started the test with pinching, 21% with swiping, 25% with swinging, and 27% with flicking. Similarly, for Study Two, 22% of the participants started the test with pinching, 27% with swiping, 24% with swinging, and 27% with flicking. For Study One, a total of 7344 data points was registered (2 target sizes × 4 techniques × 2 directions × 9 repetitions × 51 participants). For Study Two, a total of 4752 data points was registered (2 target sizes × 4 techniques × 2 directions × 9 repetitions × 33 participants).

The average time for completing the study was 25 minutes. After each study the participant completed a demographic questionnaire including age, height, gender, current phone, years of smartphone use, and prior experience with systems like the Nintendo Wii or Microsoft Kinect.

Prior to analysis some data points were removed due to equipment registering false activations, or when an interaction was characterized as an outlier using the Outlier Labeling rule [8]. For Study One, 176 attempts were removed due to system errors, and 406 due to outliers, resulting in a total of 6762 data points. For Study Two, 111 attempts were removed due to system errors, and 138 due to outliers, resulting in a total of 4503 data points. Table 2 shows the final number of attempts that were included in the analysis for the two different studies.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Study 1</th>
<th></th>
<th>Study 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinching</td>
<td>From  830</td>
<td>From  784</td>
<td>From  835</td>
<td>From  893</td>
</tr>
<tr>
<td>Swiping</td>
<td>To  814</td>
<td>To  867</td>
<td>To  814</td>
<td>To  867</td>
</tr>
<tr>
<td>Swinging</td>
<td>To  862</td>
<td>To  877</td>
<td>To  561</td>
<td>To  569</td>
</tr>
<tr>
<td>Flicking</td>
<td>To  582</td>
<td>To  555</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Final number of data points per technique.

FINDINGS
In following section, we report our findings. We begin with findings from Study One on hits or misses, and time taken. We then continue with findings from Study Two on distance from target.

Study One. Hits or Misses
For each technique we recorded whether the target had been successfully hit or missed. We then calculated the effectiveness of each user by summarizing the number of successful attempts per technique. The average successful attempts of a user per technique, along with standard deviations are presented in Table 3.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Study 1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinching</td>
<td>To  15.60</td>
<td>(2.44)</td>
</tr>
<tr>
<td>Swiping</td>
<td>To  15.72</td>
<td>(2.59)</td>
</tr>
<tr>
<td>Swinging</td>
<td>To  14.88</td>
<td>(3.02)</td>
</tr>
<tr>
<td>Flicking</td>
<td>To  14.08</td>
<td>(2.73)</td>
</tr>
<tr>
<td>From</td>
<td>To  14.49</td>
<td>(3.18)</td>
</tr>
<tr>
<td>Swiping</td>
<td>To  17.08</td>
<td>(1.48)</td>
</tr>
<tr>
<td>Swinging</td>
<td>To  16.43</td>
<td>(1.58)</td>
</tr>
<tr>
<td>Flicking</td>
<td>To  12.35</td>
<td>(3.08)</td>
</tr>
</tbody>
</table>

Table 3. Average user’s successful attempts per technique (max value=18, standard deviations in parentheses).

We examined effectiveness by performing two-way repeated measures ANOVAs both for the to as well as for the from scenario. The independent variables included in the analysis were target size and techniques. For the to scenario, technique had a significant effect on effectiveness (F(3,150)=6.793, p<.001) and the same was the case for target size (F(1,50)=90.159, p<.001) as well their interaction (F(3,150)=4.715, p=.001). From the pairwise comparisons we identified that the effect of target size was significant for all techniques (pinching, p=.031, swiping, p=.002, swinging, p=.006, and flicking, p<.001). For all of them the larger the target the more effective the users were. Users were most effective while swiping and pinching, while the worst performing technique was flicking. Swiping was significantly different from flicking (p=.013), and so was pinching (p=.025).

For the from scenario, Mauchly's Test of Sphericity was significant so we present the Greenhouse-Geisser corrected data. Technique had a significant effect on effectiveness
Figure 8 shows the mean time taken for each technique, for both directions, in graphical form to give an overview, including standard deviation indicators.

![Figure 8](image)

**Study Two: Distance from Target**

We calculated the distance from target in pixels, with regard to how far from the centre of the target the pointer was when the participant activated the data transfer. The mean distance in pixels and standard deviations can be found in Table 5. Again, we performed a LME model analysis on the dataset to see if each technique had a significant effect on the distance from target of each attempt.

![Figure 9](image)

**Table 5. Distance from Target: mean distance in pixels and (standard deviations).**

We found that technique (F(3,4458.26 = 193.869, p<.001) and target size (F(1,4462.203 = 100.016, p<.001) had an effect on distance from target, but direction did not have an effect. We then performed a post-hoc LSD pairwise comparison to see where the differences lay, and found that all techniques were significantly different from each other (p<.003). We also found that the direction × technique interaction had a significant effect on the distance from target (F(3,4457.354 = 8.882, p<.001). We then performed another LSD pairwise comparison between technique for each direction. We found that the only pair that was not significantly different from each other was pinching to and swinging to (p=.508). All others were significantly different from one another (p<.004). Lastly, we did a LSD pairwise comparison between direction for each technique and the only two that were not significantly different from each other were pinching to and pinching from (p=.355). The difference between to and from interactions for all other techniques were significant (p<.044).

Figure 9 shows the mean distance from target for each technique for both to and from scenarios, in graphical form, with standard deviation indicators.

---

We found that neither hit success nor direction had an effect on the time each user took per attempt. However, target size (F(1,6695.228=91.634, p<.001) as well as technique (F(1,6695.228=91.634, p<.001) did have significant effects on time taken. We also performed a post-hoc LSD pairwise comparison and found that all techniques were significantly different (p<.001) from each other. Other significant interactions between the variables were also identified. direction × technique (F(3,6694.657=52.272, p<.001), hit success × technique (F(3,6696.169=5.227, p<.001) and finally hit success × direction × technique (F(3,6696.038 = 10.235, p<.001) all showed significant interactions. A post-hoc LSD pairwise comparison on direction and technique showed that for all techniques the difference in time between to and from were significant. We then did a post-hoc LSD pairwise comparison on hit success for each technique and direction to see where that significance was. The only significantly different pair was between a successful and unsuccessful attempt of the pinching from technique (p<.001) meaning that an unsuccessful pinching from interaction takes a significantly longer time to perform than a successful pinching to interaction.

---

**Study One: Time Taken**

The time taken to complete each attempt was recorded from the point at which users finished one data transfer until the completion of the next. The average time taken for each technique as well as standard deviations can be found in Table 4. We performed a linear mixed effects (LME) model analysis on the data to see how the different aspects of our experiment affected the time taken to hit a target. We used the linear mixed effect models because our experiment had both fixed and random effects and LME allowed us to take into consideration the variability of each user. In the model we included the users and hit success (hit or miss), direction (to or from), target size (small or large) and technique.

<table>
<thead>
<tr>
<th>Pinching</th>
<th>Swiping</th>
<th>Swinging</th>
<th>Flicking</th>
</tr>
</thead>
<tbody>
<tr>
<td>To</td>
<td>5.05</td>
<td>3.9</td>
<td>4.68</td>
</tr>
<tr>
<td></td>
<td>(1.39)</td>
<td>(0.98)</td>
<td>(1.11)</td>
</tr>
<tr>
<td>From</td>
<td>5.74</td>
<td>3.67</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>(1.57)</td>
<td>(0.86)</td>
<td>(1.01)</td>
</tr>
</tbody>
</table>

**Table 4. Time taken: average completion time in seconds and (standard deviations) per technique.**

We identified statistically significant differences between the pairs, pinching and swinging (p<.001), and swiping and the rest of techniques (for all p<.001).

(F(2,466,123.307)=28.275, p<.001) and the same was the case for target size (F(1, 50)=4.320, p=.043) and their interaction (F(2.441, 122.059)=83.787, p<.001). The effect of target size was again significant for all techniques (for all p<.001). As opposed to sending data to the large display, when getting it from the large display, swiping and swinging were the most effective and flicking the least. We identified statistically significant differences between the pairs, pinching and swinging (p<.001), and swiping and the rest of techniques (for all p<.001).
technique, such as pinching or swinging, the physical movement of effectiveness with 1 of selection. Moving the pointer on the large display physically flicking the handheld device to move an object on the mobile device. The difference, however, is that for both directions of interaction, swiping is the most effective technique for hitting a target correctly, whereas flicking is the least effective. This means that, in essence, the possible size of the objects on the large display depends on the precision of the pointing device, at the distance of interaction, and not so much on the technique used for selection – as long as selection does not interfere with pointing, as discussed above.

The direction (to or from) of each attempt did not have a significant effect on the efficiency of the techniques. This is because not all techniques were affected similarly by the direction. While swiping, swinging and flicking all took less time to perform when moving objects from the large display, pinching performed in the opposite way. This can be explained by examining the interaction between direction, technique and success in more detail. Our pairwise
comparisons show that the significant interaction between direction, technique and success comes from the difference between the successful and unsuccessful attempts for the pinching from technique. For this technique we saw that an unsuccessful attempt with pinching from is significantly slower than a successful one. This means that the most likely factor at play here is the specific implementation of the technique. Once the user closes their hand in an attempt to pinch the object from the screen, it is not possible to retry, even if the target was missed. This is counter-intuitive to real world pinching where if a person misses an object they are pinching, they will simply just pinch it again. This limitation of the interaction technique clearly confused our participants. Whenever they missed an object when using the pinching technique, they would try to have another attempt, which was not possible. This limitation to the technique was, of course, an intentional design decision for the sake of the experiment, since none of the other techniques had the opportunity of retrying an interaction attempt if the target was missed. However, we speculate that the pinching technique may have been particularly disadvantaged by the experimental setup. This observation also means that, in hindsight, we would probably not impose such artificial limitation on the different interaction techniques, but simply allow the users to retry an interaction if they failed. This way we could also collect data on the number of retries required for each technique.

**Accuracy**

We see from our results that out of the 4 approaches, swiping was the most accurate technique, having a mean of 12.4 pixels’ distance from the centre of each target for swiping from and 14.14 pixels for swiping to. This is closely followed by the swinging techniques, with 15.07 pixels for swinging from and 16.24 pixels for swinging to, and pinching to with 16.8 pixels and pinching from with 17.65 pixels. The flicking technique trail far behind, with a mean distance of 28.03 pixels for flicking to and 32.71 pixels from the centre of each target for flicking from. This means, again, that a 1-handed technique can be made very accurate when combined with a subtle selection gesture, such as swiping on a display, but will drop significantly in performance when combined with a strong physical gesture, such as flicking the phone. Again, 2-handed techniques, however, can be made almost as accurate, and appear less sensitive to which selection gesture is used. Having observed the tests, it was not surprising to us that flicking was so far behind, since it requires the user to do quite a big physical movement with the same hand that they are pointing with. As discussed earlier, this usually led to the pointer moving away from its original position during the transfer gesture, resulting in a missed target. In fact, several users even placed the pointer slightly off of the target to compensate for this movement.

Even though we asked our participants to be as precise as possible when aiming at the white cross in the centre of the target shape in Study Two, we observed that target size influenced how precise they tried to be. This is likely due to the fact that, to some degree, they regarded the shape itself as the target. We observed that when users had the pointer as close as possible to the centre of the shape, they would then switch their attention to performing the selection gesture. While doing this, the pointer often started to drift, as it was difficult to hold it completely still for very long. Since it did not take much movement before the pointer went outside the small target’s shape area, users would actively work to realign the pointer with the centre of the shape before performing the technique. This was not the case with the larger targets. Here the pointer could drift further from the centre cross before it actually went outside the shape, and as such did not prompt the users to realign while doing the selection gesture. This suggests that even though users took great care to initially aim precisely at the cross, once their focus had shifted to activating the transfer, they would go ahead with that as long as the pointer was still inside the shape. This means that it might be interesting to experiment with a mechanism that detects if the user is trying to take aim at an object, e.g. holding the pointer still, and then reduce the sensitivity of the pointer, so that a more accurate selection can be done, as also explored by Myers et al. [25] and Nancel et al. [27] when combining coarse and precision pointing.

**Common Traits**

We selected our set of four approaches to have a spread of different traits in terms of number of hands and number of steps required to interact. We also varied whether pointing was done using one’s hand or a smartphone, and the types of physical movements required to select an object. From this we can see traits that are common between techniques, and from here compare traits of those techniques that proved to be the most effective, efficient and accurate in our studies.

Looking at the common trait of the two approaches, swiping and swinging, which consistently outperformed the others, we can see that the means of pointing (hand or phone) can be held relatively motionless by the user throughout performance of the motion required to execute the technique. Conversely, the other two approaches, flicking and pinching, require the means of pointing (hand or phone), to be moved during the selection part of the technique, causing unwanted movement of the pointer on the large display, resulting in users finding it difficult to control. As discussed earlier, these traits had significant influence on both the effectiveness, efficiency and accuracy of the interactions afforded by the individual techniques. This means that, independent of the number of hands required by a specific technique, the ability to keep the means of pointing (hand or phone) stable during the interaction plays a major role in whether or not the technique will perform well in terms of effectiveness, efficiency and accuracy.

**CONCLUSIONS**

One of the crucial requirements particular to cross-device or multi-display environments is the ability for the user to move objects from one device or display to another [26]. Yet, this is still surprisingly difficult [22]. In this paper we have contributed to a better understanding of what makes
particular approaches to cross-device interaction for moving objects from one device or display to another better than others in terms of effectiveness, efficiency and accuracy. We have presented results from a comparative empirical study investigating four approaches to cross-device interaction between a smartphone and a large display. Our findings are based on two studies with users, comparing the use of four different techniques, representing the approaches of pinching, swiping, swinging and flicking. Our results show that for interactions both to and from the large display, swiping and swinging were the most successful approaches out of the four investigated, meaning that the number of hands required for the technique is not crucial. We contribute this to the common factor between the two approaches being that they do not inflict movement on the pointing device (hand or phone) during the selection part of the interaction. This indicates that an important contributor to the performance of a technique, in terms of effectiveness, efficiency and accuracy, is the user’s ability to stabilize the pointer on the large display while interacting. This insight is valuable for future design of interaction techniques for cross-device interaction because it narrows down the combinations of gestures for pointing and selecting quite considerably, while still encouraging both 1- and 2-handed approaches.

FUTURE WORK
The research presented in this paper leaves a number of opportunities for future work. Firstly, we have chosen to do a laboratory study of single user interaction with a non ad-hoc task as a starting point for learning about the relative strengths and weaknesses of the four different approaches identified from the literature. For possible future work, in order to study the external validity of our findings, we suggest expanding this scope to include multiple users, and realistic tasks, for example ad-hoc ones that emerge unplanned out of real use of a cross-device system. Secondly, the age of our participants ranged quite broadly from 21 to 52 years (M: 27.98) in study one, and from 20 to 55 years (M: 23.18) in study 2. As these means show a small tendency towards the younger end of the age range, it would be relevant to test our findings with other age groups, including older users. Finally, it might be fruitful to conduct a gesture elicitation study [24] in order to let users inform the gestures.
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