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Abstract—Resonant controllers (RSCs) are widely adopted for controlling power converters since they can track AC signals of both positive and negative sequences without steady-state error. However, the performance of RSCs has not been fully exploited due to the improper phase compensation angle and insufficient controller gain. In this paper, a novel controller parameters design method, which is based on the system error transfer function, is proposed to further explore the potential high performance of RSCs. Comparing with the conventional methods, most appropriate phase compensation angles can be obtained, which means that the stable region of the controller gain is extended. Since the proposed RSCs design method is able to maximize the controller gain, the controller sensitivity to system frequency variations can be decreased and the system response speed can be improved. The RSCs tuning procedure is given in detail, and comparative experiments between the proposed method and the conventional method are performed to validate the superiority of the proposed method.

Index Terms—Current control, resonant controller, phase compensation, frequency sensitivity, voltage source converters (VSC).

I. INTRODUCTION

GRID-CONNECTED converters are becoming more and more popular nowadays due to the increasing role of renewable sources and distributed power generation systems [1]–[4]. The voltage source converter (VSC) is one of the most common adopted power electronic interfaces between distributed generation systems and the power grid. One of the most critical control issues for the VSC is how to track the converter current reference in a fast and accurate way. Resonant controllers (RSCs) have been demonstrated to be one of the most suitable candidates and have drawn much research attentions [5]–[15].

The phase lag is one of the vital factors affecting the performance of RSC. One-step and two-step predictions are proposed in [5] to compensate the computational delay, and the harmonic control bandwidth has been extended compared with that of conventional ones without the delay compensation. However, the improvement is limited since the phase lag of the control plant has not been taken into consideration in the delay compensation. The vector proportional-integral (VPI) controller is proposed in [6] to compensate the phase lag of the control plant further, and the harmonic control ability was able to be extended up to the 39th order harmonic. However, the VPI is designed based on the model of the L-type filter, and it may not be so perfect for the commonly adopted LCL-filter. An arbitrary phase angle compensation strategy for the RSC is proposed in [9], and an equivalent VPI controller on the basis of the phase compensated RSC is investigated in [7]. More appropriate phase compensation angles with improved performance are designed in [10] by maximizing the distance between the Nyquist trajectory to the critical point (minimization of the system sensitivity function). However, it has drawbacks of high calculation complexity and also is not accurate for the LCL-filter. Comparing with the method proposed in [10], both the VPI and the method in [7] have relative over-designed phase compensation angle in the low-frequency range and the VPI method also suffers from insufficient phase compensation in the high-frequency range, thus resulting in imperfect performance. In this paper, a more general and simpler tuning method on the phase compensation angle is proposed.

The gain of the RSC is another important aspect that affecting the system performance. The gains of RSCs tuned at different frequencies are usually set to be identical for the sake of simplicity [6], [12], [16], while sometimes they are set to be proportional to the magnitude of the corresponding harmonics to be controlled for achieving a faster response speed [17]. However, how to design the RSC gain to improve the performance is seldom discussed. A methodology that based on the inspection of the pole-zero map of the error closed-loop transfer function is proposed in [11] to assess and optimize the transient response of RSC. However, the locations of dominant
poles will vary with the changing of RSC gain and is designed by trial and error. An analytic design method of the proportional-resonant (PR) controller to achieve the desired transient performance is proposed in [14]. However, the crossover frequency of current loop with PR controller and transient processes time constant is shown to be non-linearly related, which makes it impossible to design the transient behavior accurately. Meanwhile, the method is based on an ideal z-domain model, and the computational and pulse width modulation (PWM) delays are not considered. Besides, the design of RSCs also can be accomplished by formulating a convex optimization problem in terms of linear matrix inequality (LMI) constraints [18] or synthesizing the RSCs within the frame of the linear quadratic regulator (LQR) [19], [20]. These methods are usually time-consuming since many auxiliary states are added to the system, and guess-and-check should be conducted. In this paper, a novel method based on the root locus of the error closed-loop transfer function is proposed to optimize the gains of the RSCs simply.

The paper is organized as follows. Section II reviews the basic concepts of the current control loop and synthesizes the RSCs-based current control loop. The proposed RSCs design method is demonstrated in detail through a step by step design case in Section III, and the designed results are also compared with the ones tuned via previous three different methods in this Section. Experimental results are provided in Section IV to verify the theoretical expectations. Finally, Section V summarizes the paper.

II. SYNTHESIS OF THE RSCS-BASED CURRENT CONTROL LOOP

Since the RSCs are commonly implemented in a digital manner, all analysis and discussions about the controller design hereafter will be directly given in z-domain for the sake of the conciseness and high accuracy.

A. Basic Concepts of the Current Control Loop

Fig. 1 shows a modeling of a typical digital current control loop for the grid-connected VSC system [11], [21]. The different signals and blocks are detailed in the following:

1) $i$ is the actual value of output the current; 2) $i_{ref}$ is the current reference; 3) $e = i_{ref} - i$ is the Error; 4) $C(z)$ represents a z-domain current controller; 5) $z^{-1}$ models the computational delay; 6) a zero-order hold (ZOH) is used to model the pulse width modulation (PWM) process (therefore, the total delay time considered in this paper is one and a half sampling period, which is commonly adopted for the digital control of power inverters [21]).

![Fig. 1. Block diagram of a typical digital current control loop.](image)

7) $G_p(s)$ is the s-domain plant transfer function of the interface filter. For far comparison reason, a first-order L-type filter is adopted in this paper the same as used in the literatures [6], [7], [10]. $G_p(s)$ can be expressed as

$$G_p(s) = \frac{1}{L_f s + R_f}.$$  (1)

where $R_f$ and $L_f$ are the resistance and inductance of the L-type filter, respectively.

8) $v_{pcc}$ is the voltage of the point of common coupling (PCC), which is fed forward to improve the system transient response under the presence of grid voltage disturbance.

9) $G_f(s)$ represents a filter used to further improve the performance of the voltage feedforward [22]. In this paper, it has been treated as 1 for the sake of simplification.

Applying the ZOH transformation to $G_p(s)$, the corresponding z-domain plant transfer function can be derived as

$$G_p(z) = \frac{1 - e^{-T_s/2}}{R_f} \frac{1 - e^{-Ts/2}}{z - e^{-T_s/2}}.$$  (2)

where $T_s$ is the sampling/control period.

B. Synthesis of the RSCs-based Current Controller

As well know, the RSC has an infinite gain at the resonant frequency, which ensure perfect steady-state tracking and disturbance rejection for components pulsating at the resonant frequency when implemented in the closed-loop. Multiple paralleled RSCs based current controller is highly popular in active power filter applications for harmonic tracking [5]–[7], [23], and in some other applications for better rejection of harmonics in the PCC [24], [25]. Commonly, the RSCs are paralleled with the proportional (P) controller to construct the proportional-resonant controller or proportional-multi-resonant controller. The current controller $C(z)$ is studied in this paper composed of a proportional (P) controller and multiple RSCs, which can be expressed as

$$C(z) = K_p + \sum_{h \in N_h} G_{ih} (z).$$  (3)

where $K_p$ is the proportional gain, $G_{ih}(z)$ is the RSC tuned at $h$ order harmonic, $N_h$ is the set of selected harmonic orders. The z-domain transfer function of phase compensated RSC can be expressed as [26]

$$G_{ih}(z) = K_{ih} \frac{1}{a + bhz + cz^2 + dz^3 + 1}.$$  (4)

where $a = [\sin(h \omega_1 T_s + \phi_h) - \sin(\phi_h)] / 2$, $b = [\cos(h \omega_1 T_s) - 1]$, $c = [-\sin(h \omega_1 T_s - \phi_h) - \sin(\phi_h)] / 2$, $d = -2 \cos(h \omega_1 T_s)$, $h$ is harmonic order, $\omega_1$ is the fundamental angular frequency, $K_{ih}$ is the integral gain and $\phi_h$ is the phase compensation angle. Note that the $G_{rh}(z)$ is derived from the corresponding s-domain transfer function via pre-warped Tustin Transformation [26].

C. The Error Closed-loop Transfer Function

Assuming that the feedforward can counteract the disturbance of $v_{pcc}$, the block diagram of the digital current control loop shown in Fig. 1 can be simplified as z-domain block diagram shown in Fig. 2.
 According to Fig. 2, the error closed-loop transfer functions can be derived as
\[
G_e(z) = \frac{E(z)}{I_{ref}(z)} = \frac{1}{1 + C(z)z^{-1}G_p(z)}
\]
\[
= \frac{1 + K_p + \sum_{h \in N_h} G_{rh}(z)z^{-1}G_p(z)}{1 + \sum_{h \in N_h} G_{rh}(z)G_c(z) / K_p}
\]
\[
= \frac{G_{e1}(z)}{1 + K_p z^{-1}G_p(z) + \sum_{h \in N_h} G_{rh}(z)G_c(z) / K_p}.
\]

where \( G_e(z) = K_p z^{-1}G_p(z) / [1 + K_p z^{-1}G_p(z)] \) to represent the closed-loop transfer function with only P control.

From (5), it can be observed that the error is bounded if the following two conditions hold.

i) The roots of \( 1 + K_p z^{-1}G_p(z) = 0 \) are inside the unit circle,

ii) The roots of \( 1 + \sum_{h \in N_h} G_{rh}(z)G_c(z) / K_p \) are also inside the unit circle.

It can be seen from (5) that \( |\lim_{\omega \to \omega_{res}} G_{e2}(e^{j\omega t})| = \infty \) represents the system steady-state error with only P control, and the system steady-state error becomes \( |\lim_{\omega \to \omega_{res}} G_{e2}(e^{j\omega t})| \) times smaller after the RSCs are embedded. Due to the infinite gains of the RSCs at the resonant frequencies, i.e., \( \lim_{\omega \to \omega_{res}} G_{rh}(e^{j\omega t}) \), zero steady-state error can be achieved at the resonant frequencies, i.e., \( \lim_{\omega \to \omega_{res}} |E(e^{j\omega t})| = 0 \).

According to the first stability condition, the root locus of \( 1 + K_p z^{-1}G_p(z) \) can be drawn to tune the value of \( K_p \). And the second stability condition can be inspected by applying Nyquist stability criterion to the open-loop transfer function, i.e., \( \sum_{h \in N_h} G_{rh}(z)G_c(z) / K_p \), then the phase compensation angles for the selected RSCs can be determined by maximizing the system stability margin. Besides, the integral gains of the selected RSCs can also be tuned via the root locus of \( 1 + \sum_{h \in N_h} G_{rh}(z)G_c(z) / K_p \).

III. THE PROPOSED CONTROLLER PARAMETERS TUNING METHOD

A three-phase compact islanded microgrid test bed is built in the laboratory, and the corresponding equivalent single-line block diagram is shown in Fig. 3. As can be seen from Fig. 3 that the experimental testbed consists of two converters, one of them serves as grid forming VSC which is connected to the AC bus through an LCL-filter, while the other one acts as grid-connected VSC which is filtered with single-L filter and connected to the AC bus through an isolated transformer. The proposed methodology is particularized for the grid-connected VSC with \( L_f = 5 \text{ mH}, R_f = 0.5 \Omega \). The control frequency is 10 kHz.

A. Tune of the Proportional Gain \( K_p \)

To ensure the first stability condition, the root locus of \( 1 + K_p z^{-1}G_p(z) \) is drawn in Fig. 4 to tune the value of \( K_p \). It can be observed from the Fig. 4 that, the upper boundary of \( K_{pmax} \) is 50 Ω. Nevertheless, \( K_p \) is selected to be 17 Ω to obtain sufficient system damping, i.e., \( \zeta = 0.707 \), in order to avoid system oscillation.

![Fig. 3. Equivalent single-line block diagram of the built experimental test bed in the laboratory.](image)
Fig. 4. Root locus of $1 + K_p e^{-zG_c(z)}$.

Bode plots of the closed-loop transfer function with only P control, i.e., $G_c(z)$, are presented in Fig. 5, in which it can be observed that the system bandwidth increases as $K_p$ increased, meanwhile, a resonant peak may appear in the system closed-loop magnitude characteristic if $K_p$ is too large. Thus, the proportional gain $K_p$ should be well designed to obtain a large system bandwidth as well as a smooth magnitude characteristic. In this studied case, $K_p$ equals to $17\Omega$ seems to be a good tradeoff between the bandwidth and the closed-loop magnitude characteristic. Nonetheless, it is worth noting that the system harmonic control capability is limited, due to the large phase lag in high frequencies range, e.g., a $110^\circ$ phase lag at 1 kHz. Therefore, to enhance the system harmonic control capability, the harmonic compensator regarding dominant harmonic components ($5^\text{th}$, $7^\text{th}$, $11^\text{th}$, $13^\text{th}$) are added.

Fig. 5. Bode plots of the closed-loop transfer function with only P control under different proportional gains.

B. Tune of the Phase Compensation Angle $\phi_h$

The second stability condition is inspected by applying Nyquist stability criterion to the open-loop transfer function of $\sum_{h \in N_A} G_h(z)G_c(z)/K_p$. According to the Nyquist stability criterion, the number of the open-loop unstable poles $P$ must equal to $N$, the net number of counter-clockwise enenclements of the critical point $(-1, j0)$ on the Nyquist diagram, to ensure system stability, i.e., $P = N$ [27]. When $P = 0$, the distance between the Nyquist curve and the critical point $(-1, j0)$ can provide a clear indication of stability margin [10]. To achieve sufficient stability margin, the phase compensation angle is set equal to the phase lag of $G_c(z)$, i.e.

$$\phi_h = -\angle G_c(e^{j\omega T_s})$$ (6)

To show the superiority of this design criterion intuitively, the Nyquist diagrams of $\sum_{h \in N_A} G_h(z)G_c(z)/K_p$ with RSC tuned at the fundamental frequency under different compensation angles shown in Fig. 6 as an example. It can be seen that the system stability margin is maximized with the proposed phase compensation angle since the distance between the Nyquist trajectory and the critical point (denoted by $\eta_3$) is maximized. Note that the phase compensation angle tuned via VPI method in [6] is obviously over-designed compensated, the distance between the Nyquist trajectory and the critical point (denoted by $\eta_2$) is not increased but decreased when compared with the conventional one with no phase compensation (denoted by $\eta_1$).

The phase compensation angles calculated via different methods [6], [7], [10] are plotted in Fig. 7 for the sake of intuitive comparison. It can be observed from Fig. 7 that, compared with the phase compensation angle tuned via the proposed method, the one obtained with the methods in [6], [7] and [6], [7] are over-designed compensated in the low-frequency range, and the VPI also suffers from the insufficient phase compensation in the high-frequency range. This conclusion can be further
confirmed in Section II.C. Note that the phase compensation angle tuned via the proposed method is similar to the one obtained in [10] by minimizing sensitivity function. However, the method in [10] seems to be a bit complex for the first-order \( L \)-type filter, let alone when it’s applied to the high-order filters, e.g., \( LCL \)-type filter. By contrast, the effectiveness of the proposed design method does not rely on the specific type of interface filter, the transfer function of the \( L \)-type filter, i.e., Eq. (1), can be replaced by that of the \( LCL \)-type filter, and thus the proposed method can be easily extended to the \( LCL \)-filtered VSC application. In addition, the tuned phase compensation angles of selected RSCs via different methods are also listed in TABLE I for further controller parameters design.

C. Tune of the RSCs Gains

The integral gains of RSCs are also constrained by the second stability condition, the root locus of

\[
1 + \sum_{h \in N_h} G_{kh}(z)G_{ch}(z) / K_P
\]

is drawn to check the upper boundaries of the integral gains. For the sake of simplicity, the gains of the selected RSCs are set to be identical to each other. The root locus of

\[
1 + \sum_{h \in N_h} G_{kh}(z)G_{ch}(z) / K_P
\]

with phase compensation angles tuned via VPI is plotted in Fig. 8 as an example, the upper boundary of \( K_{Ip} \) is 3472 Ω·s\(^{-1}\). The upper boundaries of the integral gains for RSCs with different phase compensation angles are obtained via the same method and compared in TABLE II. It can be observed from TABLE II that the higher upper boundary can be obtained with the phase compensation angles tuned via the proposed method and the one in [10], which implies faster response speed and better frequency adaptivity due to the potential increased integral gain. It also confirms the superiority of the proposed method, since that only with more appropriate phase compensation angle a wider system stability region with higher upper boundary can be achieved.

The error convergence speed can be reflected via the step response of (5), which can be easily plotted with Matlab. The settling times of the step response of the error transfer function under different integral gains of RSCs are plotted in Fig. 9. It can be seen that the larger integral gain does not always mean

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_1 ) (rad)</td>
<td>1.26</td>
<td>1.62</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>( \phi_5 ) (rad)</td>
<td>1.51</td>
<td>1.81</td>
<td>0.49</td>
<td>0.46</td>
</tr>
<tr>
<td>( \phi_7 ) (rad)</td>
<td>1.53</td>
<td>1.90</td>
<td>0.70</td>
<td>0.65</td>
</tr>
<tr>
<td>( \phi_{11} ) (rad)</td>
<td>1.54</td>
<td>2.09</td>
<td>1.11</td>
<td>1.04</td>
</tr>
<tr>
<td>( \phi_{13} ) (rad)</td>
<td>1.55</td>
<td>2.18</td>
<td>1.31</td>
<td>1.24</td>
</tr>
</tbody>
</table>

![Root Locus](image)

Fig. 8. The root locus of

\[
1 + \sum_{h \in N_h} G_{kh}(z)G_{ch}(z) / K_P
\]

with phase compensation angles tuned via VPI [6].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{Ip} ) (Ω·s(^{-1}))</td>
<td>3472</td>
<td>3455</td>
<td>11536</td>
<td>12176</td>
</tr>
</tbody>
</table>

![Settling time](image)

Fig. 9. Settling times of the step response of the error transfer function under different integral gains of RSCs.
the shorter settling time. Setting $K_h$ equals to the half of $K_{hmax}$ is a good tradeoff between the response speed and the frequency adaptivity.

IV. EXPERIMENTAL VERIFICATION

Fig. 10 shows the experimental setup, in which two 2.2-kW Danfoss inverters are utilized as the grid-forming inverter and the grid following inverter, respectively. The DC link voltage is set to 350 V, the nominal phase voltage and grid frequency are controlled to be 110 V and 50 Hz, respectively. The control algorithm is implemented in dSPACE 1005 system with a 10 kHz sampling/switching frequency. Due to the similarity of the parameters tuned via VPI and the method in [6], [7] as well as the ones tuned via the proposed method and the one in [10] as listed in TABLE I and II, only the parameters tuned via the proposed method and VPI are experimentally compared.

A. The Steady-State Performance Evaluation

The steady-state performance of the current controller is tested under highly distorted grid voltage containing an amount of 5th, 7th, 11th and 13th order harmonics. The experimental waveforms are given in Fig. 11, in which from up to bottom are grid voltage, current reference and inverter output current, and current tracking error, respectively.

It can be observed from Fig. 11 that the output current is highly distorted with only P control due to the poor harmonic rejection capability. After enabling the RSCs, the dominant current harmonics are attenuated about 20dB as shown in Fig. 12, which validates the high harmonic rejection capability of the RSCs.

B. The Dynamic Performance Evaluation

The dynamic experiments are conducted by stepping the current reference from 0 Ampere to 5 Ampere, and the corresponding results are presented in Figs. 13 and 14. The system response speed is evaluated via the tracking error convergence speed. It can be seen from Figs. 13 and 14 that two things are apparent: 1) too larger integral gain of RSC will slow the response speed; 2) the RSCs tuned via the proposed scheme can achieve faster response speed. The dynamic experimental results agree well with the theoretical expectations. Moreover, it can be observed from Fig. 14(c) that if the integral gain of RSC is set larger than the upper boundary, the system becomes unstable and the inverter is tripped.
Switching ripple

Fig. 12. Spectra of (a) grid voltage and (b) the inverter output current under the rated grid frequency.

Fig. 13. Dynamic experimental waveforms with RSCs tuned via proposed scheme. (a) $K_i = 6000 \Omega \cdot s^{-1}$, (b) $K_i = 9000 \Omega \cdot s^{-1}$.

Fig. 14. Dynamic experimental waveforms with RSCs tuned via VPI. (a) $K_i = 1800 \Omega \cdot s^{-1}$, (b) $K_i = 3000 \Omega \cdot s^{-1}$, (c) $K_i = 6000 \Omega \cdot s^{-1}$.

C. Frequency Adaptivity Performance Evaluation

Fig. 15 shows the spectra of the inverter output currents under different grid frequencies to evaluate the frequency adaptivity of the RSCs tuned via VPI and the proposed method. From Fig. 15, it can be observed that although the performance of RSCs degrades to some extent in the presence of $\pm 1$ Hz grid frequency variation, the RSCs tuned via the proposed scheme can achieve better frequency adaptivity than the RSCs tuned via VPI, which also complies well with the theoretical analysis.
appropriate phase compensation angle, as well as a wider stable region of the controller gain, such that a smaller frequency ripple and a faster response speed of RSC are achieved. Moreover, the proposed tuning method is more convenient than the one based on minimization the system sensitivity function.

V. CONCLUSION

To improve the performance of RSCs-based current controller for the grid-connected VSCs further, a novel controller parameters design method, which is based on the error transfer function, is proposed in this paper. Comparing with the VPI, the proposed method can obtain a more appropriate phase compensation angle, as well as a wider stable region of the controller gain, such that a smaller frequency sensitivity and a faster response speed of RSC are achieved. Moreover, the proposed tuning method is more convenient than the one based on minimization the system sensitivity function. Although the given design case is particularized for the \textit{L}-filtered converter for the sake of fair comparison with existing methods, the effectiveness of the proposed design method is independent of the type of the filter, can be easily extended to the \textit{LCL}-filtered VSC applications.
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