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Abstract—Nowadays, the shunt Active power filters (SAPFs) have become a popular solution for power quality issues. A crucial 

issue in controlling the SAPFs which is highly correlated with their accuracy, flexibility and dynamic behavior, is generating the 

reference compensating current (RCC). The synchronous reference frame (SRF) approach is widely used for generating the RCC due 

to its simplicity and computation efficiency. However, the SRF approach needs precise information of the voltage phase which becomes 

a challenge under adverse grid conditions. A typical solution to answer this need is the application of advanced phase locked loops 

(PLLs). The PLLs are closed-loop control systems that often have a response time more than two cycles of the nominal frequency. 

Besides, a special care should be paid in designing their control parameters to ensure their stable operation in all circumstances. This 

paper proposes an improved open loop strategy which is unconditionally stable and flexible. The proposed method which is based on 

non-linear least square (NLS) approach, can extract the fundamental voltage and estimates its phase within only half cycle, even in the 

presence of odd harmonics and dc offset. The performance of the proposed method is verified experimentally and compared with 

advanced PLLs. 

 

Index Terms— Moving average filters (MAFs), multiple complex-coefficient filters (MCCFs), non-linear least square (NLS) 

approach, phase locked loop, power quality issues, synchronization, shunt active power filter (SAPF).  
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I. INTRODUCTION 

HE augmented application of electronic devices applied to the power conversion cause hazardous consequences to the power 

quality (PQ) of both transmission and distribution levels. The non-linear characteristics of these devices that are based on 

semi-conductors can cause harmonic contamination by drawing a non-sinusoidal current from the power supply [1]. 

Traditionally, passive power filters (PPF) are installed to mitigate the most dominant harmonics, and compensate for the reactive 

content needed by the loads. Although, this solution is characterized by the simplicity, low cost and easy maintenance, it cannot 

be a reliable solution because it highly depends on the grid impedance, which has a varying nature. Besides, PPFs are highly 

sensitive to variations in the load parameters and are prone to resonance with the line/load impedance. [2]. To overcome these 

drawbacks, the shunt active power filters (SAPFs) have received much attention to be an alternative solution for PQ issues [3]. 

The SAPF is able to compensate for the harmonic contents, reactive power and unbalance, with a fast dynamic behavior and 

flexibility during the load variations.  

  The algorithm of identifying the reference compensating current (RCC) is a key factor for the dynamic behavior and 

preciseness of the SAPFs. In the frequency domain, probably the discrete Fourier transform (DFT) and the fast Fourier transform 

(FFT) are broadly used [4], [5]. The DFT is a mathematical transform of a discrete signal with the number of points 𝑁, while the 

FFT is a faster version of the DFT with an efficient algorithm to perform the DFT with a faster computation. The FFT however 

requires additional power because of computing all the frequency bins during the process [6]. Furthermore, the difficulty in 

calculating the inter-harmonics, the picket-fence effect and spectral leakage are weakness for this technique. In the time domain, 

the instantaneous reactive power (P-Q) theory and the synchronous reference frame (SRF) methods are widely used [7], [8]. Both 

methods are well-known by their simplicity and efficacy under steady state and transient operations. Moreover, the power factor 

(PF) and current unbalance are easily compensated using time domain methods. The SRF approach is considered more 

advantageous technique than the P-Q theory in terms of harmonic selectivity. The basic principle of the SRF approach is to use 

the phase locked loop (PLL) to synchronize the RCC with the voltage. Extracting the fundamental is achieved by estimating the 

angular frequency of the fundamental component of the voltage using the PLL to perform Park transform. Consequently, the 

fundamental component of the distorted current appears as a dc component in the dq coordinate, while the rest harmonics appear 

as ripples. The RCC is obtained by separating the ripples from the dc component and transforming it back to the abc frame. The 

separation can be achieved using a low-pass filter, moving average filter, or other techniques. 

  The SRF method however, offers poor performance under adverse grid conditions. Several pre-filtering and synchronization 

techniques can be applied to the voltage are proposed in the literature [9], such as: Kalman filter based synchronization method 

[10], the zero crossing detecting methods [11], frequency locked loop based technique [12], geometric template matching and 

recurrent artificial neural network [13] and least mean square based method [14]. Other techniques apply advanced PLLs such as 
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[15]: moving average filters (MAF) based PLL [16]-[19], delayed signal cancellation (DSC) operator based-PLL [20], decoupled 

double synchronous reference frame (DDSRF) based PLL [21], second-order generalized integrator (SOGI) [22], variable 

sampling period filter (VSPF) based PLL [23], multiple-complex coefficient-filter-based PLL (MCCF) [24]. However, most of 

these techniques depend on digital or complex filters that make a tradeoff between the dynamic response and the preciseness. As 

a consequence, obtaining an accurate estimation of the voltage phase, results in a large transient response that can exceed two 

cycles under adverse grid conditions. Moreover, the synchronization techniques based on PLL are a closed loop control system 

that requires a special care in designing its controller gains to avoid instability under all circumstances. 

This paper proposes a novel synchronization strategy based on NLS approach applied as a pre-filtering stage to estimate the 

voltage phase. The methodology is based on transforming the voltage to αβ stationary reference frame using Clark transform. 

The main advantage of this transform is to reduce the number of filters which results in decreasing the computation burden. 

Then, the transformed voltage passes through a derivative to cancel any appearance of the dc offset. Using a derivative with 

digital and complex filters to cancel the dc offset affects their accuracy due to the amplification of noise. However, it will be 

demonstrated in this paper that the NLS approach provides an accurate estimation of the fundamental component and its phase, 

even under noise contaminated signal. Consequently, the voltage phase can be estimated within a half cycle even in the presence 

of harmonic components, unbalance and dc offset, which results in optimizing  the dynamic response, the accuracy and the 

flexibility of the SAPF with less computation burden. The effectiveness of the proposed technique is verified by experimental 

results, and compared with advanced PLLs (MCCF-PLL and MAF-PLL) under unbalanced and distorted voltage. 

This paper is organized as follows: Section II introduces overviews of the MAF-PLL, MCCF-PLL and NLS approach. Section 

III describes the proposed method. In Section IV, the practical results are presented and discussed. And Section V concludes this 

paper.  

II.  SYNCHRONIZATION AND PHASE ESTIMATION USING MAF-PLL, MCCF-PLL AND NLS APPROACH  

1. MAF-PLL overview 

Probably, one of the most used synchronization techniques in three-phase systems is the synchronous rotating frame PLL (SRF-

PLL) [15]. It benefits from several advantages such as: simplicity, fast response, accurate phase detection and efficient 

performance under ideal grid conditions [9].  However, under adverse grid conditions, it introduces poor phase/frequency 

estimation [16]. This problem can be mitigated by decreasing the size of the loop bandwidth, but this solution will be on the cost 

of the dynamic response and rapidity of tracking the phase and frequency. Moreover, it may not be a good solution to reject the 

grid voltage imbalance [16], [9].  
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Fig. 1. Basic scheme of MAF-PLL 

Several solutions have been recently proposed to overcome the weaknesses of the SRF-PLL under adverse grid conditions. 

These solutions are based on using some filtering stages such as pre-filtering techniques to the input signal, or in-loop techniques 

inside the phase loop [9], [25]. Incorporating the moving average filter (MAF) within the phase control loop of the PLL is 

relatively recent [17], [19]. Fig. 1 shows the block diagram of the MAF-PLL where 𝑣𝑠1,2,3 is the three-phase voltage, 𝑤𝑓 is the 

fundamental frequency and it is set to 2π50 rad/s, ŵ is the estimated grid frequency and θ̂ is the estimated phase. 

   Equations (1)-(6) show the modeled grid voltage that is assumed to be unbalanced and harmonically contaminated, introducing 

𝑣𝑝  (𝑣𝑛  ) and Ǿ𝑝(Ǿ𝑛) as the amplitude and the phase angle of the positive-(negative) sequence of the fundamental, ṽ𝑝 (ṽ𝑛) and  

⍬𝑝 (⍬𝑛) are the amplitude and the phase angle of the positive-(negative) sequence of the harmonics, 𝑣𝑑𝑜𝑓 is the dc offset 

component, 𝑝 and 𝑛 refer respectively to the positive and negative sequences, ℎ is the harmonic order, 𝑚 =1,2,3 and 𝑘 =0,-1,1. 

𝑣𝑠𝑚 = [𝑣𝑑𝑜𝑓 + 𝑣𝑚𝑓
𝑝
+ 𝑣𝑚𝑓

𝑛 +∑[𝑣𝑚ℎ
𝑝
+ 𝑣𝑚ℎ

𝑛 ]]                                                                     (1) 

[𝑣𝑚𝑓
𝑝
+ 𝑣𝑚𝑓

𝑛 ] = 

[𝑣𝑚
𝑝
𝑐𝑜𝑠 (Ǿ𝑚

𝑝
+ 𝑘

2𝜋

3
) + 𝑣𝑚

𝑛 𝑐𝑜𝑠 (Ǿ𝑚
𝑛 + 𝑘

2𝜋

3
)]                                                                    (2) 

∑[𝑣𝑚ℎ
𝑝
+ 𝑣𝑚ℎ

𝑛 ] = 

[ṽ𝑚ℎ
𝑝
𝑐𝑜𝑠 (⍬𝑚ℎ

𝑝
+ 𝑘

2𝜋

3
) + ṽ𝑚ℎ

𝑛 𝑐𝑜𝑠 (⍬𝑚ℎ
𝑛 + 𝑘

2𝜋

3
)]                                                               (3) 

   The grid voltage can be expressed on αβ stationary reference frame by applying Clarke transform as  

[
𝑣𝛼
𝑣𝛽
] = [

𝑣𝛼
𝑝

𝑣𝛽
𝑝] + [

𝑣𝛼
𝑛

𝑣𝑛
𝑝] =

2

3
[
1    

−1

 2
     

−1

 2

0    
√3

 2
   
−√3

 2

] [

𝑣𝑠1
𝑣𝑠2
𝑣𝑠3
]                                                                       (4) 

Then Park transform can be applied as shown bellow 

[
𝑣𝑑
𝑣𝑞
] = [

𝑣𝑑
𝑝

𝑣𝑞
𝑝] + [

𝑣𝑑
𝑛

𝑣𝑞
𝑝] = [

   𝑐𝑜𝑠(θ̂𝑝)     𝑠𝑖𝑛(θ̂𝑝)

− 𝑠𝑖𝑛(θ̂𝑝)     𝑐𝑜𝑠(θ̂𝑝) 
] [
𝑣𝛼
𝑣𝛽
]                                                                (5) 

where θ̂ = ŵ𝑡.   
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Under a quasi-locked condition (θ̂𝑝 ≈ Ǿ𝑝, ŵ = 𝑤) equation (5) becomes  

[
𝑣𝑑
𝑣𝑞
] = [

𝑣𝑑𝑑𝑐
𝑣𝑞𝑑𝑐

] + [
𝑣𝑑𝑎𝑐
𝑣𝑞𝑎𝑐

]                                                                                    (6) 

where  𝑣𝑑𝑑𝑐  and 𝑣𝑞𝑑𝑐 are the dc terms that respectively provide information of 𝑣𝑠
𝑝

 and the phase error, while 𝑣𝑑𝑎𝑐  and 𝑣𝑞𝑎𝑐  are 

the ripples. Extracting 𝑣𝑑𝑑𝑐  and 𝑣𝑞𝑑𝑐 from 𝑣𝑑𝑎𝑐  and 𝑣𝑞𝑎𝑐  can be attained by passing through the MAF as depicted in Fig. 1. 

The expression of the MAF can be expressed in continues domain and discrete domain as shown respectively  

𝐵(𝑡) =
1

𝑇𝑤
∫ 𝐴(𝜏)

𝑡

𝑡−𝑇𝑤

 𝑑𝜏                                                                                          (7) 

𝐵(𝑘) =
1

𝑁
∑𝐴(𝑘 − 𝑛)                                                                                          (8)

𝑁−1

𝑛=0

 

where 𝐴 and 𝐵 are respectively the input and the output signals, 𝑇𝑤 is the window width, 𝑁 is the number of points that is 

corresponding to the window width. In Laplace domain, the MAF is expressed as: 

𝑀𝐴𝐹𝐺 =
𝐵(𝑠)

𝐴(𝑠)
=
1 − 𝑒−𝑇𝑤𝑠

𝑇𝑤𝑠
                                                                                     (9) 

   According to Padé approximation the delay time of (9) can be approximated as shown below 

𝑒−𝑇𝑤𝑠  ≈  
1 −

−𝑇𝑤𝑠
2

𝑇𝑤𝑠 +
−𝑇𝑤𝑠
2

                                                                                         (10) 

   Then substituting (10) in (9) results in  

𝑀𝐴𝐹𝐺 ≈
1

1 +
𝑇𝑤𝑠
2

                                                                                         (11) 

   In most application, the grid frequency varies within a small limit, if we neglect the error caused by this variation, then the 

input signal will contain frequency components that are integer multiple of the fundamental (𝑓 =
1

𝑇𝑤
), therefore the MAF can be 

considered as an ideal low-pass filter if 𝑇𝑤 is appropriately selected.  

   Substituting 𝑠 = 𝑗𝑤 = 𝑗2𝜋𝑓, the magnitude and phase margin of the MAF can be expressed as 

|𝐺𝑀𝐴𝐹(𝑗2𝜋𝑓)| =  |
sin(𝜋𝑓𝑇𝑤)

𝜋𝑓𝑇𝑤
|                                                                              (12) 

  𝜙|𝐺𝑀𝐴𝐹(𝑗2𝜋𝑓)| = −𝜋𝑓𝑇𝑤                                                                                         (13) 

|𝐺𝑀𝐴𝐹(𝑒
𝑗2𝜋𝑓𝑇𝑠)| = |

sin(𝜋𝑓𝑁𝑇𝑠)

𝑁𝑠𝑖𝑛(𝜋𝑓𝑇𝑤)
|                                                                           (14) 
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|𝐺𝑀𝐴𝐹(𝑗2𝜋𝑓)| = −𝜋𝑓𝑇𝑠(𝑁 − 1)                                                                          (15) 

   The width of 𝑇𝑤 defines the mean value of the assembled data that extracts the dc signal which is corresponding to the 

fundamental component. The selection of 𝑇𝑤 is achieved accordingly to the order of existing harmonics, the larger  𝑇𝑤 is, the 

longer dynamic response. Fig. 2. shows the Bode diagram of the MAF with three different sizes of 𝑇𝑤 (0.02/6 s, 0.01s and 

0.02s),   it is clear that the MAF can only be tuned to eliminate the harmonics of the order 6h±1 when 𝑇𝑤 =0.02/6s, and it can 

add extra frequencies tuning for the odd harmonics caused by the unbalance when 𝑇𝑤 =0.01s, whereas setting  𝑇𝑤 =0.02s 

extends the tuning of the MAF to eliminate the even harmonics and the dc offset. 

   Fig. 3. shows the transient response of the MAF Fig. 3. (a) depicts the case where the grid voltage contains the harmonic 

components of the order 6h±1, in Fig. 3 (b) the unbalance is added and in Fig. 3 (c) the grid voltage is contaminated with the 

harmonic components and the dc offset. It is obvious in the first case (Fig. 3 (a)) when  𝑇𝑤 is set to 0.02/6s, the MAF provides 

the faster transient response with the same accuracy of the other selections. While in the existing of the unbalance (Fig. 3. (b)) 

setting 𝑇𝑤  to 0.01s offers the faster response that gives satisfactory accuracy. However, In the appearance of the dc offset (Fig. 3. 

(b)), setting 𝑇𝑤  to 0.02𝑠 is mandatory to obtain a sufficient accuracy. 

   The disadvantage of the SRF-PLL lies in the transient response of 𝑉𝑞  that depends on the instant 𝑣𝛽  is measured. Fig. 4 shows 

𝑣𝛽 that is considered sinusoidal and started with three different phases (0𝑜 , 120𝑜 and 180𝑜  ), it is obvious that when 𝑣𝛽 starts 

from 0𝑜, 𝑉𝑞  has neglected transient response. However, when 𝑣𝛽 starts from 120𝑜 and 180𝑜, 𝑉𝑞  takes respectively more than one 

and two cycles to reach steady state. In case 𝑣𝛽 contain harmonics, implementing the MAF require longer transient response to 

offer accurate information.  

 

Fig. 2. Bode plot of MAF at 𝑇𝑤 = 0.02𝑠, 0.0𝑠1 and 0.02/6s  

  The designing of the PI controller is established using the open-loop transfer function of the MAF-PLL that is shown bellow 
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𝐺𝑝 = 𝑣
𝑝

1

1 +
𝑇𝑤𝑠
2

 
(𝑘𝑝𝑠 + 𝑘𝑖)

𝑠
 
1

𝑠
                                                                              (16) 

𝐺𝑝 ≈ 𝑣
𝑝

2
𝑇𝑤
(𝑘𝑝𝑠 + 𝑘𝑖)

𝑠2 (𝑠 +
2
𝑇𝑤
)
                                                                                        (17) 

  According to [16], the PLL can reach optimum performance when 

2

𝑇𝑤
= 𝑏𝑤𝑐                                                                                                      (18) 

𝑘𝑝 =
𝑤𝑐
𝑣𝑝
                                                                                                       (19) 

𝑘𝑖 =
𝑤𝑐

2

𝑏𝑣𝑝
                                                                                                     (20) 

where 𝑤𝑐 is the crossover frequency, b is a constant selected to adjust both phase margin and transient response speed. In [16]  

 

                                    (a)                                                                       (b)                                                                         (c)      

Fig. 3. Performance example of MAF at 𝑇𝑤 = 0.02𝑠, 0.01 and 0.02/6𝑠. (a) Existence of harmonics of the order 6ℎ ± 1 in the grid voltage. (b) Unbalanced and 

contaminated grid voltage. (c) Existence of harmonics and dc offset.  

 

Fig. 4. Transient response of 𝑉𝑞 in case of three different phases of 𝑣𝛽  

and [18], the value of b is set to 1 + 1/√2 to satisfy both transient response speed and sufficient stability margin.  
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2. MCCF-PLL overview 

  The MCCF-PLL is distinguished from other advanced SRF-PLLs by the integration of complex-coefficient filters (CCFs) [24]. 

In contradiction with the real coefficient filters (RCFs) such as band-pass filters (BPFs) that only have frequency selectivity 

characteristic, the CFFs provide both properties frequency and sequence-selective [24], [25]. In other words, the CCFs can 

differentiate and extract the positive and negative sequences of each selected harmonic individually. (21) and (22) express a 

typical first-order CCF selected for the positive and negative sequences respectively of the aimed frequency. 

𝐺𝑐𝑓𝑓
𝑝(𝑠) =

𝑤𝑝

𝑠 − 𝑗ℎ�̂� + 𝑤𝑝
                                                                                       (21) 

𝐺𝑐𝑓𝑓
𝑛(𝑠) =

𝑤𝑝

𝑠 + 𝑗ℎ�̂� + 𝑤𝑝
                                                                                       (22) 

Where 𝑤𝑝 is the cutoff frequency.  

  Fig. 5 depicts the Bode magnitude diagram of a typical first-order CCF using (21), and a typical second-order BPF, where 𝑤𝑝 is 

set to 2π50 rad/sec and ξ is set to 0.707. It is clear that the CCF offers a unit gain at the selected sequence, with a zero phase 

shift. On the other hand, the CCF offers an attenuated tuning to the nearby frequencies, whereas the second-order BPF offers a 

unity gain at both frequencies (±𝑤) which implies that both polarities will pass the BPF with the same value. The MCCF-PLL 

proposed by [24] is depicted in Fig. 6. (a) Where each submodule is adjusted for a separated sequential component, and all the 

filtered sequential components are fed back to the input voltage as a mutual mode. The filtered positive sequence fundamental 

voltage is sent to the SRF-PLL to extract its phase, and the estimated frequency is fed back to the submodules to adapt the CCFs 

cutoff frequency during grid frequency variation. The basic structure of each submodule is illustrated in Fig. 6 (b) where 𝑘 is set 

to 1 in case of extracting 𝑣𝛼𝛽ℎ
𝑝

 and set to −1 in case of extracting 𝑣𝛼𝛽ℎ
𝑛 . The mathematical formulations of the 𝑣𝛼𝛽1

𝑝
 extracted by 

the CCFs are derived from Fig. 6. (b) as shown  

𝑣𝛼𝛽1
𝑝

=
𝑤𝑝

𝑠 − 𝑗�̂� + 𝑤𝑝
× (𝑣𝛼𝛽 −∑[𝑣𝛼𝛽ℎ

𝑝
+ 𝑣𝛼𝛽ℎ

𝑛 ]

𝑚

ℎ=1

+ 𝑣𝛼𝛽1
𝑝
)                                                      (23) 

𝑣𝛼𝛽1
𝑝

=
𝑤𝑝

𝑠 + 𝑤𝑝
× (𝑣𝛼𝛽 −∑𝑣𝛼𝛽ℎ

𝑝
−∑𝑣𝛼𝛽ℎ

𝑝

𝑚

ℎ=1

𝑚

ℎ=2

+ 𝑣𝛼𝛽1
𝑝
) − 

�̂�

𝑠 + 𝑤𝑝
× 𝑣𝛽𝛼1

𝑝
                             (24) 

  The design of the PI parameters of the MCCF-PLL is based on the transfer function expressed in (25), this latter is drawn from 

the open loop of the SRF-PLL that is depicted in Fig. 1. (a) [24]. 

𝐺𝑀𝐶𝐶𝐹 =
2𝜉𝑤0𝑠 + 𝑤0

2

𝑠2 + 2𝜉𝑤0𝑠 + 𝑤0
2                                                                                        (25) 
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Fig. 5. Bode plot of first-order CCF and second-order BPF. Parameters: 

MCCF

Structure
SRF-PLL

 

(a) 

 

(b) 

Fig. 6. Block diagram of MCCF-PLL. (a) Basic configuration. (b) Submodules configuration 

Where 𝜉 is the damping factor and in most cases it is selected as ξ = 𝑘𝑝/(2√𝑘𝑖) =  0.707 for providing an optimal dynamic 

response. 𝑤0 is set as 𝑤0 = √𝑘𝑖, where 𝑘𝑖 can be adjusted to optimize the tradeoff between the high accuracy and the small 

transient response.  

  The MCCF-PLL, however, suffers from some weaknesses mainly the speed of the transient response before the filtering stage 

which depends on the phase of 𝑣𝛽 as explained in section II. 1. Moreover, the tradeoff between improving the accuracy and 

reducing the transient response is still a challenge for the CCFs. Besides, the selective-property of the MCFF-PLL requires a 

large number of the filters in case the voltage is highly distorted which yields to increase the computation burden.   
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3. NLS approach overview 

   Contrary to the above-mentioned PLLs that are based on the closed-loop technique and require a careful design of the PI 

controller, the NLS approach is an open-loop technique that is unconditionally stable, and does not require any constraints of the 

controllers. The LS solution has been widely applied in several areas for harmonic extractions and frequency estimation and 

extended to APFs [26]-[29]. According to [26], the LS becomes nonlinear if the frequency of the grid is unknown or fluctuated 

in certain limit. The NLS approach can be expressed based on Fourier approximation [26]-[28], or based on Prony method (PM) 

[30], [31]. 

  Suppose that 𝑣𝑠(𝑡) is the distorted voltage, according to PM method, 𝑣(𝑡) can be approximated by a sum of exponentials and 

residues as expressed in (26) [32]. 

         𝑣(𝑡)  ≈ ∑ ℜ𝑖 · 𝑒
(ℑ𝑖𝑡)𝓅

𝑖=1 + ℵ(𝑡)                                                                   (26)              

Where 𝑣(𝑡) is the observed voltage. 

ℜ𝑖  Residues of 𝑖 poles. 

ℵ(𝑡) Noise related to the measurement.  

ℑ𝑖= −ѳ𝑖 + 𝑗𝜔𝑖 . 

ѳ𝑖 damping factors of Poles. 

𝜔𝑖 Angular frequencies (𝜔𝑖 = 2𝜋𝑓𝑖). 

   In real applications, the filtering process is attained in the discrete time introducing a finite number of data samples 𝛶, and a 

sampling time 𝑇𝑠. Therefore, equation (26) can be expressed as  

 𝑣(ℓ𝑇𝑠) ≈ ∑ ℜ𝑖 · ℊ𝑖
ℓ𝓅

𝑖=1 + ℵ(ℓ𝑇𝑠)                                                                       (27) 

Where: ℊ𝑖= 𝑒(ℑ𝑖𝑇𝑠), the pole ℓ= 0,1, …., 𝛶 −1, for the tolerance 𝓅 we have 𝑖= 1,2,…… 𝓅.  

 The purpose of this hypothesis is to find the best approximation of (27), based on NLS approach, this can be solved as   

[

𝑣(0)

𝑣(1)
⋮

𝑣(𝛶 − 1)

]

⏟      
𝑉

≈

[
 
 
 
1               1
ℊ1             ℊ2

 ⋯       1      
  ⋯       ℊ𝑀 ≈     

 
⋮                ⋮

ℊ1
(𝛶−1)

  ℊ2
(𝛶−1)

    ⋱        ⋮          

     ⋯     ℊ𝑀
(𝛶−1)  ]

 
 
 

 

⏟                        
𝑔

[

ℜ1
ℜ2
⋮

ℜ𝑀

]

⏟  
ℜ

                                           (28) 

ℜ ≈ 𝑔\𝑉 ≈ (𝑔𝑇𝑔)−1𝑔𝑇𝑉                                                                                  (29) 

where 𝑉 is the vector that contains the contaminated data, 𝑔 is the introduced matrix that that contains the data of the aimed 

harmonics and ℜ is the extracted vector.  
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  Based on the NLS method, inserting the data of 𝑔 as a sinusoidal signal with a frequency of 50 Hz results in extracting the 

fundamental vector (ℜ) of 𝑉. The amplitude of 𝑔 is not important when extracting each frequency individually since the 

multiplication of (𝑔𝑇𝑔)−1𝑔𝑇  always leads to the same fixed amplitude. Although the NLS approach provides more accuracy 

comparing with the previous methods based on real and complex filters, it is a computational intensive technique that requires 

much care when implementing it on signal processor. However, since the aim of the algorithm is to extract only the fundamental 

signal of 𝑉, the multiplication (𝑔𝑇𝑔)−1𝑔𝑇  can be pre-computed offline, and the obtained data is run online and multiplied with 𝑉 

to give information about the fundamental component for each sampled point, which results in reducing the computation burden. 

Moreover, using the NLS approach to extract only the fundamental leads to reduce the matrix 𝑔 to only one vector and thus 

decreases the calculation. Applying the NLS approach based on equations (27)-(29) uses only one vector, and offers an accurate 

extraction of the fundamental component. This latter is sampled in a moving window with a size of one cycle. Whereas the phase 

of the extracted fundamental is estimated using (30) and (31) in MATLAB. (30) Estimates the rank (𝑅𝑎)  and the magnitude 

(𝑀𝑎) of the maximum point of the extracted buffered signal. For any sinusoidal signal, each cycle contains only one maximum 

point. Therefore, estimating  𝑅𝑎 and multiplying it with the sampling time 𝑇𝑠 as shown in (31), produces the phase of that signal 

but starting from the maximum point. Since the maximum point of a fundamental signal is shifted from the starting point by a 

quarter cycle (
𝜋

2
), subtracting the obtained phase from 

1

𝑓·4
 that is corresponding to a quarter cycle (0.005s), offers accurate 

information of the phase 𝜙 of the start point of the signal.  

[𝑀𝑎 𝑅𝑎] =  𝑚𝑎𝑥(ℜ(: ))                                                                                         (30) 

𝜙 = (𝑅𝑎 · 𝑇𝑠 −
1

𝑓 · 4
) ·
180

0.01
                                                                                        (31) 

  This technique of estimating 𝜙 reduces the computation burden, and provides information of 𝜙 for each sampled point in a 

moving window of one cycle.  

    The NLS approach, however, requires more computation compared to the above mentioned PLLs based techniques if it is 

applied to both voltage and current. Moreover, in case the dc offset appears, it requires one cycle to estimate the fundamental. 

Furthermore, the PF and the unbalance need extra calculation.    

III.   PROPOSED TECHNIQUES 

  In [26]-[28], the NLS approach is applied to the SAPF, but they did not consider the appearance odd harmonics and the dc 

offset in the voltage. Probably all the above mentioned filtering techniques require one or more than one cycle in case the voltage 

is contaminated with the odd harmonics and the dc offset.  
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   Fig.7 depicts the proposed harmonic control methodology which is based on NLS approach. The strategy starts by 

transforming the voltage 𝑉𝑠1,2,3 from abc stationary frame to αβ frame using (4). Then, 𝑣𝛼,𝛽 passes through a derivative, the role 

of this latter is to cancel the dc-offset of 𝑣𝛼,𝛽 in case it appears. Fig. 8 is added to clarify the steps of filtering 𝑣𝛼  that is 

contaminated with harmonic components and dc offset of +50 V. Equation (32) illustrates the mathematical derivation of 𝑣𝛼. 𝑣𝛽 

is not depicted since it passes through the same procedures. 

𝑑 𝑣𝛼
𝑑𝑡

=
𝑑 (𝑣 sin(2𝜋𝑓𝑡 + фℎ) + ∑ 𝑣ℎ sin(2𝜋𝑓ℎ𝑡 + фℎ))

𝑚
ℎ=2

𝑑𝑡
 

                                                                        = 𝑣2𝜋𝑓sin(2𝜋𝑓𝑡 + фℎ − 90
𝑜) ∑ 𝑣ℎ2𝜋𝑓ℎ

′ sin(2𝜋𝑓ℎ′𝑡 + фℎ′ − 90
𝑜))

𝑚

ℎ′=1,3,5..

             (32) 

where 𝑣 is the amplitude of 𝑣𝛼. 

  According to (32), it is clear that when deriving 𝑣𝛼, the fundamental and all harmonics are multiplied respectively by 2𝜋𝑓 and 

2𝜋𝑓ℎ′, and shifted by −90𝑜. On the other hand, the dc offset is canceled. Since the objective is to extract the fundamental 

component, the derived signal 𝑣𝛼𝑑 is divided by a gain of  2𝜋𝑓 to maintain the amplitude of the fundamental fixed when passing 

through the derivative as shown in Fig. 7 and 8. 𝑣𝛼𝑑𝑓 is extracted by applying the NLS approach. Equation (30) and (31) can 

extract the phase 𝜙 of 𝑣𝛼𝑑𝑓 when the moving window of the sampled data is set to one cycle (0.02s). However, when extracting 

𝑣𝛼𝑑𝑓  using a moving window of a half cycle, obtaining 𝑅𝑎 cannot be achieved if the buffered half cycle does not contain the 

maximum point. The reason is that, when separating a fundamental signal into two half cycles, one will contain information 

about the maximum point and thus 𝑅𝑎 can be obtained, but the second one gives information about the minimum that cannot 

make an estimation of 𝑅𝑎. This impediment can be solved by estimating the absolute value of  𝑣𝛼𝑑𝑓 as shown in Fig. 7. Since the 

derivative guarantees the cancelation of the dc offset, the maximum and the minimum points of 𝑣𝛼𝑑𝑓  are equal in amplitudes. 

Therefore, applying the absolute function to 𝑣𝛼𝑑𝑓 (|𝑣𝛼𝑑𝑓|) offers two similar positive half cycles, which implies that both of them 

contain the same 𝑅𝑎. As a result, the estimation of 𝜙 is accurately achieved using (33) and (34). For each buffered half cycle of 

𝑣𝛼𝑑𝑓 , if the absolute maximum point of |𝑣𝛼𝑑𝑓(: )| (max ( |𝑣𝛼𝑑𝑓(: )|)) is bigger than the absolute minimum (min(|𝑣𝛼𝑑𝑓(: )|)), this 

implies that the maximum point is located inside the buffered half cycle, and thus the algorithm estimates 𝜙 accurately. If 

max ( |𝑣𝛼𝑑𝑓(: )| is smaller than min(|𝑣𝛼𝑑𝑓(: )|), this means that the maximum point is not located in the buffered half cycle, and 

thus the algorithm adds a minus sign (-) to the estimated phase to indicate that the estimated phase is shifted by π. As a result, the 

estimation of 𝜙 for both half cycles is equal and accurate. 

[𝑀𝑎 𝑅𝑎] =  𝑚𝑎𝑥(|𝑣𝛼𝑑𝑓(: )|)                                                                                            (33) 
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                                                    𝐼𝑓max ( |𝑣𝛼𝑑𝑓(: )|) > min(|𝑣𝛼𝑑𝑓(: )|) ⇒ 𝜙 = (𝑅𝑎 · 𝑇𝑠 −
1

𝑓·4
) ·

180

0.01
  

                                                 𝑒𝑙𝑠𝑒  𝜙 = (𝑅𝑎 · 𝑇𝑠 −
1

𝑓·4
) ·

180

0.01
                                                                                           (34) 

  Once 𝜙 is obtained, it is subtracted from 900 to cancel the shift caused by the derivative, then, the sinusoidal fundamental 

signal is built again. Since 𝑣𝛼 is shifted by 
𝜋

2
 from 𝑣𝛽, they are both generated to perform the SRF approach of the current 𝑖𝑙1,2,3 

applying Park transform. The moving average filter is used to separate between the dc components (𝑖𝑑𝑑𝑐 , 𝑖𝑞𝑑𝑐) and the ripples 

(𝑖𝑑𝑎𝑐 , 𝑖𝑞𝑎𝑐) of the direct and inverse currents (𝑖𝑑 , 𝑖𝑞). The generated RCC are compared with the inverter output filter currents 

and the error is sent to the PWM control through a traditional PI controller, the gains of this latter are set to 𝐾𝑝 =10.4 and 

𝐾𝑖 =0.1. 

   The application of NLS approach in 𝛼𝛽 frame reduces the number of filters and thus decreases the computation burden. The 

incorporation of the derivative cancels the dc offset, but it increases the noise as demonstrated in (32). In Fig. 8 the active filter is 

connected in the instant 0.03s, the high switching ripples of the inverter affects the voltage slightly. This affection is increased 

significantly when using the derivative and appears clearly on  𝑣𝛼𝑑. Using real and complex filters requires an expanded band to 

cancel the noise which is achieved on the cost of the response speed. However, it is clear in Fig. 8 that the NLS approach gives 

accurate estimation of the fundamental (𝑣𝛼𝑑𝑓) under a noisy signal in only half cycle. As a result, the dynamic response of the  

 

Fig. 7. the proposed methodology of harmonic control method.  

 

Fig. 8. the proposed methodology of harmonic control method 
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SAPF is improved and the computation burden of the algorithm is reduced. 

IV.   EXPERIMENTAL RESULTS 

   Fig. 9 depicts the shematic confuguration and the expiremental setup of the SAPF developed in the laboratory.  The setup is 

consisted of a three phase programmable source (Chroma, model 61845), a three phase non-linear load. The algorithm is 

implimented under MATLAB blocks with a digital signal processor (dSPACE-1006). The SAPF is realized using Danfoss 2.2 

kVA inverter with a switching frequency of 10 kHz and an output L-filter. The voltages and currents are sensed using Hall effect 

sensors. The sampling time is set to 0.0001 s. The dc-link capacitors are situated inside the setup. The parameters of the 

experimental system are summarized in Table I.   

   Fig. 10, 11 and 12 depict the practical results of the SAPF under distorted voltage (Fig. 10), distorted and unbalanced voltage 

(Fig. 11) and distorted voltage with dc offset (Fig. 12). The results are obtained using NLS approach based on the proposed 

strategy (Fig.10, 11 and12. (a)), the MCCF- PLL (Fig.10, 11 and12. (b)) and the MAF-PLL (Fig.10, 11 and12. (c)). According to 

Fig. 10. (a), (b) and (c), the voltage  source 𝑉𝑠1,2,3 is contaminated by the harmonic components of the positive and negative  

 

(a) 

Inverter

Dspace card

Rectifier

LoadOutput filter

Programmable 

source 

 

(b) 

Fig. 9. Experimental prototype of the SAPF . (a) Schematic diagram of the SAPF. (b) Experimental setup of the SAPF. 
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sequences that are indicated in Table 1, with a total harmonic distortion (THD) of 15%. The filtered voltage 𝑉𝑠𝑓1,2,3 is 

transformed back from αβ stationary system to abc natural system to assess its response and accuracy. It is obvious that 𝑉𝑠𝑓1,2,3 

obtained by the proposed method takes only a half cycle to be filtered, whereas 𝑉𝑠𝑓1,2,3 of the MCCF-PLL and MAF-PLL take 

more than one cycle to be stabilized and filtered. The load current 𝑖𝑙𝑜1,2,3 is affected by the harmonic components of both voltage 

and non-linear load with a THD of 27%. The source current 𝑖𝑠1,2,3 of the three compared techniques are improved to reach a 

THD of less than 5% which respects the IEC 61000-3-6 and IEEE 519-1992 standards. However, 𝑖𝑠1,2,3 obtained by the proposed 

technique has the fastest transient response (0.0133s) that is clearly illustrated on the direct currents 𝑖𝑑 and 𝑖𝑑𝑑𝑐 . While 𝑖𝑠1,2,3 

obtained by the other techniques take two cycles to reach steady state. 𝑖𝑑𝑑𝑐  is filtered by a moving average filter, it is important 

to notice that since the dc offset and the odd harmonics do not exist, the band width of 𝑇𝑤 is set to 0.02/6s to offer a faster 

transient response of 𝑖𝑑𝑑𝑐 . The current 𝑖𝑓𝑖1,2,3 is generated by the SAPF to the point of common coupling. 

Table I. Practical parameters of the system 

 

Power supply 

Voltages RMS values: 

Fundamental : 

−5𝑡ℎ harmonic: 

7𝑡ℎ harmonic: 

−11𝑡ℎ harmonic: 

13𝑡ℎ harmonic: 

Main impedance: 

 

Dc offset 

 

Unbalance 

 

𝑉𝑠 = 230 V 

𝑉−5 = 30 V 

𝑉7 = 20 V 

𝑉−11 = 10 V 

𝑉13 = 5V 

𝐿𝑠  = 0.005 𝑚𝐻 

𝑅𝑠  =0.5 𝛺 

𝑉𝑠1,3 = +50 V 

𝑉𝑠2 = +100 V 

𝑉𝑠1,3 = 230 V 

𝑉𝑠2 = 180 V 

 

 

SAPF 

dc link voltage references  

dc link capacitor: 

output filters: 

𝑉𝑑𝑐 = 650 V 

C = 2200 𝜇𝐹 

𝐿𝑓  = 14 𝑚𝐻 

𝑅𝑓  =2.5 𝛺 

 

Load  

Non-linear load: 

 

𝑅𝐿 = 153 Ω 

𝐿𝐿 = 10 mH  
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                                                   (a)                                                                                     (b)                                                                               (c) 

Fig. 10. Experimental results of SAPF in case of distorted voltage. (a) The proposed method. (b) MCCF-PLL. (c) MAF-PLL 

   According to Fig. 11. (a), (b) and (c), 𝑉𝑠1,2,3 is unbalanced and harmonically contaminated with the values that are indicated in 

Table 1. 𝑖𝑙𝑜1,2,3 is affected by the harmonic components caused by the non-linear load and the unbalanced distorted voltage with 

different THDs (THD of 𝑖𝑙𝑜1,3 is 25% and THD of 𝑖𝑙𝑜2 is 39%). It is obvious that even under the presence of harmonic 

components and unbalance, 𝑉𝑠𝑓1,2,3 attained by the proposed method takes only half cycle to be filtered. While 𝑉𝑠𝑓1,2,3 extracted 

by the other techniques takes approximately two cycles to be stabilized and filtered. As a consequence,  𝑖𝑠1,2,3 synchronized by 

the proposed technique takes only 0.15s to reach steady state with a THD less than 5%. Whereas 𝑖𝑠1,2,3 synchronized by the 

MCCF-PLL and MAF-PLL take respectively two cycles and more than two cycles to reach to steady state, which is noticeable 

on 𝑖𝑑 and 𝑖𝑑𝑑𝑐 .    

  In Fig. 12. (a), (b) and (c), 𝑉𝑠1,2,3 is contaminated with the harmonic components and dc offset, where the dc offset of phases 1 

and 3 is set to 50V, while the dc offset added to the second phase is 100V, these values are selected exaggeratedly and higher 

than the dc offset that can happen in real application to demonstrate the effectiveness of the proposed technique under the worst 

cases. The fundamental of 𝑉𝑠1,2,3 is set to 200V. The wave form of 𝑖𝑙𝑜1,2,3 is contaminated with different THDs (THD of 𝑖𝑙𝑜1,3 is 
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28% and the one of 𝑖𝑙𝑜2 is 32%). Since the load is non-linear (three phase rectifier) and balanced, a three phase three wires 

inverter with one dc-link capacitor is sufficient to compensate for the harmonic contamination under adverse grid conditions. 

However, in case the non-linear load is unbalanced or linear with neutral, using another structure of the inverter such as three 

phase four wires inverter is mandatory. It is obvious that the appearance of dc offset does not affect the proposed technique in 

extracting 𝑉𝑠𝑓1,2,3 within a half cycle. Whereas it causes slower time response to obtain 𝑉𝑠𝑓1,2,3 (more than two cycles) using the 

MAF-PLL and MCCF-PLL. Moreover, it is clear that 𝑉𝑠𝑓1,2,3 filtered by the CCFs still contain dc offset. The MCCF-PLL can be 

improved to cancel the dc offset, but that improvement is achieved on the cost of the response speed. In the case where the dc 

offset appear, the band width of the MAF applied to extract 𝑖𝑑𝑑𝑐 is set to one cycle. As a result, 𝑖𝑠1,2,3 synchronized by the 

proposed technique takes 0.024s to reach steady state with a THD less than 5% which respects the abovementioned standards. 

However, the transient responses of 𝑖𝑠1,2,3 improved by the MAF-PLL and MCCF-PLL take roughly more than two cycles to 

reach steady state. 

 

                                                    (a)                                                                                    (b)                                                                                (c) 

Fig. 11. Experimental results of SAPF in case of distorted unbalanced voltage. (a) The proposed method. (b) MCCF-PLL. (c) MAF-PLL 
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                                                     (a)                                                                                 (b)                                                                                (c) 

Fig. 12. Experimental results of SAPF in case of distorted unbalanced voltage. (a) The proposed method. (b) MCCF-PLL. (c) MAF-PLL 

V.  CONCLUSION 

   This paper proposes an improved open loop strategy based on NLS approach for synchronizing the RCC of the SAPF. The 

proposed techniques proved it is efficiency in extracting the fundamental component of the voltage and estimates its phase even 

under noise contaminated data. Moreover, the proposed method is compared with advanced PLLs (MCCF-PLL and MAF-PLL) 

to prove its accuracy and the fast dynamic response. The practical results showed that the advanced PLLs may require more than 

two cycles to synchronous the RCC of the SAPF. Whereas the proposed technique requires only a half cycle to provide an 

accurate estimation of the voltage phase in the presence of harmonic contamination, unbalance and dc offset. As a result, the 

dynamic response and the robustness of the SAPF are improved. 
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