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ABSTRACT

A system to synthesize in real-time the sound of footsteps on different materials is presented. The system is based on microphones which allow the user to interact with his own footwear. This solution distinguishes our system from previous efforts that require specific shoes enhanced with sensors. The microphones detect real footsteps sounds from users, from which the ground reaction force (GRF) is estimated. Such GRF is used to control a sound synthesis engine based on physical models. Evaluations of the system in terms of sound validity and fidelity of interaction are described.
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1 INTRODUCTION

The development of efficient yet accurate simulation algorithms, together with improvements in hardware technology, has boosted the research on auditory display and physically based sound models for virtual environments (VEs) [27, 23, 7].

The addition of auditory cues and their importance in enhancing the sense of immersion and presence is a recognized fact in virtual environment research and development. Most prior work in this area has focused on sound delivery methods [25, 24], sound quantity and quality of auditory versus visual information [4] and 3D sound [11, 28]. Recent studies have investigated the role of auditory cues in enhancing self-motion and presence in virtual environments [17, 15, 26].

Self-generated sounds have been often used as enhancements to VEs and first-person 3D computer games – particularly in the form of footstep sounds accompanying self-motion or the presence of other virtual humans.

Such sounds are used to produce embodiment and a sense of weight with the overall goal of heightening the sense of "realness" to the character or person. Usually such sounds are taken from sound libraries or recorded by Foley artists who put shoes in their hands and interact with different materials to simulate the act of walking.

Recently, several physics-based algorithms have been proposed to simulate the sounds of walking. One of the pioneers in this field is Perry Cook, who proposed a collection of physically informed stochastic models (PhiSM) simulating several everyday sonic events [5]. Among such algorithms the sounds of people walking on different surfaces were simulated [6]. A similar algorithm was also proposed in [10], where physically informed models reproduced several aggregate surfaces. Procedural sound synthesis of walking has also been recently described in [9].

Previous work on interactive footwear, such as the research performed by Paradiso and coworkers [21, 3], consisted of designing shoes augmented with sensors used to control footsteps sounds. A smaller number of examples, such as recent work of Nordahl [20] and Law et al. [18], have even aimed to provide multimodal cues linked to footsteps events in such environments.

In this paper, we are particularly interested in developing a solution which requires a minimum amount of sensing technology and is shoe independent, which means that subjects can keep their own footwear while using the system. This creates several advantages from the interaction side: users do not need to wear ad-hoc designed shoes, whose wearability is decreased by the addition of several sensors.

We propose an interactive system which enables a designer to synthesize in real-time footsteps sounds of different materials. We describe the results of experiments whose goal is to test the degree of realism of the system, the ability of subjects to recognize the virtual material they are walking on, and the fidelity of interaction.

The ultimate goal is to integrate this system in the simulation of multimodal virtual environments where the act of walking plays an important role.

2 THE SOUND SYNTHESIS ENGINE

We developed a physically based sound synthesis engine able to simulate the sounds of walking on different surfaces. Acoustic and vibrational signatures of locomotion are the result of more elementary physical interactions, including impacts, friction, or fracture events, between objects with certain material properties (hardness, density, etc.) and shapes. The decomposition of complex everyday sound phenomena in terms of more elementary ones has been an organizing idea in auditory display research during recent decades [12]. In our simulations, we draw a primary distinction between solid and aggregate ground surfaces, the latter being assumed to possess a granular structure, such as that of gravel.

2.1 Solid surfaces

Sonic interactions between solid surfaces have been extensively investigated, and results are available which describe the relationship between physical and perceptual parameters of objects in contact [16, 27]. Such sounds are typically short in duration, with a sharp temporal onset and relatively rapid decay.

A common approach to synthesizing such sounds is based on a lumped source-filter model, in which an impulsive excitation s(t), modeling the physics of contact, is passed through a linear filter h(t), modeling the response of the vibrating object as y(t) = s(t) ∗ h(t).

Modal synthesis [1] is one widely adopted implementation of this idea. In this synthesis technique, the response model h(t) is decomposed in terms of the resonant frequencies fi of the vibrating object, also known as the modes of the object. The re-
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response is modeled as a bank of filters with impulse response 
\[ h(t) = \sum_{i} a_i e^{-\lambda_i t} \sin(2\pi f_i t) \], where \( a_i \) represent the amplitudes of the modes, \( h_i \) the decay rates of the modes, and \( f_i \) the frequencies of the modes.

A footstep sound can be considered as the result of multiple micro-impact sounds between a shoe and a floor. The set of such micro-events can be thought as the result of the interaction between an exciter and a resonator. The exciter is represented by the interaction between shoe and ground. Such interaction can be either continuous, as in the case of a foot sliding across the floor, or discrete, as in the case of walking on a solid surface.

To simulate such scenarios, both an impact and friction model were implemented.

In the impact model, the excitation corresponding to each impact \( s(t) \) is assumed to possess a short temporal extent and an unbiased frequency response. Such excitation consists of a discrete-time model of the force \( f \) between the two bodies, dependent on additional parameters governing the elasticity of the materials, their velocity of impact \( \dot{x} \), and masses:

\[
    f(x, \dot{x}) = \begin{cases} 
        -kx^2 - \lambda x^{1/2} \dot{x} & \text{if } x > 0 \\
        0 & \text{if } x \leq 0
    \end{cases}
\]

where \( \alpha \) depends on the local geometry around the contact surface, and \( x \) stands for the compression of the exciter (when \( x > 0 \) the two objects are in contact) [2].

In the friction model we adopted a dynamic model, where the relationship between relative velocity \( v \) of the bodies in contact and friction force \( f \) is represented through a differential equation rather than static mapping. Assuming that friction results from a large number of microscopic elastic bonds, called bristles in [8], the \( v \)-to-\( f \) relationship is expressed as:

\[
    f(z, \dot{z}, v, w) = \sigma_0 z + \sigma_1 \dot{z} + \sigma_2 v + \sigma_3 w
\]

where \( z \) is the average bristle deflection, the coefficient \( \sigma_0 \) is the bristle stiffness, \( \sigma_1 \) the bristle damping, and the term \( \sigma_2 v \) accounts for linear viscous friction. The fourth component \( \sigma_3 w \) relates to surface roughness, and is simulated as fractal noise.

### 2.2 Aggregate surfaces

To synthesize aggregate surfaces, we implemented the physically informed sonic models (PhiSM) algorithm [5].

This model simulates particle interactions by using a stochastic parameterization. This means that the different particles do not have to be modeled explicitly, but only the probability that particles will create some noise is simulated. For many particle systems, this phenomenon is well taken into account by using a simple Poisson distribution, where the sound probability is constant at each time step, giving rise to an exponential probability waiting time between events.

### 2.3 Implementation

Using the algorithms described in the previous sections, we implemented a comprehensive collection of footstep sounds. As solid surfaces, we implemented metal and wood. In these materials, the impact model was used to simulate the act of walking, while the friction model was used to simulate the sound of creaking wood.

As aggregate surfaces, we implemented gravel, sand, snow, forest underbrush, dry leaves, pebbles and high grass. The simulated metal, wood and creaking wood surfaces were furthermore enhanced by using some reverberation. The role of reverberation is discussed in the testing section.

The sound synthesis algorithms were implemented in C++ as external libraries for the Max/MSP sound synthesis and multimedia real-time platform. To enable compatibility with the Pure Data platform, the algorithms were implemented using Flext.

In our simulations, designers have access to a sonic palette making it possible to manipulate all such parameters, including material properties. One of the challenges in implementing the sounds of different surfaces was to find suitable combinations of parameters which provided a realistic simulation. For each simulated surface, recorded sounds were analyzed according to their combinations of events, and each subevent was simulated independently. As an example, the sound produced while walking on dry leaves is a combination of granular sounds with long duration both at low and high frequencies, and noticeable random sounds with not very high density that give to the whole sound a crunchy aspect. These different components were simulated with several stochastic models having the same density, duration, frequency and number of colliding objects.

The amplitude of the different components were also appropriately weighed, according to the same contribution present in the corresponding real sounds. Finally, a scaling factor for the sub-components volumes gives to the whole sound an appropriate volume, in order to recreate a similar sound level which it would happen during a real footstep on each particular material.

A pilot test was run to ascertain that such a global volume plays an important role in the judgments concerning the sounds' realism and in the recognition of the surface material. Indeed, wrong settings for such a parameter can cause wrong recognitions.

### 3 Controlling the Sound Synthesis Engine

The developed sound synthesis engine is controlled as following: users are asked to walk inside an area delimited by four microphones placed on the floor in a square configuration. Specifically, we used four Shure BETA 91, high performance condenser microphones with a tailored frequency response designed specifically for kick drums and other bass instruments. The microphones’ features made them a good candidate for the purpose of capturing footsteps sounds. In the interaction between a foot and a sole, the exciter is usually called ground reaction force (GRF), i.e., the reaction force supplied by the ground at every step. The aim of the phase of analysis has been that of extracting the GRF from the acoustic waveform. The real footsteps sounds produced are detected by the microphone, and their GRF extracted and used to control the temporal evolution of the synthetic footsteps. An example of a footstep sound and its corresponding GRF is shown in Figure 1.

### 4 Experiment

We conducted different experiments whose goal is to investigate the ability of subjects to recognize the different walking sounds they were exposed to. The study of human perception of locomotion sounds has addressed several properties of walking sound sources: the gender [19, 13] and posture of a walker [22], the emotions of a walker [13], the hardness and size of the shoe sole [13], and the ground material [14].

Such studies have been concerned only with recognition of sounds in an off-line scenario, where subjects were asked to listen to some sounds and classify them. In this experiment, we are interested in having subjects classify sounds both off-line, but also in an active settings, i.e., by using the developed interactive system. One of our hypotheses is that the recognition when using the interactive system is higher than in the off-line setup.

Moreover, we conducted an experiment using recorded real sounds in order to compare their recognition rate with that of the developed synthesized sounds.
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4.1 Methods

Three kinds of experiments were conducted:

1. experiment 1: recognition of footsteps sounds generated in real time by the subjects.
2. Experiment 2: recognition of synthesized recorded footsteps sounds.
3. Experiment 3: recognition of real recorded footsteps sounds.

The sounds provided during experiment 1 were synthesized sounds generated in real time while subjects were walking using the interactive system described in the previous section. The sounds provided during experiment 2 consisted of recordings of footsteps sounds generated by the use of the interactive system. The sounds provided during experiment 3 consisted of recordings of real footsteps sounds on different surfaces. Such sounds were chosen among those available on the Hollywood Edge sound effects library. Each sound in experiment 2 and 3, composed of several footsteps, had duration of about 7 seconds.

Participants were exposed to 26 trials in experiment 1 and 2, and 30 trials in experiment 3. During experiments 1 and 2, 13 stimuli were presented twice in randomized order. The stimuli consisted of footsteps sounds on the following surfaces: beach sand, gravel, dirt plus pebbles (like in a country road), snow (in particular deep snow), high grass, forest underbrush (a forest floor composed by dirt, leaves and branches breaking), dry leaves, wood, creaking wood and metal. To simulate room characteristics, footsteps sounds on wood, creaking wood and metal were enhanced adding a certain amount of reverberation.

In experiment 3, fifteen stimuli were presented twice in randomized order. They consisted of the previous mentioned sounds without the reverberated ones, more footsteps sounds on carpet, concrete, frozen snow, puddles and water.

4.1.1 Participants

Fourtyfive participants were divided in three groups (n = 15) to perform the three between-subjects experiments. The three groups were composed respectively of 6 men and 9 women, aged between 19 and 29 (mean=22.13, standard deviation=2.47), 8 men and 7 women, aged between 20 and 35 (mean=22.73, standard deviation=4.01), and 10 men and 5 women, aged between 20 and 29 (mean=23.13, standard deviation=2.39). All participants reported normal hearing conditions. All participants were naive with respect to the experimental setup and to the purpose of the experiment.

During experiment 1 the shoes used by subjects were sneakers, trainers, boots and other kinds of shoes with rubber soil. The participants took in average about 24, 15 and 12 minutes for experiments 1, 2 and 3 respectively.

4.1.2 Setup

All experiments were carried out in an acoustically isolated laboratory where three setups were installed. The setup for experiment 1 consisted of the interactive system, and the participants were asked to use it in order to generate the footsteps sounds in real time (see Figure 2).

The setup for experiments 2 and 3 consisted of a simple graphical user interface with which the participants were asked to interact, and a spreadsheet to collect their answers.

The interface was created using the Max/MSP program and was composed only by buttons to be pressed. Each button was numbered, and by pressing it a sound was triggered and conveyed to the user by means of headphones. Users were asked to press each button according to their numerical order, and to write the corresponding answers on the spreadsheet.
4.1.3 Task
During experiment 1 the participants were asked to wear a pair of headphones and to walk in the area delimited by the microphones. They were given the list of different surfaces to be held in one hand, presented as non-forced alternate choice.

During the act of walking they listened simultaneously to footsteps sounds on a different surface according to the stimulus presented. The task consisted of answering by voice the following three questions after the presentation of the stimulus:

1. Which surface do you think you are walking on? For each stimulus choose an answer in the following list: 1) beach sand, 2) gravel, 3) dirt plus pebbles, 4) snow, 5) high grass, 6) forest underbrush, 7) dry leaves, 8) wood, 9) creaking wood, 10) metal, 11) carpet, 12) concrete, 13) frozen snow, 14) puddles and water, 15) I don’t know.

2. How close to real life is the sound in comparison with the surface you think it is? Evaluate the degree of realism on a scale from 1 to 7 (1=low realism, 7=high realism).

3. Evaluate the quality of the sound on a scale from 1 to 7 (1=low quality, 7=high quality).

At the end of the experiment, subjects were asked some questions concerning the naturalness of the interaction with the system and to comment on its usability and possible integration in a virtual reality environment.

The task in experiment 2 was similar to experiment 1. However, subjects were sitting on a chair, listening to the sounds through headphones and interacting with the interface mentioned in section 4.1.2. The task in experiment 3 was similar to experiment 2, but in addition to the classification of the surfaces subjects were also asked to evaluate the degree of certainty of their choice on a scale from 1 to 7. At the end of the experiments 2 and 3 the subjects were also given the opportunity to leave an open comment on their experience interacting with the system.

The list included a range of materials wider than those presented in experiment 1 and 2 (see section 4.1). Conversely, in experiment 3 all the materials in the list were presented. The subjects were informed that they could choose the same material more than one time and that they were not forced to choose all the materials in the list. In addition for experiment 1, they could use the interactive system as much as they wanted before giving an answer. Likewise for experiments 2 and 3 they could listen to the sounds as much as they wanted. When passed to the next stimulus they could not change the answer to the previous stimuli.

4.2 Results
The collected answers were analyzed and compared between the three experiments. Results concerning the percentage of correct answers in experiment 1 and 2 are illustrated in Figure 3, while the comparison between the two experiments in terms of realism and quality of the sounds is showed in Figure 4. The degree of realism was calculated only looking at data from correct answers, i.e., when the surface was correctly recognised.

The first noticeable element emerging from both figures is that almost always the use of the interactive system gave rise to a better recognition of the surfaces and a higher evaluation of realism and quality of the proposed sounds, rather than the recorded sounds. In both experiments the footsteps sounds on snow, creaking wood (with and without reverb), gravel and metal (with reverberation) were correctly recognized with high percentage, while the recognition of the surfaces dirt plus pebbles, high grass and wood (with reverberation) turned out to be wrong most of the times. Regarding the recognition of the other surfaces, good results were found for beach sand and forest underbrush, while correct recognition for dry leaves and wood (without reverberation) were under 50%.

All percentages were higher in experiment 1, although an in-depth analysis shows significant difference only for dry leaves ($\chi^2 = 4.1761$, df = 1, p-value = 0.041) and metal ($\chi^2 = 4.6886$, df = 1, p-value = 0.03036).

An analysis performed on the wrong answers reveals that in average subjects tended to classify erroneously a surface as another belonging to a same category (e.g., wood-concrete, snow-frozen snow, dry leaves-forest underbrush) rather than to different categories (e.g., wood-water, wood-gravel, metal-dry leaves).

Moreover, results show that the addition of the reverberation to the sounds gave rise to better recognitions for metal, and worse for wood plus reverberation, which was perceived most of the times as concrete (not tangible differences were found for the creaking wood). As concerns the comparisons between reverberated and not reverberated sounds in terms of realism negligible differences were found, while in terms of quality the reverberated sounds led to light higher evaluations.

Results of the third experiment are illustrated in Figure 5. Recognition of recorded sounds was quite good in average, with a better performance for the solids and liquids surfaces compared to the aggregate ones. In particular metal, wood, creaking wood, concrete, frozen snow, water and gravel show very high percentages, while the sound of the high grass confirms the negative trend already emerged in the previous experiments. All the other materials present percentages over 50%, with the exception of dry leaves, dirt plus pebbles and forest underbrush, as the data in Table 3 show.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Correct answers</th>
<th>Wrong answers</th>
<th>I don’t know</th>
<th>Realism</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach Sand</td>
<td>50.00</td>
<td>26.67</td>
<td>13.33</td>
<td>5.3</td>
<td>5.75</td>
</tr>
<tr>
<td>Gravel</td>
<td>70.00</td>
<td>86.67</td>
<td>3.33</td>
<td>5.75</td>
<td>4.73</td>
</tr>
<tr>
<td>Dirt pebbles</td>
<td>10.00</td>
<td>16.67</td>
<td>13.33</td>
<td>5.81</td>
<td>5.67</td>
</tr>
<tr>
<td>Snow</td>
<td>80.00</td>
<td>33.33</td>
<td>5.16</td>
<td>4.93</td>
<td>5.17</td>
</tr>
<tr>
<td>High Grass</td>
<td>63.33</td>
<td>33.33</td>
<td>5.33</td>
<td>4.84</td>
<td>4.7</td>
</tr>
<tr>
<td>Forest Underbrush</td>
<td>60.00</td>
<td>13.33</td>
<td>5.67</td>
<td>4.93</td>
<td>5.17</td>
</tr>
<tr>
<td>Dry Leaves</td>
<td>40.00</td>
<td>60.00</td>
<td>13.33</td>
<td>5.33</td>
<td>4.93</td>
</tr>
<tr>
<td>Wood</td>
<td>66.67</td>
<td>20.00</td>
<td>10.00</td>
<td>3.83</td>
<td>5.17</td>
</tr>
<tr>
<td>Creaking Wood</td>
<td>33.33</td>
<td>6.67</td>
<td>0.00</td>
<td>5.16</td>
<td>5.17</td>
</tr>
<tr>
<td>Metal</td>
<td>93.33</td>
<td>33.33</td>
<td>3.33</td>
<td>4.93</td>
<td>5.17</td>
</tr>
<tr>
<td>Metal plus Reverb</td>
<td>83.33</td>
<td>10.00</td>
<td>6.67</td>
<td>3.6</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Table 1: Results of experiment 1: recognition (in percentage) of the surfaces with the interactive system.
Correct answers | Wrong answers | I don’t know | Realism | Quality
--- | --- | --- | --- | ---
Beach Sand | 56.67 | 51.33 | 0 | 4.18 | 4.77
Gravel | 66.67 | 33.33 | 0 | 4.9 | 4.57
Dirt Pebbles | 10 | 90 | 0 | 4.71 | 4.37
Snow | 83.33 | 13.33 | 3.33 | 5.17 | 5.14
High Grass | 33.33 | 66.67 | 3.33 | 5 | 4.3
Forest Underbrush | 36.67 | 60 | 3.33 | 4.22 | 4.27
Dry Leaves | 13.33 | 86.67 | 0 | 4.5 | 3.87
Wood | 36.67 | 66.7 | 30 | 4.58 | 4
Creaking Wood | 76.67 | 13.33 | 10 | 3.17 | 3.82
Metal | 50 | 16.67 | 33.33 | 2.93 | 3.29
Wood plus Reverb | 66.67 | 33.33 | 20 | 6 | 4.04
Creaking Wood plus Reverb | 76.67 | 13.33 | 10 | 3.35 | 3.89
Metal plus Reverb | 66.67 | 6.67 | 26.67 | 3.3 | 4.3

Table 2: Results of experiment 2: recognition (in percentage) of the surfaces with the recorded synthesized sounds.

The degree of certainty in the answers seems to be on average consistent with the percentage of correctness (even if there are some exceptions, as for the footsteps on puddles, which were erroneously classified as footsteps through the water).

What emerges from these results is the ability of the subjects in distinguishing materials in the same category for solid surfaces, and their difficulties in the recognition of aggregate surfaces (aspect also confirmed by the comments of the participants). Indeed the analysis of the wrong answers for aggregate surfaces confirms the tendency already showed in the previous experiments, in classifying erroneously a surface as another belonging to a same category.

From the comparison with the results of the recognition of the surfaces presented in the previous two experiments, one can note that the percentage of correct answers for the same surfaces is higher for the experiment 3, with the exception of the snow in both experiment 1 and 2, and of forest underbrush and creaking wood (with reverberation) in experiment 1. Moreover similar percentages were found for beach sand in experiment 1 and 3, and the percentage of gravel is high in the same experiments. Finally the very low percentages for the high grass in the three experiments confirm that this is a sound difficult to recognize.

The final questions of experiment 1 (evaluated on a seven-point Likert scale) show that subjects judged the interaction with the system quite natural (mean= 5.6), and that they felt quite normal (mean= 5.33) and a little bit constrained (mean 2.9) during the act of walking. Indeed, subjects commented on the need of a wider area to walk and of a wireless headphones set.

Finally, regarding the "I do not know" answers the percentage was higher in experiment 2 (10.77%) rather than experiment 1 (7.95%), and lower (3.11%) for the experiment 3. Tables 1, 2, 3 show in details the results of experiment 1, 2 and 3 respectively.

5 DISCUSSIONS

A footstep sound is extremely dependent both on the kind of shoes a person is wearing and on the kind of floor the person is walking on. All sounds were synthesized assuming that the shoes hitting the floor had a solid sole. This aspect is extremely important in the simulation of solid floors. As a matter of fact, when interacting with virtual wood and metal more than one participant commented of having the sensation of wearing a different kind of shoe. More precisely, they commented that they felt like they were wearing a shoe with a solid sole. This indicates the ability of auditory feedback to affect perception of material.

homogeneous ones: as proof of the good success our design we
found that for the sound of the wood and metal floors more than one participant commented that he/she felt like wearing a different kind of shoe, and for the precision with a solid soil.

In general, the use of the interactive system facilitated the recognition task, and the sound quality of the system was perceived as higher.

One peculiar element of the interactive system is the lack of haptic feedback which is present when walking in the real world and is an important element in the perception of a surface. This lack will be compensated in future implementations of the system, where haptic feedback will be integrated. Some subjects also commented on the importance of visual feedback, which would have obviously helped in the recognition task.

### 6 Conclusions and Future Work

In this paper, we introduced a real-time footsteps synthesizer controlled by the user, which works independently from the footwear. This is a feature that distinguishes our prototype from other systems developed with similar goals.

The system was tested in a between-subjects experiment, where it was compared to a recognition task including recorded and synthesized offline sounds. Results show that subjects are able to recognize most of the synthesized surfaces using the interactive system with high accuracy. Similar accuracy can be noticed in the recognition of real recorded footsteps sounds, which is an indication of the success of the proposed algorithms and their control.

The developed system is ready to be integrated in computer games and interactive installations where a user can navigate. The simulations proposed, however, reproduce the act of walking on a flat surface.

On the other hand, real life scenarios include also uphill and downhill movements whose footsteps sounds differ significantly from those produced while walking on a flat surface. Such situations can be incorporated in our synthesis engine, by modifying different parameters of the corresponding sounds such as amplitude and temporal variations.

In future work, we indeed plan to utilize the system in multimodal environments, and include haptic and visual feedback, to understand the role of the different sensorial modalities to enhance sense of immersion and presence in scenarios where walking plays an important role.
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### Table 3: Results of experiment 3: recognition (in percentage) of the surfaces with the recorded real sounds.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Correct answers</th>
<th>Wrong answers</th>
<th>I don’t know</th>
<th>Degree of certainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beach Sand</td>
<td>53.33</td>
<td>46.67</td>
<td>0.0</td>
<td>4.3</td>
</tr>
<tr>
<td>Gravel</td>
<td>80.00</td>
<td>13.33</td>
<td>6.67</td>
<td>0.0</td>
</tr>
<tr>
<td>Dirt pebbles</td>
<td>43.33</td>
<td>56.67</td>
<td>0.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Snow</td>
<td>63.33</td>
<td>36.67</td>
<td>0.0</td>
<td>5.93</td>
</tr>
<tr>
<td>Frozen Snow</td>
<td>70.00</td>
<td>16.67</td>
<td>13.33</td>
<td>5.66</td>
</tr>
<tr>
<td>High Grass</td>
<td>10.00</td>
<td>83.33</td>
<td>6.67</td>
<td>3.5</td>
</tr>
<tr>
<td>Forest Underbrush</td>
<td>36.67</td>
<td>60.00</td>
<td>3.33</td>
<td>4.14</td>
</tr>
<tr>
<td>Dry Leaves</td>
<td>56.67</td>
<td>33.33</td>
<td>0.0</td>
<td>4.77</td>
</tr>
<tr>
<td>Concrete</td>
<td>70.00</td>
<td>23.33</td>
<td>6.67</td>
<td>4.43</td>
</tr>
<tr>
<td>Wood</td>
<td>80.00</td>
<td>16.67</td>
<td>3.33</td>
<td>5.17</td>
</tr>
<tr>
<td>Creaking Wood</td>
<td>90.00</td>
<td>6.67</td>
<td>3.33</td>
<td>6.14</td>
</tr>
<tr>
<td>Metal</td>
<td>96.67</td>
<td>3.33</td>
<td>0.0</td>
<td>6.33</td>
</tr>
<tr>
<td>Carpet</td>
<td>66.67</td>
<td>23.33</td>
<td>10.00</td>
<td>4.78</td>
</tr>
<tr>
<td>Puddles</td>
<td>53.33</td>
<td>66.67</td>
<td>0.0</td>
<td>2.8</td>
</tr>
<tr>
<td>Water</td>
<td>86.67</td>
<td>13.33</td>
<td>0.0</td>
<td>6.57</td>
</tr>
</tbody>
</table>

---
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Figure 4: Comparison of the mean of the degree of realism (top) and quality of the sound (bottom) for each surface in experiment 1 (black) and 2 (white). Surface type from left to right: 1-beach sand, 2-gravel, 3-dirt pebbles, 4-snow, 5-high grass, 6-forest underbrush, 7-dry leaves, 8-wood, 9-creaking wood, 10-metal, 11-wood plus reverberation, 12-creaking wood plus reverberation, 13-metal plus reverberation.


