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ABSTRACT
An approach to intercultural training of nonverbal behavior is presented that draws from research on role-plays with virtual agents and ideas from situated learning. To this end, a mobile serious game is realized where the user acquires knowledge about German emblematic gestures and tries them out in role-plays with virtual agents. Gesture performance is evaluated making use of build-in acceleration sensors of smart phones. After an account of the theoretical background covering diverse areas like virtual agents, situated learning and intercultural training, the paper presents the GAME approach along with details on the gesture recognition and content authoring. By its experience-based role-plays with virtual characters, GAME brings together ideas from situated learning and intercultural training in an integrated approach and paves the way for new m-learning concepts.
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1. INTRODUCTION
Learning a foreign language often concentrates on the verbal aspect of the learning endeavor. But communication is not only concerned with verbal proficiency but it is inherently multimodal ranging from facial expressions over gestures to spatial behavior, which often follow culturally determined heuristics. As an example consider a dinner table discussion. The structure of such a multiparty conversation can vary from a very orderly turn after turn sequence to a very lively situation where several interactions and discussions take place at the same time between different participants. Often such nonverbal aspects of communication give rise to severe misunderstandings [25]. For instance, the first group in our example might classify the second one as chaotic and unfocused whereas the second group might think of the first one as restrained, distant and cold. Another well studied example is the use of space in interpersonal encounters [7]. While for instance in Northern Europe a certain distance between interlocutors is generally acceptable, in an Arabic context, this distance should not be to far in order to allow for touching between interlocutors. Again the interpretation of the other group’s behavior is bound to differ, often resulting in the first group finding the second group invasive or pushy and the second thinking about the first as distant and cold. This is due to the fact that behavior is interpreted based on unconscious cultural heuristics that are formed by our personal interaction histories in the cultural groups to which we belong. The aim of intercultural training is thus two-fold [10]. First, the trainee has to realize that a communicative situation is ambiguous and can be interpreted in different ways (awareness) before he can try to adjust to different perspectives (knowledge and skills).

In this paper we present our ideas on assisting this endeavor by a technical solution. Thereby we draw motivation from two different areas. First, virtual agents, e.g. in the form of embodied conversational characters [3], offer natural interaction possibilities because of their potential to emulate verbal and nonverbal human behavior. In general, nonverbal interaction comprises facial expressions, gaze behavior, gestures, and body posture, which all play sometimes distinct, sometimes redundant roles in face to face communication. Virtual characters have also been show to be engaging tools for tutoring systems (see Section 2), and thus present a good starting point for exemplifying different perspectives in intercultural training and thus presents our first motivation in developing GAME.
Second, current trends in intercultural training emphasize the importance of a coaching approach [6], which is centered on the trainee’s needs, goals, and especially on his agenda. This means that instead of following standard lessons in the classroom, small-scale experience-based learning sessions are delivered to the trainee anytime anywhere. Ideally, these learning sessions are tailored to the specific context and situation. For instance, being at the train station in Munich triggers a learning session on how to purchase a train ticket in Tokyo station. The coaching idea is the second motivation for our work.

With GAME (Gesture Activated Mobile Edutainment) we present our first step in this direction by realizing an experienced-based role-play with virtual characters on a smartphone for increasing intercultural awareness and training nonverbal behavior, in our case German emblematic gestures. In this paper, we first present the relevant ideas from diverse research directions like virtual characters and cultural training that have been integrated in the system (Section 2). Then, the GAME approach is presented, starting with the challenge of gesture recognition on the mobile phone over training and game mode of the application and ending with details on the authoring of learning scenarios (Section 3). Afterwards, an exploratory study is presented that took place on a public event (Section 4) before the paper concludes (Section 5).

2. THEORETICAL BACKGROUND
GAME brings together different research directions from cultural training over role-plays with virtual characters to mobile learning in a comprehensive edutainment scenario drawing heavily from previous work in these diverse areas. In the following, a short introduction is given to diverse backgrounds.

2.1 Enculturated Agent Systems
Culture itself is a multiply defined notion that gives rise to many misconceptions ranging from theater and art over language and national affiliation. Thus, it is necessary to specify exactly, what is meant by culture in the envisioned training system as this notion affects several levels of the system like the content of the learning scenarios or the behavior of the virtual characters. We claim that it is indispensable to base a system that integrates cultural aspects of interaction on a thorough theoretical foundation that allows for reliably predicting patterns of behavior that are influenced by cultural heuristics. Hofstede [10] presents a starting point for this approach by realizing an experienced-based role-play with virtual characters on a smartphone for increasing intercultural awareness and training nonverbal behavior, in our case German emblematic gestures. Hofstede’s dimensional model [10], a probabilistic model of nonverbal behavior is derived, which is employed to categorize and interpret observed user behavior and to control the animations of virtual characters. The user actually performs nonverbal behaviors, e.g., by using a Wiimote, which allows for executing and analyzing gestures. Thus, it becomes possible to give the user a direct feedback on his performance. A prototype is described that gives feedback to users on their performance by adapting the nonverbal behavior of a group of agents. That the collected data presents a rich source of comparative data is exemplified in [5], where the data corpus is used to analyze and model cultural aspects of verbal interaction. A plan-based approach for realizing culture-specific small talk between virtual agents in first meetings is developed based on the empirical insights gained from the recordings.

The commercially most successful intelligent tutoring system that employs virtual characters and focuses on cultural aspects is the tactical language training [14]. It is used as a training tool for soldiers that face ex-patriate missions. In the training sessions, the users have to solve tasks by employing their language knowledge in the given situation. The main interaction modality is speech. Additionally, users can select gestures to accompany their utterances that are then played as an animation of their avatar. Culture is equated in this case with the language that is trained and used as a back story for creating animations for the virtual characters. The training goal is language proficiency.

A similar problem was encountered in [22], which led to a thorough empirical study in order to deal with the lack of reliable data. Based on the results and Hofstede’s dimensional model [10], a probabilistic model of nonverbal behavior is derived, which is employed to categorize and interpret observed user behavior and to control the animations of virtual characters. The user actually performs nonverbal behaviors, e.g., by using a Wiimote, which allows for executing and analyzing gestures. Thus, it becomes possible to give the user a direct feedback on his performance. A prototype is described that gives feedback to users on their performance by adapting the nonverbal behavior of a group of agents. That the collected data presents a rich source of comparative data is exemplified in [5], where the data corpus is used to analyze and model cultural aspects of verbal interaction. A plan-based approach for realizing culture-specific small talk between virtual agents in first meetings is developed based on the empirical insights gained from the recordings.

The neglect of a thorough cultural model can result in quite dubious systems is exemplified in [28] with a collaborative role-playing game. The approach is problematic because the game itself is culturally biased as it is a typical Western military action game. Moreover, the decisions players have to make in the game seem to be solely based on the developers intuition and thus their own cultural background. Thus, another bias is introduced on how to behave “correctly” in the game. Thus, showing different success rates when comparing US teams and multinational teams is not a surprising result.
2.2 Experience-Based Role-Plays

All of the above systems make use of virtual characters as a useful tool for training systems. Isbister [12] has convincingly argued for the use of agents to further cross-cultural communication skills between users. Compared to life role-playing games, learning with virtual agents adds new experiences to the learning process.

- **Repeatability:** The training scenario can be repeated as often as necessary without annoying a human training partner. Moreover, either one user can repeat a given lesson until he finishes successfully, or several users can train with the same agent successively.

- **Emotional Distance:** Because culture and cultural communication is a quite critical theme, people might easily get offended when treated (in their opinion) wrongly. Additionally, trainees are often hesitant in trying novel nonverbal behavioral styles. Interacting with an agent, the user does not have to be afraid of doing something wrong, or feel embarrassment.

- **Intensity:** With a virtual agent, special nonverbal features can be displayed in varying intensities, allowing to highlight even subtle differences in behavior. An added benefit is the possibility of isolating certain features allowing the user to concentrate only on those features.

- **Generalization:** The same agent and virtual scene can be used to simulate different cultures. Thus the same system can be reused and adopted for example to contrast the behavior of two cultures and point out the differences.

- **Feedback:** If the user’s behavior is logged during an interaction, the agent can be used to replay this behavior and exemplify/emphasize problems or progress and can contrast the behavior either with previous behavior of the user or with the target behavior.

Although it is often claimed that virtual agents have positive effects on the learning experience, there is only one reliable large-scale evaluation study so far that investigates the effects of experience-based role-plays with virtual characters in detail. FearNot!v2 is an anti-bullying learning software that is designed to exemplify coping strategies for bullying in school and to let children test different strategies in a safe environment. An evaluation study has been conducted in 30 classes in two countries to evaluate the effects of employing virtual agents in training systems [23], which shows that agents can be successfully employed for experience-based learning. Whereas interaction in FearNot was purely text driven, a follow-up system has been introduced, which makes use of the same agent architecture and integrates also some nonverbal behaviors [1].

The general idea behind employing experience-based role-plays is situated learning (e.g. [4]; [27]), which relates directly to the coaching idea. In this paradigm, learning has to take place in specific situations which provide rich contextual cues. Transferred to the language learning scenario for instance, instead of learning the dialogue for buying bread in class, you go to an actual bakery and buy bread there. This of course is not possible in most cases because often one starts learning a new language in one’s home country. Thus, role-plays with virtual characters are argued to be a good substitute to experience and learn in specific situations.

2.3 Intercultural Training

With GAME, we aim at providing the means to train gestures anytime anywhere in role-plays following suggestions by Hofstede [9], who describes three steps of intercultural training (Figure 1):

1. **Awareness:** The first step of gaining intercultural competence is being aware and accepting that there are differences in behavior. The hardest part of this learning step is to accept that there are no better or worse ways of behaving and especially that one’s own behavior routines are not superior to others. To realize this step in a learning system with embodied conversational agents, the trainee is confronted with a group of characters displaying the behavior routines of the target culture. With the knowledge of the trainee’s cultural background, the agents could also contrast the behavior of the target culture with the behavior of the trainee’s culture. Comparing the behavior patterns the trainee recognizes that there are differences but might not be able to name them.

2. **Knowledge:** In the second step, the trainee’s knowledge of what exactly is different in the behavior is increased, which can be interpreted as getting an intellectual grasp on where and how one’s own behavior differs. For instance the trainee might have felt a little bit uncomfortable in step one due to a different pattern of gaze behavior. In step two, he will gain the knowledge on how his behavior patterns differ from the patterns of the target culture and what the consequences are. In the learning system, the user is confronted with reactions to his behavior by his interlocutors. For instance, the agents could move away if the user comes too close. Moreover, the agents could replay specific behavior routines of the user and contrast them to the behavior routines of the target culture, pointing out where exactly the user’s behavior deviates from the target culture.

3. **Skills:** Hofstede argues that the first two steps are sufficient to avoid most of the obvious blunders in intercultural communication. If the trainee has the ambition to blend into the target culture and adapt his own
behavior, a third step is necessary, the training of specific nonverbal communication skills. If e.g. avoiding eye contact in negotiations is interpreted as a sign of disinterest in the target culture, it might be a good idea to train sustained eye contact for such scenarios. Again, virtual characters can play a vital role in this learning step due to the above mentioned features (see Section 2.2). Apart from the three steps introduced by Hofstede, Bennett [2] argues concisely that the success of a learning session is tightly related to the user’s stage of intercultural awareness. He establishes a succession of six stages from ethnocentrism to ethnorelativism that the trainee passes through and that differ in applicable teaching methods. This means, a full-blown contextual coaching application for cultural awareness will have to take all these dimensions into account by integrating the two-dimensional model depicted in Figure 1.

2.4 Summary

With GAME, we present a first step in this direction. The system integrates interactive role-plays with virtual characters with knowledge and skills training described by Hofstede. To this end, a mobile serious game is realized where the user acquires knowledge about German emblematic gestures and then trains to perform these gestures in role-plays with virtual agents. Gesture performance is evaluated making use of build-in acceleration sensors. Currently, Bennett’s ideas on the transition from ethnocentric to ethnorelativism that the trainee passes through and that differ in applicable teaching methods.

3. THE GAME APPROACH

Figure 2 gives an overview of the whole GAME architecture. GAME has been realized as a collaborative mobile environment. The user can choose to either run GAME in single user mode or in competitive mode. Collaboration can be implemented locally by one user becoming the master, the others the slaves or remotely by connecting to the GAME server. Here in this account we focus on the single user scenario and disregard the collaborative aspect of the system. The user can load new scenarios as well as gestures along with classifiers from the server. Content is authored by a XML-based authoring tool allowing for specifying narrative structure, cut scenes as well as gesture information, and can be done by expert community members from the target culture.

Relating to the three steps of intercultural training by Hofstede (see Section 2.3), GAME focuses on the second and third step assuming that the user already has a certain level of cultural awareness. Thus, by playing with the system, the user acquires knowledge and skills of culture-specific behavior, in our example about German emblematic gestures. To this end, the system features two modes, one dedicated to training specific skills (training mode, Section 3.2), the other allowing the user putting his new knowledge and skills to a test in specific situations, a visit to a beergarden (game mode, Section 3.3). Both modes require analyzing the user’s gestures. Details on this process are given in the next section.

3.1 MoGLE – Mobile Gesture Learning Environment

GAME aims at training German emblematic gestures. Thus, the user’s gestural input has to be classified. Current smartphones offer acceleration sensors, which can be utilized to this end. Accelerometer based gesture recognition has been shown to work at a high level of accuracy (e.g. [18], [21], [24], [26]). Based on previous work on gesture recognition with Nintendo’s Wiimote controller presented in [21], we aimed at utilizing the acceleration sensors of handhelds for the same end. Thus, the general ideas from [21] have been adapted. In order to become leaner and faster to operate on the restricted environment of a mobile phone, MoGLE (Mobile Gesture Learning Environment) restricts the number of available features and offers only a Naive Bayes classifier in order to minimize calculation efforts on the mobile device.

Figure 3 illustrates the standard classification process that has been integrated in MoGLE. To train the classifier, a training set is recorded for each gesture class preferably by different users. Features are calculated on the raw signals and the resulting feature vector along with the information about the gesture class is used to train the Naive Bayes classifier. For realtime classification, features are calculated for each gesture and the classifier calculates the most likely class for the feature vector. Currently, MoGLE is running under WindowsMobile on an HTC Touch Diamond\(^1\). The

\(^1\) Please contact the authors to receive a copy of the software.
acceleration sensors are working with a framerate of 60 Hz for each axis. On the raw data, standardized statistical features are calculated for each axis: minimum, maximum, length, mean, median, and gradient.

Different evaluations were run to ensure that performance is comparable to the results presented earlier. In [21], we have shown that accelerometer-based gesture and expressivity recognition is robust and reliable.

To evaluate MoGLE, we replicated one of the experiments done with the Wiimote. The gesture set used as our benchmark are control gestures for a video recording device, which were first introduced by Mäntijärvi and colleagues ([15]; [18]). Thus, using this gesture set allows us to evaluate MoGLE against two reference applications. In the original approach by [18], the raw acceleration data is quantified and then used for training HMM models, i.e. no higher level feature calculation is done on the gestures. In principle HMMs could be used for continuous gesture recognition but the test set for the VCR control does not take this advantage into account rendering the original classification problem easily solvable by classification methods that require less computing power like Naïve Bayes. The VCR control gesture set is given in Figure 4.

Table 1: Results for first evaluation: Video control gestures.

<table>
<thead>
<tr>
<th>Gesture</th>
<th>MoGLE Result</th>
<th>Naïve Bayes</th>
<th>Wiimote Result</th>
<th>Naïve Bayes</th>
<th>Mäntijärvi et al. Result</th>
<th>HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Play</td>
<td>95.8%</td>
<td>99.6%</td>
<td>97.2%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stop</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Next</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decrease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast Forward</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast Rewind</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In [18], different training procedures have been tested in order to increase the recognition rate of the classifier. The best result that was achieved is 97.2% accuracy. This is taken as the benchmark to compare MoGLE against. Gestures were recorded under the same conditions. One user did 30 gestures per class, which were recorded in two sessions. In each session, 15 gestures per class were performed. Recognition rates were calculated by a 14-fold cross-validation. The experiment was replicated for the Wiimote and showed that the faster, computationally less complex Naïve Bayes classifier is sufficient to solve the recognition task for a given user with a recognition rate of 99.6% for the eight class problem. Results are given in Table 1 and show that changing the gesturing device from the Wiimote in [21] to a mobile device and running the classification process on the device itself produces comparable results with a recognition rate of 95.8%.

Having shown that the type of a gesture is reliably recognizable, we aimed next at evaluating the performance of MoGLE for our task of German emblematic gestures. Fifteen emblematic gestures have been selected that are partly derived from the Berlin dictionary of German everyday gestures (Berliner Lexikon der Alltagsgesten, BLAG) and partly based on their usefulness in the selected training scenarios (see Section 3.3). Table 2 gives an overview of the selected gestures along with their index in the BLAG (given in parentheses if applicable) and a short description of their meaning.

Table 2: Recognition results for the fifteen emblematic gestures.

<table>
<thead>
<tr>
<th>Gesture</th>
<th>Rec. Rate</th>
<th>Gesture</th>
<th>Rec. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Come Here</td>
<td>0.74</td>
<td>Yummy</td>
<td>0.97</td>
</tr>
<tr>
<td>Go Away</td>
<td>0.90</td>
<td>Idiot</td>
<td>0.92</td>
</tr>
<tr>
<td>Handshake</td>
<td>0.93</td>
<td>Stupid</td>
<td>0.95</td>
</tr>
<tr>
<td>Go On</td>
<td>0.98</td>
<td>Threat</td>
<td>0.98</td>
</tr>
<tr>
<td>Unsure</td>
<td>0.95</td>
<td>Me</td>
<td>0.97</td>
</tr>
<tr>
<td>Get Up</td>
<td>0.97</td>
<td>No</td>
<td>0.95</td>
</tr>
<tr>
<td>Eating</td>
<td>0.95</td>
<td>Time</td>
<td>0.95</td>
</tr>
<tr>
<td>Drinking</td>
<td>0.98</td>
<td>Average</td>
<td>0.94</td>
</tr>
</tbody>
</table>

In [18], different training procedures have been tested in order to increase the recognition rate of the classifier. The best result that was achieved is 97.2% accuracy. This is taken as the benchmark to compare MoGLE against. Gestures were recorded under the same conditions. One user did 30 gestures per class, which were recorded in two sessions. In each session, 15 gestures per class were performed. Recognition rates were calculated by a 14-fold cross-validation. The experiment was replicated for the Wiimote and showed that the faster, computationally less complex Naïve Bayes classifier is sufficient to solve the recognition task for a given user with a recognition rate of 99.6% for the eight class problem. Results are given in Table 1 and show that changing the gesturing device from the Wiimote in [21] to a mobile device and running the classification process on the device itself produces comparable results with a recognition rate of 95.8%.

Having shown that the type of a gesture is reliably recognizable, we aimed next at evaluating the performance of MoGLE for our task of German emblematic gestures. Fifteen emblematic gestures have been selected that are partly derived from the Berlin dictionary of German everyday gestures (Berliner Lexikon der Alltagsgesten, BLAG) and partly based on their usefulness in the selected training scenarios (see Section 3.3). Table 2 gives an overview of the selected gestures along with their index in the BLAG (given in parentheses if applicable) and a short description of their meaning.
Table 2: German emblems selected for GAME. BLAG index in parantheses if applicable.

<table>
<thead>
<tr>
<th>Name</th>
<th>Gesture</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Come Here</td>
<td>Waving a hand rhythmically towards the body</td>
<td>Signaling a person to come closer</td>
</tr>
<tr>
<td>Go Away</td>
<td>Waving a hand rhythmically away from the body</td>
<td>Signaling a person to go away</td>
</tr>
<tr>
<td>Handshake</td>
<td>Moving right hand rhythmically up and down</td>
<td>Greeting someone</td>
</tr>
<tr>
<td>Go On</td>
<td>Rotating hand in front of body</td>
<td>Signaling a person to come to a conclusion</td>
</tr>
<tr>
<td>Unsure</td>
<td>Rotating one’s hand back and forth (A23)</td>
<td>Signaling not being sure about a topic</td>
</tr>
<tr>
<td>Get Up</td>
<td>Raising upwards-pointing flat hands (A26)</td>
<td>Signaling a person to stand up</td>
</tr>
<tr>
<td>Eating</td>
<td>Putting hand to mouth</td>
<td>Asking for/Offering something to eat</td>
</tr>
<tr>
<td>Drinking</td>
<td>Drinking from a container (A05)</td>
<td>Asking for/Offering something to drink</td>
</tr>
<tr>
<td>Yummy</td>
<td>Rubbing splayed hand in circle across tummy</td>
<td>Signaling that food was good</td>
</tr>
<tr>
<td>Idiot</td>
<td>Pointing with index finger to forehead</td>
<td>Reproaching someone for being an idiot</td>
</tr>
<tr>
<td>Stupid</td>
<td>Waving a hand in front of one’s eyes (A01)</td>
<td>Reproaching someone for being stupid</td>
</tr>
<tr>
<td>Threat</td>
<td>Cutting the throat (A21)</td>
<td>Threatening someone</td>
</tr>
<tr>
<td>Me</td>
<td>Pointing with index finger to own chest</td>
<td>Selecting oneself</td>
</tr>
<tr>
<td>No</td>
<td>Moving hand horizontally back and forth (A04)</td>
<td>Signaling disagreement</td>
</tr>
<tr>
<td>Time</td>
<td>Indicating to one’s wrist (A02))</td>
<td>Indicating that time is running out, somebody is late</td>
</tr>
</tbody>
</table>

Figure 6: Training sequence for gestures in the “Greeting” scenario: gesture selection, information text, video sequence, gesture execution.

Figure 7: A short game sequence with the user reacting to a waiting agent that moves closer if the gesture is performed correctly.
for employing the classifier in the game and comparable to the results obtained earlier.

3.2 Training Mode

The application consists of two modes, a training mode to concentrate on specific gestures and the game mode for the experience-based role-play. If the user chooses the training mode, he is able to acquire in-depth knowledge about single gestures as well as to practise his skills by doing the gestures. Thus, the training mode allows training and rehearsing in isolation without having to concentrate on the contextual factors for gesture use.

Figure 6 gives an overview of the training cycle. The start screen (Figure 6 left) offers three options to the user: (i) gesture training, (ii) quick training, and (iii) random training. The standard option is (i) – gesture training. By selecting this option, an option text about the gesture is presented next, giving details about the meaning and usage of the gesture (Figure 6 second from left). The user can now choose to directly try out the gesture (Button “Weiter”), or to see a small video of how the gesture is performed (Button “Video”). A snapshot from such a video is given in Figure 6 (second from right). Having seen the video, the user now performs the gesture and gets the feedback on his performance in auditory and textual form. The recognition result is shown in Figure 6 (right). The gesture is performed by pressing on the grey area (e.g. with the thumb) and releasing this press after the gesture has been performed. After each gesture, the recognition results are given in textual form in the grey area and are accompanied by an auditory feedback signal for good, medium, and bad performance. This can be repeated until the user is satisfied with the result.

If the user chose option (ii) at the beginning (quick training instead of the standard gesture training), he jumps directly to the gesture execution without information on the gesture and how it is performed. If necessary the information text as well as the video can be requested at any time by pressing the “Info” and “VID” buttons respectively (Figure 6 right).

The last option, (iii) random training, allows the user to rehearse what he has trained before by presenting a random gesture from the list of available gestures, which the user has to perform. This mode was integrated for motivational reasons to keep the training session more engaging.

3.3 Game Mode

The game mode realizes the experience-based role-play and is based on standard techniques for intercultural training [17]. Two scenarios have been integrated so far: “The Greeting” and “The Visit”. The greeting allows to rehearse greeting rituals in the target culture, whereas the visit represents a less formal interaction during dinner with a family in the target culture. In GAME, both scenarios take place in a beergarden (typical German meeting place) and differ in length and number of gestures that are performed (5 during the greeting, 15 during the visit). Both scenarios are technically realized as interactive narratives. A short video is presented that triggers a reaction of the user in the form of a gesture. Depending on the gesture and its performance a cut scene is played, which in turn leads to another trigger video. To give a short example (Figure 7), the greeting scenario starts with the user entering the beergarden and noticing an agent that is apparently waiting for someone.

The user’s reaction should now be to either wave hello or signal the agent to come closer. The latter will for instance result in a video showing the agent moving closer to the user.

Figure 8: Overview of general game flow with central interaction sequence highlighted.

3.4 Authoring

Figure 2 depicts the possibilities of training gestures and classifiers (Section 3.1) as well as authoring the content of the learning scenarios by expert community members. The “Greeting” scenario will serve as the example for detailing the authoring process. Figure 8 introduces the general game flow with the central interaction loop highlighted and Figure 7 gives one example for the central interaction loop with a trigger video showing an agent waiting in the beergarden (right), the user performing the “Come Here” gesture (middle) resulting in a cut scene, where the agent moves towards the user (right).

The game flow can be expressed as a finite state machine with conditional transitions that evaluate the user’s performance. Figure 9 gives a detail of the state machine for the “Greeting” scenario that deals with the sequence depicted in Figure 7. Each video from the central event flow constitutes one state, the transitions correspond to the user interactions. In the example, the trigger video is the first state and shows an agent waiting in the beergarden. The user now performs a gesture and depending on his performance one of three successor states is activated. If the performance was really bad, i.e. the “Come Here” gesture was recognized with a probability of less than 0.5, the system remains in the state “Agent waiting”. If the performance was good, i.e. recognition probability greater than 0.75, the system moves into the state “Agent moves to user” and the corresponding video of this cut scene is played. After that there is an unconditional transition to the next trigger video that corresponds to state “Agent offers drink”. If the user’s performance is
less than optimal but still acceptable, i.e. recognition probability between 0.5 and 0.75, the system moves to the state “Agent moves closer” and the corresponding video of this cut scene is played. This cut scene then serves also as the next trigger video, as the user has not yet succeeded in his task. In order to not frustrate the user by repeated failures, the thresholds for the evaluation of the next user gesture are relaxed somewhat in that a recognition probability of over 0.5 will be counted as a success.

The FSM translates into a corresponding XML-structure. Along with the resources needed for the scenario like gestures and video files, the XML-structure specifies the flow of the interaction as well as the conditions for the transitions between states.

Apart from authoring the content of the system, it is possible to localize the interface because the idea is that the system should be used by learners from a variety of other cultures. Localizing the interface is straightforward and takes into account the texts used in the interface. All textual information in the system like button and menu labels as well as instruction texts are fully configurable without resorting to the source code. Labels and texts are read from external files during the startup phase and can be edited with any text editor.

4. EVALUATION

In order to see if the resulting interface and the game play are attractive to users, a first exploratory evaluation was conducted on a public event for the German year of science in 2009 that took place in the city center of Augsburg. For this event, the Department of Computer Science presented a number of interactive demos along with information on the study programmes. During this event, participants were recruited on site.

4.1 Design

20 participants could be won (15 male, 5 female) for the study, which consisted of a training phase followed by a single player role-play with the greeting scenario. Afterwards participants filled out an AttrakDiff questionnaire [8], which is used to measure if the system is perceived as usable, innovative and motivating for the user, which is measured in so-called hedonistic and pragmatic qualities of the system (see Section 4.2.2). Additionally, participants were asked to give their subjective impressions about the input possibilities and the game play.

Thus, three different sources of information are available for the evaluation. (i) Log data: All user actions have been logged during training phase and role-play allowing to analyze the success of gesture executions. (ii) Hedonistic and Pragmatic Quality: By requesting a graded response to adjective pairs like “complex – simple”, the AttrakDiff questionnaire results in a rating of the system’s usability as well as its ability to engage the user in the interaction. (iii) Subjective Impressions: Participants have been asked to write down their subjective impressions about the game play and the gestural input possibilities.

4.2 Results and Discussion

4.2.1 Log Data

In our first explorative analysis we wanted to find out if users are able to handle the device and successfully play the game by performing gestures and if the training mode has an effect on the gesture performance in the game. For the analysis we divided the users into low performers with mean success rates below 0.5 and high performers with mean success rates above 0.5. The log data revealed that 7 of the 20 participants were low performers. Next, we compared the number of training rounds low and high performers did and saw that the low performers either directly started with the game or did on average less training rounds than the high performers. Figure 10 (left) gives the box plot for this relation. What is apparent from the plot is that users with high success rates had on average more training rounds than users with low success rates. A correlation analysis (Pearson) showed a significant positive correlation (0.509, p<0.05) between training and the success rates in the game.

Thus, the log data analysis highlights that although we designed the gestures and classifiers based on user observations, there is still a need for getting acquainted with handling the device to perform conversational gestures. This does not come as a complete surprise as users have never done this before. The amount of trying out the device is not overly large because on average users need 7 training units for 5 gestures to become a high performer, i.e. basically they have to try out each gestures ones. On the other hand this result raises the question if training with the device will carry over to performing the gestures without the device. This is the topic of a follow-up study that is currently run with newly arrived Erasmus students that have no prior knowledge about the German language nor any experience with the German culture.

4.2.2 Hedonistic and Pragmatic Quality

The AttrakDiff questionnaire asked the participants to select a graded response (seven point scale, -3 to +3) to adjective pairs that fall into four different categories. Participants had to rate 28 pairs in all, i.e. 7 pairs for each category.

- Pragmatic Quality (PQ): Describes the usability of the product and clarifies if the user can reach his goals with the system. An example pair for this category is “complex – simple”.
- Hedonistic Quality - Stimulation (HQ-S): Describes if the product is stimulating in presenting new, innovative and motivating ways of interaction and content presentation. An example pair for this category is “conservative – innovative”.
- Hedonistic Quality - Identity (HQ-I): Describes if the user is drawn into the interaction and can identify with the system. An example pair for this category is “amateurish – professional”.
- Attractivity (ATT): Describes a global rating based on perceived quality of the product. An example pair for this category is “discouraging – encouraging”.

Figure 10 (middle and right) gives the result of the AttrakDiff analysis. An overview for the hedonistic and pragmatic quality of the system is given in the middle. It shows that users reacted positively towards the system on both dimensions, rating it as attractive to use and self-oriented, which means that the training was perceived as a positive experience for personal development. This result is compatible with the goals we had for the system because it was designed...
to support the user in his self-directed study of knowledge and skills of nonverbal behavior. The detailed analysis (Figure 10 right) gives the mean ratings of all adjective pairs and corroborates the first impression. For nearly all pairs, the ratings are on the positive side. For two pairs (“technical – human”, “unpredictable – predictable”) results are rather neutral instead.

Concerning the “unpredictable” vs. “predictable” dimension, we observed that for the low performers it was not always clear why the system did not register their gestures as correct resulting in low ratings for this dimension because for them the system seemed to recognize their gestures on a random basis. A reason for the low score on the dimension “technical” vs. “human” could be that conversational gestures are generally done without technical requisites. Thus, the gestural interaction becomes suddenly mediated by the mobile device, which introduces a technical layer to the interaction. For other gesture types this might not pose a problem, e.g. conducting an orchestra, which is often mediated by a baton. Moreover, the advent of game consoles that make use of acceleration sensing to introduce embodiment into the game play might also have an influence on this rating when users get more acquainted with gesture recognition devices.

4.2.3 Subjective Impressions

Consistent with the AttrakDiff results, users were quite positive about the interaction possibilities offered by the system and the game play. Two comments recurrently came up that should be considered during the further development. Some of the buttons were perceived as being to small especially if the user did not use a stylus but operated the system solely with his fingers. The second comment concerned the event flow during the training mode. To select a new training gesture, the user always has to go back to the main menu (see Figure 6 left). Several users requested a possibility to change the training gesture directly from the result screen (Figure 6 right), for instance by introducing a next button or a drop-down menu.

4.2.4 Discussion

This first evaluation revealed the positive potential of our approach. Participants were able to handle the device and interact with the application successfully by performing gestures. The analysis of the hedonistic and pragmatic qualities showed that the system is perceived as motivating and innovative by the users. A follow-up study is currently evaluating if the experience-based training has an effect on the user apart from being motivating.

5. CONCLUSION

The work presented in this paper is based on the idea of marrying mobile technology with the possibilities of experience-based role-plays. It draws its motivation from two sources. First, virtual characters have been shown to be a successful tool for intelligent tutoring systems. Second, intercultural training is facing a shift towards coaching endeavors that require to deliver training units anytime and anywhere. With GAME we present a first step in this direction. A mobile edutainment platform has been developed that challenges the user with active tasks where he has to put his knowledge and skills about nonverbal behavior to a test in interactions with virtual characters. To this end, the GAME platform offers gesture recognition and authoring possibilities. Scenarios are defined as finite state machines with conditioned transitions between states.

So far, the experience-based role-plays with virtual characters have been brought to the mobile device, freeing the user from desktop based stationary interactions. The aim is to realize a coaching approach that takes the user’s context (location, agenda, etc.) into account for suggesting a learning session. Thus, a proactive system is envisioned as the next step that decides on scenarios based on contextual clues like location of the user or the user’s agenda and the user’s stage of intercultural development (ethnocentric to ethnorelative).
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