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Abstract

The process of architectural design aims at solving complex problems that have loosely defined formulations,
no explicit basis for terminating the problem-solving activity, and where no ideal solution can be achieved.
This means that design problems, as wicked problems, sit in a space between incompleteness and precision.
Applying digital tools in general and artificial intelligence in particular to design problems will then mediate
solution spaces between incompleteness and precision. In this paper, we present a study where we employed
machine learning algorithms to generate conceptual architectural forms for site-specific regulations. We
created an annotated dataset of single-family homes and used it to train a 3D Generative Adversarial Network
that generated annotated point clouds complying with site constraints. Then, we presented the framework to
23 practitioners of architecture in an attempt to understand whether this framework could be a useful tool
for early-stage design. We make a three-fold contribution: First, we share an annotated dataset of archi-
tecturally relevant 3D point clouds of single-family homes. Next, we present and share the code for a
framework and the results from training the 3D generative neural network. Finally, we discuss machine
learning and creative work, including how practitioners feel about the emergence of these tools as mediators
between incompleteness and precision in architectural design.
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Introduction

Artificial intelligence has gained widespread popularity in the last 4 or 5 years. While some of the algorithms
used today were already available as early as the 1950s, there were periods when artificial intelligence (AI)
research was more and less popular over the years. Periods of less popularity meant such severe funding cuts
that they were called Al winters. There were two Al winters in the past: one in the mid-1970s and a second in
the late 1980s (Leach N, 2022)." Today however, we can say that we are experiencing an Al summer: Al
research has expanded significantly in all areas touched by technology, and it now seems hard to foresee an Al
winter.

In architecture, Al has gained so much prominence that two books, partly sharing the same name:
Architecture in the Age of Artificial Intelligence (Leach N, 2022; Bernstein, 2022),1’2 were both published in
2022. Many of those studying computation and architecture have lately started using machine learning as part
of their toolkit.

There are debates and different schools of thought working on different types of Al algorithms, however
the ubiquity and availability of data that can be used to train machine learning algorithms is the reason for the
current Al summer. In design, art, and architecture, generative models have gained a lot of attention.
Generative models (Harshvardhan et al., 2020)° are machine learning models that can generate new data
based on training data. Generative adversarial networks (GANs) (Goodfellow et al., 2014),* variational
autoencoders (Doersch, 2016),” and diffusion models (Yang et al., 2022),° are all types of generative models.

There has been an explosion of Al-generated images based on text prompts since early 2022. Tools such as
MidJourney (Midjourney, 2022)” and DALL-E 2 (OpenAl, 2022)* implement diffusion models to generate
images based on massive databases of annotated images (Chaillou, 2022),° often owned and curated by big
tech companies such as NVIDIA or Alphabet.

In the context of architecture, generative models that learn from annotated datasets have considerable
potential, and a lot of valuable and intriguing work has come out of using text prompts to generate imagery
(Del Campo et al., 2022)."° Discussing new connections between language and architecture in the context of
new tools, as done, for example, in Markus and Cameron (2002),"" or Horvath (2022a)'?, Horvath (2022b)"?,
Horvath et. al (2021)", takes new significance in this context. With that said, it is a necessity to investigate
further how current Al-powered frameworks, specifically generative models, could impact architectural
design in all its stages.

According to Rowe et al. (2017)"°, using digital tools in general for the design and production of ar-
chitectural projects has made considerable contributions to design thinking in at least four areas. First, it has
expanded the exploration of conceptual and technical options regarding new representational methods (e.g.,
renderings) and tools that provide higher precision (e.g., CAD drawings). Second, the iterative power of
generate-and-test procedures can now result in generations of larger design spaces, and it may, therefore,
assist in better problem-space structuring. Third, due to broader access to information or data, the evaluation
and assessment of designs can be made with higher degrees of accuracy, scope, and technical sophistication.
Finally, digital tools offer better simulation techniques. Wang et al. (2002)"® described the architectural design
process comparing the availability of tools in relation to the impact decisions have in the life of a building (see
Figure 1).

The conceptual design stage is usually not formalized for most architects; however, the majority share
similar incremental development over time from simple volumetric definitions (forms or 3D models) to
gradually more detailed designs (Joyce, 2021).'” Throughout all the design phases, 3D models are one of the
most important data types used by architects in their design process. Machine learning-based generative tools
for 3D models have been slightly less researched, although contributions were made, for example, by Koh
(2022a)'®, Koh (2022b)"’, and dPrix et. al (2022).%°
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Figure I. Tools that help in decision making for early stage design are fewer, although this early stage has the largest
impact on an architecture project (image redrawn from).'®

Building on previous work, in this paper, we aim to expand current exploration on the potentials and
limitations of machine learning for architectural design using 3D point clouds and investigate how its use
would influence design processes in the early design phases.

The rest of the paper is structured as follows: in the next section, we present a brief overview of machine
learning in architecture and continue to focus on GANSs, specifically 3D GANs. Next, we describe the
materials and method used to conduct the study, followed by the main findings. We then discuss these findings
and their possible implications for the field, focusing on how machine learning can influence creative work for
architectural design.

Architectural design and machine learning

Technology has revolutionized not merely the way we design but also the way we think or imagine new
designs (Al Qawasmi et al., 2007). There is extensive literature regarding architectural design accomplished
by computational tools; however, there is ambiguity regarding a clear definition of computational design in
architecture (Caetano et al., 2020).%'

The application of digital technologies to architectural design has been the subject of research in several
areas: computer-aided design (CAD) (Groover et al., 2007)*%, the use of integrated systems in architectural
practice (Deutsch, 2007)*, the role of virtual environments in design (Messinger et al., 2007; Whyte, 2007;
Vite et al.),>**°%¢ the impact of digital technologies on the built environment (Lou et al., 2022)*’, architectural
education (Al Qawasmi et al., 2007; Gross and Do, 2003)28’29. The areas where digital technologies have
changed architectural design workflows include: conceptualization (conceptual design of architecture but also
the thinking processes these technologies mediate), representation (communication of the ideation phase)
(Marble, 2012),%° realization (the fabrication and manufacturing processes) (Wortmann et al., 2017)*!, and
evaluation (the assessment and testing of architectural designs). Artificial intelligence can be used in any of
these design phases, although the more technical and formalized the task, the easier it is to automate.

We focus on the first category, namely conceptualization, or the early stage conceptual phase of architectural
design, the stage where decisions have the most impact (see Figure 1). Until now, most early-stage design tools
have focused on environmental impact (Kharbanda et al., 2022**; Cavusoglu and Cagdas, 2018).%!

On a theoretical level, many have wondered whether machines can be creative (Leach, 2022)*® or whether
they have the ability to dream (Del Campo et al., 2021).>* Hansmeyer (2017)** suggested that we should see
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machines as our muse, as a partner in design, or as a tool to expand our imagination. Steinfield (2021)>?
categorized the use of machine learning tools in design, art, and architecture into three categories: machine
learning as actor (models that co-design along with the designer), machine learning as material (generative
models that provide new forms of design “material,” usually curated by a designer), and machine learning as
provocateur (models that provoke new models of thinking that later serve as sources of inspiration).

The increasing implementation of machine learning algorithms and pre-trained models has led Tamke et al.
(2018)*° to suggest that new architectural design practices should be based on ML approaches to better
leverage data-rich environments and workflows. Several ML algorithms are already implemented in tools for
architectural, civil, and environmental engineering (Belm et al., 2019).37

Initially, most machine learning applications focused on the analysis of real-life/existing data, but recently,
machine learning algorithms are being applied to creative tasks as well (Belm etal., 2019).>” For example, (As
et al., 2018; Yang et al., 2019; Del Campo, 2020)***? and*® implemented deep neural networks to generate
conceptual designs. Palamas (2022)*' proposed an approach to creative knowledge mining using machine
learning as a medium for guiding and motivating design exploration. Huang et al. (2018)** presented a study
involving a two-step process in which architectural drawings were first recognized, and then new ones were
generated. Algeciras-Rodriguez (2018)* utilized self-organizing maps (Miljkovi, 2017)** to produce hybrid
forms that acquired characteristics from several input references. Dimensionality reduction tools were used
for design data visualizations by Meng et al. (2020)*° and Lunterova (2019)*, while Harding (2016)*” and
Lunterova (2022)** used these for generative design exploration.

Generative Adversarial Networks

GANs were introduced in mid-2014 by Goodfellow et al. (2014).* Generative modelling (Goodfellow, 2016)*°
is an unsupervised machine learning task that involves distinguishing and learning complex data distributions of
input data, that is, the training dataset (Van Den Oord et al., 2016),”® to generate new samples that could have
been part of the initial training dataset, meaning they have similar data distributions.

GANSs consist of two sub-models: the generator model generates new samples, while the discriminator
model aims to classify these samples as either real or fake (Goodfellow et al., 2020).>" Typically, the
generative network learns to map data points from a latent space—an embedding of a set of items within a
topological space that locally resembles Euclidean space, where similar items are closer to each other—to a
data distribution of a given training set, while the discriminative network distinguishes whether a sample is
from the generative model distribution or the training dataset distribution. The two sub-models are trained
together in a zero-sum game until the discriminator model cannot distinguish whether the sample that is
evaluated is generated or pooled from the initial training set (Creswell et al., 2018).>?

3D Generative Adversarial Neural Networks. 3D GANs have been used on a variety of problems, often using
point clouds as input and/or output data. Applications of generative models have shown results in image-to-
point-cloud transformation (Li et al., 2018),>* text-to-voxel (Sanghi et al., 2022),>* point cloud to point cloud
completion (Zhang et al., 2021),>> and point cloud up-sampling (Li et al., 2019).°® These methods have
achieved impressive results in computer vision applications.

Here, we investigate the capabilities of GANs in generating 3D point clouds from random latent codes.
Latent codes provide generality and flexibility since they allow the model to assign arbitrary meanings to the
items within the latent space. Even though GANs computing with 3D point clouds is still under-explored
(Achlioptas et al., 2018),”” there are several algorithms for training using point clouds.

The first to suggest and implement a method for point cloud generation were Achlioptas et al. (2018).>”
Raw point cloud GAN (r-GAN) was the initial model for generating point clouds from raw data points, and
latent-space GAN (I-GAN) was a simplified version of -GAN incorporating pre-trained autoencoders for pre-
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processing the data (Achlioptas et al., 2018).%” Another GAN proposed by Valsesia et al.(2018)°® used a
dynamic graph convolutional network instead of a typical generator. Tree-GAN was proposed in 2019 by Shu
et al. (2019)°? and shaped a hierarchical structure in feature space using tree-structure graph convolutions.
Finally, the most recent attempt at generating point clouds, a method called Controllable Point Cloud
Generative Adversarial Network (CPCGAN) was introduced by Yang et al. (2021).°

Controllable point cloud generative adversarial network

CPCGAN not only performs better when it comes to the end results of the algorithm and in terms of its
computational effectiveness compared to previous methods and it also allows the manipulation of the
generated output in addition to generating segmented point clouds. A quantitative comparison of performance
metrics of the models as proposed by Achlioptas et al. (2018),%” and performed by Yang et al. (2021),*°
suggests that CPCGAN is the most effective algorithm to complete the task. CPCGAN (Yang et al., 2021)*°
generates point clouds from random latent codes by implementing a two-stage GAN framework.

The first network of CPCGAN is called Structure GAN while the second network is called Final GAN.
Structure GAN learns the distribution of 32-point structure point clouds and outputs newly generated structure
point clouds, along with their semantic labels. Subsequently, the output of the Structure GAN serves as an
input for the Final GAN that learns the distribution of complete point clouds and can therefore populate the
structure point clouds. Both networks implement typical generator models and PointNet-based (Qi et al.,
2017)°" discriminators. Yang et al. (2021)°° have used the ShapeNet-Partseg dataset (Yi et al., 2016)°* in
order to showcase the effectiveness of CPCGAN.

Point cloud datasets

Even though there are many ways of storing three-dimensional and spatial information, most 3D GANs use
point clouds. A point cloud is a set of data points in a three-dimensional coordinate system, defined by X, Y,
and Z coordinates (Hana et al., 2018).%® Besides the coordinate values, the dataset may contain other features
and attributes, depending on its creation processes, such as reflection intensities or RGB color values.

The reason point clouds are popular is the simplicity of their components. Using single points, with no
attributes of scale, rotation, etc., can be handled and computed much easier in a large amount (Horvath,
2014).%* Additionally, as the outputs for environmental scanning technologies such as LiDar or Kinect are
point clouds, this data type has become more frequent (Wandinger, 2005).°>

Several research projects in the past developed new approaches toward collecting or generating segmented
point clouds. Segmentation of a point cloud refers to classifying the points into multiple homogeneous
regions. The points belonging to the same region (for example, all points representing windows) will have this
meta-data attached to them. Most of these studies focused on advancing the field of Computer Vision in
different ways. For example, The KITTY Vision Benchmark (Geiger et al., 2012)°° was created to assist
autonomous driving by implementing urban-scale spatial information such as cars, trees, roads, pedestrian
streets, and building blocks. The ModelNet dataset (Wu et al., 2015)®” includes indoor space data, mostly
focusing on objects and furniture detection. The ShapeNet-Partseg (Yi et al., 2016)°* consists of 16 object
classes, each segmented according to its parts (e.g., airplane: tail, body, wheels, wings). The ArCH dataset
(Malinverni et al., 2019)®® consists of 17 large-scale heritage-buildings annotated point clouds. Finally Croce
et al. (2021)® presented a semi-automated way of labelling heritage buildings and provided a dataset of 16
annotated point clouds of heritage buildings.
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Speculative hybrids: a framework for generating conceptual
architectural forms

We implemented a 3D GAN trained with a dataset of building geometries represented as annotated point
clouds. We call this framework and its results Speculative Hybrids. Figure 2 shows the framework with its
eight steps, and below, we describe each of these steps in detail.

After implementing the framework, we presented the results of one instantiation to 23 practitioners of
architecture and surveyed them to understand if and how this framework could assist in practice and how
practitioners see creative work being influenced by technology in general and machine learning tools in
particular. In this section, we also describe the participants and give an overview of the questions from the
survey.

Dataset creation (steps 1—4)

At the moment of writing, to our knowledge, there is a scarcity of datasets of segmented building geometries.
We created a simple dataset using a semi-automated process and used it as input for the CPCGAN algorithm.
The dataset could be representative of single-family houses with different typologies. We created the dataset
in two stages: first, we created module geometries that represent building components in Rhinoceros3D
(McNeel, 2019),”° then we generated point clouds based on these geometries using the Cockroach plug-in
(Vestartas, 2020)’" for Grasshopper.

Module geometries (step 1&2). To generate the dataset, we used Rhinoceros3D to create a library of modules
representing typologies for three building elements: walls, roofs, and floors represented as surfaces and placed
on separate layers. We created 25 wall typologies to which we applied data augmentation methods to increase
the size of the dataset. In more detail, we mapped the walls to three different scales and rotated them at 90°.
Some of the plan variations according to the wall modules can be seen in Figure 3. Next, we created 35
different roof typologies and combined each roof typology with each wall module, respectively (see Figure 4).
Apart from the wall and roof typologies, we also generated floors as simple surfaces.

Figure 5 shows some of the generated building geometries. Next, all surfaces representing a typology were
joined into one polysurface, converted into a mesh, and saved to a new corresponding layer. The process was
repeated for all three module categories. Its outcome served as input for the generation of point clouds.

_________ T T e s
‘:"»88 QQ " 00000000
13 ‘;-"e 3 QQQ °.© OOOO
I.; ',Q 8 < N QQO e
N5 ‘)8ua<> N “’Ooo
L D
e %8 a8 o
e &P LY 9

Figure 3. Step I: The 25 wall typologies generated in the first step of the framework. Each of these modules was
combined with each roof typology to create the building geometries.
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Figure 4. Step |: The 35 roof typologies generated in the first step of the framework. Each roof module was combined
with each wall typology to create the building geometries.

Figure 5. Step 2: The complete array consists of 2.904 simple building geometries that were transformed into point
clouds for the training of CPCGAN. Here, diverse building generations are showcased.

Figure 6. Step 3: Example of a dense point cloud that was generated by populating the meshes with points using the
Cockroach plug-in.

Point cloud generation (step 3). These meshes served as a basis for the point cloud generation: we used the
PopulateMesh node from the Cockroach plug-in (Vestartas, 2020)"" for Grasshopper. PopulateMesh takes as
input a mesh, a number of points to populate the geometry with, and a sampling type. We used Poisson Disk
Sampling (Bridson, 2007),”* which helped to provide a more uniform distribution of sample points along the
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converted meshes. We used 1200 points for the wall meshes, 1,000 for the roof meshes, and 400 for the floor
meshes. The function’s output is a point cloud for each building component, which was then merged into a
unified point cloud, as shown in Figure 6.

Following the generation of the points of each module, we created a list of the labels corresponding to the
class to which each point belongs (i.e., wall = 1, roof =2, and floor = 3). The lists for the different components
of'a building were then merged into a single list. Similarly, the segmentation lists were merged into a single list
with the labels of each point of the point cloud.

Training CPCGAN and generating new samples (steps 5-8)

The implementation of the CPCGAN algorithm was done in three steps: the first step involved pre-processing
the data, the second step consisted of training the CPCGAN algorithm, and finally, generating a random
sample or the generation was controlled.

Pre-processing the data (Step 5). We pre-processed the data to fit the implementation of CPCGAN, which
required the point clouds to be no larger than 2,048 points. We used a script that randomly sampled 2048
points per “house” for implementing the training. Consequently, a samples folder was created where the
chosen points were saved into a single file for each point cloud. Additionally, we processed the sampled data
and created a structure point cloud for each point cloud in the dataset. The structure point cloud consisted of
32 points and was created using the Growing Neural Gas (GNG) algorithm (Chevi, 2020).”* Growing Neural
Gas is a clustering algorithm introduced by Bernd Fritzke. Clustering is the process of organizing a collection
of k-dimensional vectors into groups whose members share similar features (Holmstrm, 2002).”*

In the original implementation of CPCGAN by (Yang et al. (2021),° K-means (one of the most commonly
used clustering algorithms) was used. We chose to implement GNG to achieve a higher performance rate in
the creation of the structure point clouds, aiming for better topology preservation. While K-means clustering
may be faster, according to Daszykowski et al. (2002),”> Growing Neural Gas provides better results.

Training CPCGAN (Step 6). We trained CPCGAN using an experimental framework called DLNest (Yang,
2022).”® This framework allows the training and automatic loading of machine learning models. In our study,
we created three models: the first model had 10 epochs, the second model had 500 epochs, and the third model
had 2600 epochs. The duration of the training for each model was approximately 20 min, 30 h, and 96 h,
respectively. We present in the following sections the results of the last training.

Generating samples and controlling the generation (Step 7&8). New point clouds were generated after training
the two GANs of CPCGAN. Using DLNest, Structure GAN generates first, a 32-point structure point cloud,
and later, Final GAN generates a 2048-point fully populated point cloud.

To control the generation, we created a function that mapped the newly generated point cloud to a
hypothetical site and its hypothetical building regulations: percentage of site coverage, maximum facade
height, and maximum building/roof height (see Figure 2). This was an intermediary step between the two sub-
models of CPCGAN, namely Structure GAN and Final GAN. All the points of the generated Structure point
cloud were set to cover a maximum width and length on the plot, and to therefore comply with a maximum site
coverage. For the points representing walls, a maximum height limit was set in order for the generation to
respect the maximum facade height allowed. The points representing the roof were also limited to a maximum
height limit in order to follow a rule for the maximum total height of the building. The hypothetical site was
2,460 m?, and the regulations we imposed on it are shown in Table 1. The width and length parameters were
set to 10 m and 12 m, representing a building percentage of 5% of the total site area.
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Qualitative evaluation of the framework

After creating the dataset and training CPCGAN, we presented the framework together with a survey to 23
participants, all practicing architects. In individual sessions (either online or in-person), we described the
Speculative Hybrids framework and introduced them to a case study of the framework in use. We generated 10
building solutions according to the hypothetical site presented. The participants were shown graphical
representations of the generated volumes and asked to answer an online survey that collected demographic
data, data about work experience, and asked open-ended questions on the use of computational design tools,
their limitations, and possible ethical considerations related to machine learning for the profession. The
graphical input shown to the participants can be seen in Figure 7, and represents the top and perspective view
of the generated volumes. Given that the framework did not have an interface yet, participants did not interact
with it themselves.

We aimed to evaluate the potential and limitations of generative machine learning tools during the early
stages of design and to see whether it would be useful to incorporate this framework into a tool such as a
Grasshopper or Dynamo plug-in. Additionally, we briefed the participants on the frameworks’ potential to be

Table I. The building regulations of the site that the framework was calibrated to generate volumes for.

Building regulation Max value
Site coverage percentage 5%
Width 10 m
Length 12 m
Facade height 8m
Total height 15 m

Figure 7. The input shown to the participants, as printed material, together with the survey, in order to evaluate the
Speculative hybrids framework.
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trained with different geometries and architectural styles, given adequate datasets, either created (by
themselves) or readily available from others.

Participants. A total of 23 individuals participated in the evaluation, with one being under 25, twenty between
25 and 35, and two between 36 and 45. Their educational backgrounds and specialities ranged from master’s
students to PhD candidates or practitioners in architecture, computational design, landscape architecture, and
architectural engineering. We selected practitioners of varying backgrounds and ages without regard to any
other criteria aiming for responses from a broad range of practitioners.

Findings

The findings of our study are twofold: on the one hand, we report on the use of the CPCGAN algorithm for
generating 3D models of buildings, and on the other hand, we present the results of the survey where we
interrogated practitioners of architecture with questions about the potential use of machine learning tools for
the conceptual stages of architectural design.

Generated building volumetries (Step 8)

CPCGAN was used to generate 32 initial point cloud structures. Following this, a 2048-point structure point
cloud was generated. Figure 8 illustrates an example of each step. Next, we created meshes from the 2048-
point point clouds, see Figure 9. Finally, Figure 10 shows a closer look at the input and output data from the
trained CPCGAN model. The output data significantly resembles the input data; however, it is not completely
identical to it. By inspecting the geometries of the generated buildings, we confirmed that these comply with
the site-specific regulations introduced in the previous subsection. On the contrary, the same does not apply to
all the input samples used to train the network. This was achieved by controlling the output of the Structure
GAN before it was fed to the Final GAN.

Practitioners’ perspectives on the framework and the use of machine learning in conceptual
architectural design

We initially asked participants about the tools they use during the early design and ideation stages. They
mentioned a mix of digital and analogue tools, including hand-drawn sketches, physical modelling (foam,

Figure 8. Step 8: An example of a generated Structure point cloud can be seen on the left. The right side of the image shows
a fully populated point cloud with 2,048 points. The generated point cloud is able to reproduce the global structure of
the original point cloud, as well as the local details.
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Figure 9. Step 8: Perspective view of the generated Speculative Hybrids after the resulting point cloud were re-meshed
into geometries.
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Figure 10. Step 8: A closer look at the input and output data from the trained CPCGAN model.

cardboard, or clay models), digital drawing tools, such as vector raster graphics software, and 3D modelling
using both BIM software and free-form modeling software. Only one participant reported using machine
learning models and computer vision in the early ideation phase. Most participants said that the design process
begins with conceptual sketches on paper, followed by tests on how accurate the sketches were in terms of
scale or proportion using digital software tools. Some participants mentioned using algorithms to calculate
building performance (e.g., in terms of light or wind) by implementing various scripts.

On the Speculative Hybrids framework. We then asked participants whether they could find the Speculative
Hybrids framework useful in their early-stage design. The vast majority stated that they could see themselves
working with such a tool and they looked forward to its further development. One participant stated that the
method should be implemented in a plugin or as an online tool, while two others mentioned that it should
function as a browser-based tool to serve as a platform to communicate between the architect and their clients.
Two of the participants stated that the “artistic” or “creative” parts should be left to the designers: I thinkits a
good and useful thing as long as it doesn t take a too large part of the creative work and I believe that any help
is welcome in the design process as long as the artistic part is assured to us people. They mentioned that more
interaction with the data would be useful (including interacting with the dataset used to train the tool).
Additionally, one of the participants mentioned that they would like to have more information regarding
added future functionalities to the tool, while another one questioned whether such a tool is directed only to
practitioners who specialize in Al or computational design for architecture.
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On potentials and limitations of computational and machine learning tools for architectural design. Most participants
stated that technology is the future of the profession and that the architectural practice is facing higher demand
in terms of being able to produce outcomes that are predictable (i.e. we can know how buildings will be used,
how they will behave from an energy consumption perspective) and whose performance can be measured.
Therefore computational design and even machine learning are expected to assist architects to design these
more predictable solutions. Tools are expected to support material use optimization, efficient management of
architectural projects at all stages (from design to construction and post-occupancy) as well as technology
assisting in coming up with sustainable design options. Participants also stated that computational design
gives the opportunity to generate and handle large amounts of information, numerous editions of an idea, and
complex geometries. However, according to our particioants, aspects like the connection with the sur-
roundings, view and orientation, aesthetics, and ergonomics are all decisions that should be taken outside of
an algorithm.

Many participants noted a series of limitations they see in current computational design tools. One
mentioned that (the tools don t allow) very good communication between mind and hand and [...] there is less
connection between the idea and one s senses, while another mentioned that [fools] lack the flexibility of the
non-software prototyping. Another participant stated that using technology is sometimes more complicated
than doing the design by yourself, while one mentioned that [fools] force you to think like a technologist
rather than to think like a creative. Limitations are not only linked to the creative process itself but also to how
the tools frame architectural design problems: some tools are too strictly framed or without any socio-spatial
considerations or try to encode architectural qualities into quantitative metrics without proper research.
Apart from limitations to the creative process, and the problem space formulation, or the reduction of complex
qualitative problems to numerical problems, one participant mentioned the high cost of computational tools:
high fidelity—especially in the field of performance and simulation studies—often leads to computationally
intensive workflows, and therefore results in higher costs and processing time. The question is how to
overcome the tie of the generative track to fast, but inaccurate lightweight types of computation and the
analytical track to heavyweight but slow types, when complex architectural problems require generative
approaches and a general demand for more frequent and better feedback design cycles. Finally, others
mention the current tools’ lack of interaction capabilities, and how, quite simply, they are not tailored to the
architectural design workflow.

Ethical and sustainability implications of using computational and machine learning tools for architectural
design. Contrary to our expectations, only two participants said they found no ethical implications to using
computational design tools for architecture. The other 21 expressed a variety of concerns. For example, one
stated that you cannot map humans and transform their needs and well-being into an algorithm or [the tools
assume] the reduction of human experience into parameters. These concerns relate to oversimplifying the
design process (reducing complex design problems to “simple” algorithmic problems): many generative
design processes rely mostly on mere typological or performative criteria and exclude human-scale, social
responsiveness, or contextual consideration, all features that are conventionally regarded as being central to
design. Others mentioned the makers of technologies and how their ways of thinking may influence what
designers using those technologies can afford: potential bias from the creator of the tool implanted in the tool
itself or we are only as good as the dataset or more the idea is never something created to fit the needs of the
place/person/project, is something randomly generated based on software, so many projects could possibly
be almost identical and applicable everywhere (not that avoiding the use of the software would prevent that,
because it is already happening, but maybe the use of the software is accentuating it). Two of the participants
expressed worries regarding the future of the profession itself: one stated that architects might be made
irrelevant by new generative tools, such as the framework we presented to them, while another mentioned that
we might not need structural engineers in the future. Moreover, two participants commented on the social
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inequalities related to who has access to both the tools themselves (including access to expensive software or
infrastructures of robotic fabrication), but also regarding access to education about how to use computational
design tools.

To summarize, all practitioners agreed that technology is the future of the profession and upon the
immensely positive impact it has had on architecture over the last three decades. Consequently, most were
enthusiastic about the Speculative Hybrids framework and stated they looked forward to seeing it as a tool
they could interact with directly. They felt they should be able to interact with both the parameters that frame
the site constraints and the dataset used to train the model. However, most participants also expressed
concerns regarding computational design and machine learning tools. Their critiques revealed concerns
regarding computational tools in general; however, they can also relate to the Speculative hybrids framework
itself. These concerns can fit into two broad categories: (1) Concerns related to design processes in general and
(2) Ethical or sustainability issues. Below, we summarize these main concerns:

¢ design-process related: current tools are too rigid and force designers to think as “technologists”;

® design-process related: tools prolong the distance between an idea (in mind) and its representation
(on paper/screen). In short—the issue of mediation is both too complicated (it is hard to express an
idea), and too limiting (only certain elements are available, therefore, certain ideas are easier to
express);

e design-process related: building on the above, large datasets do not necessarily mean better design
workflows: there is a need to understand data granularity over space and time, and work with what is
relevant in specific cases;

® design-process related, and ethics related: computational design tools force complex design
problems into numerical formats, that do not translate one-to-one. While some aspects of architectural
design can be translated to numerical problems (i.e., volumes, square meters, light, etc.), the human,
social and well-being factors might not be directly transferable to parameters that can feed algorithms;

¢ ethics and sustainability-related: tools, especially those that are based on vast amounts of data,
require a lot of computational resources, which makes them energy-expensive;

e ethics and sustainability-related: accessibility challenges—there are still only a few architecture
schools around the world that teach computational design to architecture students, or that have robotic
fabrication laboratories. Additionally, software licenses are inaccessible to many small design com-
panies and even universities around the world. This contributes to and deepens inequality across the
profession;

Discussion

As computational design tools in general, and machine-learning-powered (ML-powered) frameworks in
particular, enter architectural design practices, it is relevant to investigate how this is changing design
processes and how architects perceive this ongoing and constant retooling of a profession that spent many
centuries using relatively unchanged tools (drawing, perspective, axonometry, and physical modelling).
The history of architecture shows how the architectural profession broke down into smaller parts: the
master builder became the architect and the structural engineer, and later, the industrial revolution further split
the field into different types of engineers and subcontractors. This was necessary as basic living needs evolved
(i.e., water or electricity became the baseline for habitable spaces, and fire safety became part of building
regulations). It was accomplished by a rationalization (Chaillou, 2022)° or systematization of the profession
of architecture. A change that arguably started as early as the Renaissance but gained momentum during the
first industrial revolution and modernism with its Bauhaus movement. But as the practitioners make clear in
their comments, and as (Bernstein, 2022)* argues, [the profession] involves too much ambiguity, need for
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Jjudgment and trade-offs and demand to solve wicked problems at a variety of scales for any worries about
machine learning tools fully replacing most of the tasks architects do. It is more likely, as (Bernstein, 2022)*
argues, that algorithms will automate some technical tasks.

Many practitioners stated they favor analogue techniques for initiating their conceptual design phase. This
fact may be due to perceived and existing limitations of computational design tools (they encode architectural
qualities into quantitative metrics), because of their inaccessibility (computational design requires skills that
not all of us have), or due to the cost of their implementation (using technology is sometimes more com-
plicated than doing the [initial] design by yourself). The ones that use computational design tools utilize them
to simulate how a building will perform and try to fit environmental sustainability metrics using, for example,
Ladybug (Roudsari et al., 2013)’ or LearnCarbon (Kharbanda et al., 2022).”® Most participants noted that
using computational design tools involves forcing oneself to think in ways that are too rigid or limiting and
that computational tools involve no socio-spatial considerations. These early stages of architectural design
include decisions that, as one of our participants mentioned need to be taken out of the algorithm.

In this section, we discuss our findings around two pillars. First, we place machine learning tools for early-
stage design work in a space between incompleteness and precision—as per the definition of Rowe et. al,
(2018)." Next, we discuss the notion of latent space that machine learning algorithms work with as a
conceptual space where abstract, compressed ideas are stored and discuss it concerning creativity as defined
by Margaret Boden.

On the speculation: navigating a space between incompleteness and precision in early stage
architectural design

Despite exhibiting a significant variety, all the outputs of the training of the 3D GAN belong to the same
building typology as those used to train the model. Being limited to an artificially generated dataset, they are
less detailed than real-life buildings. A sufficiently large collection of segmented point clouds of realistic
buildings would have allowed us to explore even further the potential of this framework. The CPCGAN
algorithm was slightly altered to improve its performance by implementing the GNG algorithm to create the
structure point clouds preserving the same proportion between the number of points for each label as in the
original point cloud. We created point clouds using Poisson Disc Sampling, and therefore, they have no
density differentiation regarding each category. However, the use of the proposed framework would achieve
significant results if applied to point clouds deriving from scanning technologies, since these would most
likely present heterogeneous densities.

Understanding the usefulness and limitations of machine learning algorithms for architectural design
builds on understanding and defining design thinking and the designers’ way of knowing and doing (Schon,
2017).”°

According to Schén (2017),” design thinking constitutes of the following: a process of reception
(perception), reflection (interpretation), and reaction (transformation). Building on this, Oxman (2006)%
defined four major areas describing the process of design: problem formulation, synthesis/generation,
representation, and evaluation. Machine learning could intervene in any of these stages, but these tools can be
useful or limiting at each stage is different. Rowe et al. (2018)'°> summarized the understanding of design
thinking in architecture and suggested its characterization by the properties of incompleteness—what Schon
describes as design thinking (reception, reflection, and reaction) and precision—the evaluation and func-
tionality of the results of design thinking. Therefore, according to Rowe et al. (2018)"°, design thinking is the
process that exists between the two, aiming to balance for continued problem-space structuring (see
Figure 11). Building on Schon’s work, Bernstein (2022)” divides the tasks of an architecture professional on a
continuum from more specific and technical, thus easy to automate, to complex, ambiguous, and requiring
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Figure 12. The room, need, and potential for provoking speculation to sit in the less structured, more wicked earlier

design stages.

moral or ethical judgments. This continuum goes between (1) procedural, (2) procedural to integrative, (3)
integrative, and (4) integrative to perceptive.

The early-design stages are also where there is more room for speculation—what we understand as
creativity, or what one of our participants called the “artistic part” that should remain with “us humans” (see
Figure 12). In Bernstein’s continuum, this space would be integrative and perceptive. Looking at the
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responses of our participants, it seems that ML-powered tools for the early-stage design should function as
provocateurs (or points of departure) for new designs, rather than as actors (partners and co-creators) or
materials (the designers create and use the tools similarly to craftsmanship), in Kyle Steinfeld’s categorization
(Steinfeld, 2021).%

Some generated outputs presented features not included in the initial dataset (e.g., differentiated curves, see
Figure 10). As a fact, we can argue that the framework produced unexpected results (incompleteness) that fit
within the regulations we imposed on them (precision). These results came from the interplay between the two
GANSs used in the framework.

Zooming out from our specific case, the question becomes: how should ML-powered frameworks be
calibrated to foster speculation in the early design stages and to help provoke new ideas? Provocation was well
defined as part of critical design studies (Dunne and Raby, 2013).®' Provocative design refers to design
approaches that operate in a design space where asking questions is as important as solving problems
(Ozkaramanli and Desmet, 2016).** But provocation is always bounded by a time, a space, and its receivers
who should be able to interpret it. Using machine learning as a provocateur can take different avenues as we
see them. First, the tools can serve as a starting point or inspiration that then is continued by the designer and
detailed or morphed into a concept. Second, mistakes done while using machine learning frameworks could
be honed and used as starting points for design. Third, the tools can serve as provocateurs for the designer.
Provocation here is understood as more than inspiration or a starting point and could help with perspective-
taking and triggering personal dilemmas. This fact could assist in creating productive speculations in what
Marenko (2018)** calls future crafting, as a necessary condition for any early-stage design. Finally, the tools
could help the designers create provocative projects for the receivers (i.e. their clients) that would foster
reflection, critical engagement, and debate. This future crafting done with machine learning tools sits in a
space between incompleteness and precision: on the one hand, as our participants stated—ML tools can be
used to simulate the future (e.g., through environmental simulation tools). On the other hand, they can be used
as inspiration or a provocation for imagining possible futures.

On the hybrid as a way of seeing in latent space

In generative adversarial neural networks, latent space is the intermediate layer between noise and a generated
output (be it an image, a point cloud, or other data types). The latent space stores a compressed and simplified
representation of the data used to train the neural network and could be imagined as an n-dimensional model
(Chaillou, 2022).° A walk in latent space could be imagined as a walk between two of these compressed data
points. If we oversimplify and imagine we had a latent space containing only two points: one represented by a
cube, and another by a sphere—a walk in latent space between these two points would take all the inter-
mediate steps between the cube and the sphere. This hybrid is an instance of a blend and is the way of seeing of
these generative adversarial neural networks. One could argue that all outputs of generative models are
hybrids of this type, and while ML-frameworks are excellent at generating vast amounts of hybrids, they are
also limited by their way of seeing when it comes to creative expression.

According to Margaret Boden, there are three types of creativity.***> Combinational creativity refers to
when new ideas come from making unfamiliar combinations of familiar ideas (poetic imagery, collage). This
type of creativity is where machine learning models excel, as a walk in latent space would create a large
number of hybrids interpolating between different points. Exploratory creativity refers to conceptual spaces
that are structured styles of thought (artistic movements such as modernism, and baroque). A new idea within
that style of thought is considered “exploratory creativity.” Designers and programmers who come up with
new algorithms and ways of generating datasets could be said to exhibit exploratory creativity within ML-
powered design. They could be similar to those using machine learning as a material in their design processes.
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Finally, when working within a conceptual thought style (such as ML-powered design), understanding that
the thought style has limitations and coming up with ideas that transcend the thought style is what Boden calls
transformational creativity.

While the first two types of creativity would require staying within the algorithm, or staying within a
thinking style that allows one to create and train new algorithms (thus working with precision and auto-
mation), transformational creativity would require one to take decisions outside of it. Engaging with these
tools and using them as starting points or as provocateurs could help spark critical discussions about their
limitations, and could provoke new ways of thinking that are more speculative and imprecise.

However, as our participants also note—it is momentous to be especially critical about automation in tasks
that involve data about people and in tasks that involve qualitative sensibilities. It is also important to take into
consideration the environmental aspects of more data: where is it stored, for how long, by whom, and how
much energy is needed to store and process it.

Conclusions

In this paper, we report on our efforts to understand how machine learning can influence early-stage
conceptual design for architecture. We present a framework that allows the exploration of building vol-
umetries based on site-specific regulations. We trained the framework using a dataset of single-house
buildings represented as annotated point clouds. We generated the dataset and made it available for the
research community along with the code to implement and modify the framework for future use. By
presenting the framework and results from experimenting with it to architecture practitioners, we learned that
this framework could be able, at a certain level, to inspire architectural practitioners in the ideation phase
through exploration, within the context of site-specific regulations. According to our participants, ML-
powered tools in early-stage architectural design should function as inspiration (starting points) or provo-
cation for future crafting, where decisions are taken both outside the ways of seeing the algorithm and outside
the ways of thinking these algorithms impose if one should use them as tools for design. Without allowing
themselves to get outside of the “algorithm,” designers cannot be sufficiently critical about possible ethical or
sustainability issues related to using these tools.

Several investigation avenues emerge as a natural continuation of this project. The dataset used to train
CPCGAN is relatively simple, describing different scales of single-family houses. Despite its simplicity,
generating such a dataset is a rather time-consuming process which is why we make the dataset publicly
accessible to the research community®® together with the code®” we used.

Generative algorithms could be implemented to automate and expand the dataset we created. Additionally,
we would like to explore the possibility of using real-life data for the same process. This could be achieved
with the use of 3D scanning technologies like LiDar cameras or through a collaboration with an architectural
practice, to train CPCGAN with point clouds generated from their own BIM models.

Regarding the performance of CPCGAN, we would like to employ the Growing Neural Gas algorithm for
downsizing the point clouds to 2,048 points, a process that happens randomly in CPCGAN in its current
implementation. Additionally, the proposed method for the generation of architectural forms was not used by
the survey participants. The method requires, in its current form, high computational power and does not have
an interface for field practitioners. Therefore, a logical development would be to implement the proposed
method in a ready-to-use Rhinoceros3D plugin that builds on a pre-trained algorithm.
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