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ABSTRACT In Federated Learning (FL), a global statistical model is developed by encouraging mobile
users to perform the model training on their local data and aggregating the output local model parameters
in an iterative manner. However, due to limited energy and computation capability at the mobile devices,
the performance of the model training is always at stake to meet the objective of local energy minimization.
In this regard, Multi-access Edge Computing (MEC)-enabled FL addresses the tradeoff between the model
performance and the energy consumption of the mobile devices by allowing users to offload a portion of
their local dataset to an edge server for the model training. Since the edge server has high computation
capability, the time consumption of the model training at the edge server is insignificant. However, the time
consumption for dataset offloading from mobile users to the edge server has a significant impact on the
total time consumed to complete a single round of FL process. Thus, resource management in MEC-enabled
FL is challenging, where the objective is to reduce the total time consumption while saving the energy
consumption of the mobile devices. In this article, we formulate an energy-aware resource management for
MEC-enabled FL in which the model training loss and the total time consumption are jointly minimized,
while considering the energy limitation of mobile devices. In addition, we recast the formulated problem
as a Generalized Nash Equilibrium Problem (GNEP) to capture the coupling constraints between the radio
resource management and dataset offloading. To that end, we analyze the impact of the dataset offloading
and computing resource allocation on the model training loss, time, and the energy consumption. Finally,
we present the convergence analysis of the proposed solution, and evaluate its performance against the
traditional FL approach. Simulation results demonstrate the efficacy of our proposed solution approach.

INDEX TERMS Dataset offloading, energy-aware resource management, federated learning, generalized
Nash equilibrium game, multi-access edge computing.

I. INTRODUCTION
Federated Learning (FL) builds a statistical model by allow-
ing mobile users to train local models on datasets residing
at their mobile devices [1]. The users only share the trained
local model parameters to a central server for model aggrega-
tion; thus, the local datasets’ privacy is preserved. In recent
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years, several works study FL over wireless networks [2]–[8].
These works are motivated by the possibility of leveraging
existing cellular infrastructure for offering learning services
to the users via distributed model training approach, such as
FL [9]. However, most of the works [3]–[8] highlight the
implication of wireless resource optimization, convergence
analysis, and training-time minimization when performing
distributed model training over dynamic wireless conditions.
Moreover, there are several other overlooked challenges and
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open problems for the direct implementation of FL over
wireless networks [10], [11]. On the one hand, the model
training’s performance is significantly influenced by local
datasets and computing resources used for the training. On the
other hand, the subset of mobile devices selected in each
round of model training affects the time required to reach
a global model’s desired accuracy level. This situation gets
exacerbated when we have dynamic wireless conditions.

The trade-off between the model performance, energy and
time consumption can be resolved by enabling Multi-access
Edge Computing (MEC) in FL [12]. In particular, MEC
brings the high computing servers closer to the mobile users
so that users with low computing and energy capability are
able to offload their latency and computing-intensive tasks
to the edge server [13]–[15]. Therefore, mobile users are
able to offload a selected portion of local dataset to the edge
server where a statistical model is trained by the edge server
simultaneously with several mobile devices in hands [16],
[17]. Even though FL is intended for the privacy preserving
application, a portion of local dataset which are not privacy-
sensitive can be offloaded to the MEC for further computa-
tion. Then, the MEC server can perform the model training
on all the datasets offloaded by the mobile users, simultane-
ously, and perform averaging of local model parameters and
the obtained model to build a single global model. Besides,
the users can determine the offloaded data samples based on
the freshness of the collected data. Thus, this approach is
more practical as it should be up to the users to decide the
kind of data they want to share and further improve the model
performance.

Moreover, the performance of the global model in FL is
highly affected by the heterogeneity in computing resources
of themobile device for training the local model. Besides, due
to the energy limitation of the mobile devices, the user may
use less amount of local dataset and computing resource for
the model training, which would result in lower model perfor-
mance. Thus, the trade-off between the energy consumption
of mobile devices and performance of the training model
is required to be addressed in FL. In this regard, the edge
server is a powerful computing device; hence, the time and
energy consumption of the model training at the edge server
is negligible. Therefore, it is intuitive to leverage the MEC
infrastructure for sharing computation burden of resource
constrained mobile devices during the model training process
in FL. By allowing the mobile users to offload a portion of
their local datasets to the edge server, the performance of
the global model can be preserved while saving the energy
consumption of the mobile devices.

Inline with this idea, the works in [17] and [16] proposed
the local data sharing mechanism for FL. In [16], the authors
mitigated the non-i.i.d. data problem by allowing a limited
number of users to upload their local data to a server; and
thus, the server trains a model on the uploaded data to support
the FL process during model aggregation. Authors in [17]
proposed a distributed data augmentation algorithm in which
users share a fraction of their local dataset to confront the lack

of on-device data samples. Similar to these approaches [16],
[17], we give users the ultimate power to decide the dataset
offloading. On the other hand, as a ML developer, the global
model gets benefited with our proposed scheme, wherein
we balance between the high accuracy obtained in a cen-
tralized setting and the distributed privacy preserving model
training framework, such as FL. The proposed mechanism is
practical and can be applied to real-time applications such
as autonomous driving and mobile surveillance, where the
privacy of the data collected from the devices is not a major
concern.

In summary, we raise two overlooked yet fundamentally
coupled research questions here:
• How to involve more number of mobile devices, having
a moderate computational capacity and reasonable pri-
vacy concerns, in the FL training process?

• How to perform an efficient resource optimization while
ensuring the model performance?

In this article, we propose a MEC-enabled FL model to
address the tradeoff between the training model’s perfor-
mance, total time, and energy consumption ofmobile devices.
The joint model learning and resource management problem
is challenging due to the coupling among the offloading
decision and resource management. Thus, Generalized Nash
Equilibrium Game is formulated for the dataset offloading
and uplink radio resource management to minimize the total
time taken for one global iteration. The mobile users’ energy
limitation is considered in the local computing resource man-
agement problem where the mobile users have a moder-
ate computational capacity and reasonable privacy concerns.
The energy-aware resource management algorithm for the
MEC-enabled FL is proposed in which themodel training and
resource management problems are solved alternatively.

A. RELATED WORKS
1) RESOURCE MANAGEMENT IN FL
The wireless resource management has been an interest-
ing topic in FL. Author in [3] analyzed the communication
latency for decentralized learning over wireless networks,
where each node is allowed to communicate with its own
neighbors. The optimization model is proposed in [4] for
FL over wireless networks, where the energy and time con-
sumption are jointly optimized by power allocation, local
computing resource, and model accuracy. FL over wireless
communication networks is studied in [5]–[7] in which the
authors discussed the joint optimization of the model training
and wireless resource allocation. The channel uncertainty is
considered in [8] where the joint user scheduling and resource
block allocation is performed so as to minimize the loss of FL
accuracy. The cost and learning loss are jointly minimized
in [18] by selecting mobile users who are participating in FL.
The selected users are allowed to determine the amount of
data samples used for the model training. Two level aggre-
gation for FL is proposed in [19] in which an intermediate
model aggregation can be performed at the edge server where
the final model aggregation is performed at the cloud server.
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2) RESOURCE MANAGEMENT IN MEC
The joint optimization of radio and computing resource man-
agement in MEC has been studied thoroughly in previous
works. Authors in [20] proposed a two step optimization for
radio and computing resource allocation so as to minimize
the total processing time. A multi-cell MEC is considered
in [21] in which the radio and computing resources are jointly
optimized to save the energy consumption of the mobile
users where the latency limit of the task offloading is consid-
ered. The queueing model for resource allocation is studied
in [22]–[24] in which the stability of the queues is required to
be satisfied in task offloading and resource allocation.

3) RESOURCE MANAGEMENT WITH GENERALIZED NASH
EQUILIBRIUM PROBLEM (GNEP)
GNEP is a promising technique to handle the strong coupling
of optimization variables in resource allocation problems
where both the objective and strategy sets of players are
dependent on each other. The properties, existence of Gen-
eralized Nash Equilibrium (GNE), and solution algorithms
are studied in [25]. GNEP for service provisioning problem
is proposed in [26]–[28] to model the multi-cloud systems
amongmultiple service providers. GNEP for the task offload-
ing in MEC is proposed in [29] in which the total time
consumption is minimized by the offloading decision. The
joint radio and computing resource management for MEC
is formulated as a GNEP in [30], [31] in which the authors
proposed a penalty-based resource management algorithm to
find a GNE.

B. OUR CONTRIBUTIONS
In this article, an energy-aware resource management prob-
lem is formulated for the MEC-enabled FL model. Our con-
tributions are as follows:
• We propose a MEC-enabled FL in which mobile users
are allowed to offload a portion of their local datasets
to the edge server. The proposed MEC-enabled FL
reflects a practical scenario where the users have mod-
erate computational capabilities and reasonable privacy
concerns. The mobile users can determine the offloaded
data samples depending on the freshness or privacy of
the generated data samples. Moreover, the proposed
MEC-enabled FL model addresses the tradeoff among
the performance of learningmodel and energy consump-
tion of the mobile devices.

• The energy-aware resource management problem is
formulated for the proposed MEC-enabled FL model.
The learning model, dataset offloading, local comput-
ing, and uplink radio resources management are jointly
optimized to minimize the training loss and time con-
sumption for one global round, ensuring the energy
constraints of the mobile devices.

• The uplink radio resource management of the edge
server and the dataset offloading of the mobile devices
are formulated as a GNEP to focus on the coupling
among the resource management. The optimal solution

FIGURE 1. Resource management for MEC-enabled federated learning.

of the dataset offloading and the resource management
is derived, where the time consumption of the local and
edge model is adjusted.

• Extensive simulations are performed to compare the
performance of the proposed MEC-enabled FL and tra-
ditional FL in terms of the learning model, time, and
energy consumption for the dataset offloading, and local
computing resource management. In addition, we ana-
lyze and validate these performance metrics of the pro-
posed algorithm on the cell-center and cell-edge user
is analyzed in which the system heterogeneity of the
mobile users is considered.

The rest of the paper is organized as follows. The system
model is presented in Section II in which the communication
and learning model for the MEC-enabled FL model are pro-
posed. The energy aware resource management problem is
formulated in Section III by considering the energy limit of
the mobile devices to minimize the total time consumption of
one global iteration. The energy aware resource management
algorithm for MEC-enabled FL is proposed in Section IV.
In addition, the performance of the proposed model is com-
pared with the traditional FL in Section V. The paper is
concluded in Section VI.

II. SYSTEM MODEL
A single-cell MEC system is considered in this article where
an edge server is deployed at the access point which is utilized
for training a statistical model simultaneously with themobile
devies. The energy consumption for the model training at the
mobile users can be reduced by offloading the portion of their
datasets to the edge server for the training. In the proposed
MEC-enabled FL consists of an edge server, and a set of
mobile users, I ∈ {1, 2, · · · , I } where user i has the local
datasetDi to train a local model. The proposedMEC-enabled
FL system is shown in Fig. 1 where the mobile users are
allowed to offload 0 ≤ δi ≤ 1 portion of the local dataset
to the edge server, while the remaining (1 − δi) portion of
the dataset is used for the local model training. Depending on
the energy level of the mobile users, the computing resource
used for the local training is managed in order to minimize
the training loss and time consumption of the model training.
The dataset offloading and computing resource allocation is
determined by the mobile users individually while the edge
server controls the radio resource management for the dataset
offloading and weight transmission.
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FIGURE 2. An illustration of MEC-enabled federated learning model.

An illustration of the proposed MEC-enabled FL model is
shown in Fig. 2 in which the time consumption at each stage
is defined. Moreover, the synchronous update model for FL
is considered in this article. The mobile devices participating
in FL train their local model with datasets residing at the
mobile devices and transmit the weights of the model to the
edge server in the traditional FL approach. In our proposed
MEC-enabled FL model, the mobile devices simultaneously
offload a portion of their datasets to the edge server and train
their local model with the remaining portion. After all the
offloaded datasets are received by the edge server, the edge
training is performed. The model aggregation is carried out
after the edge training and the weight transmission of all
mobile devices.

A. COMMUNICATION MODEL
In this article, we consider the Orthogonal Frequency Divi-
sion Multiple Access (OFDMA) for data transmission,
i.e., for the dataset offloading and weight transmission. The
size of offloaded dataset varies across the mobile users
depending on their channel condition and energy level,
whereas the size of weight vectors is the same for all mobile
users. Thus, the radio resource management for the uplink
transmission is performed twice for the dataset offloading and
weight uploading. These two transmissions are not performed
simultaneously. The fraction of bandwidth allocated to user i
for dataset offloading is denoted as ω̃i, while ω̄i is for the
weight uploading. Thus, the achievable data rate of user i for
the dataset offloading is defined as

Roffi = ω̃iω log2

(
1+

pigi
n0

)
. (1)

In addition, the achievable data rate of user i in uploading
the weight vector is

Ruploadi = ω̄iω log2

(
1+

pigi
n0

)
, (2)

where ω is the total available bandwidth of the access point
for the uplink transmission, pi is the transmit power of
user i, gi is the uplink channel gain of user i, and n0 is
the additive white Gaussian noise. For simplicity, let Ri
be ω log2

(
1+ pigi

n0

)
. Thus, the achievable data rate for the

dataset offloading and weight uploading is denoted by ω̃iRi
and ω̄iRi respectively.

B. FEDERATED LEARNING MODEL
In traditional FL, a statistical model is learned by allowing
users to train a local model on the dataset residing at their
mobile devices. In order to achieve the higher model perfor-
mance, the objective of user i is to minimize the training loss
by optimizing theweight parameterwi with respect to its local
dataset Di as follows:

minimize
wi∈Rn

∑
j∈Di

l(wi, xj, yj),

where xj ∈ Rn and yj ∈ R are the features vector and label
of the data sample j ∈ Di, n is the dimensions of the features
vector. In this work, the Mean Squared Error (MSE) is used
for calculating the loss function where the logistic regression
is implemented for themodel learning. After the local training
is done at user i, the weight vectorwi is sent to the edge server
for the model aggregation, where a global model is developed
as defined in [1] which is as follows:

w̄ =
∑

i∈I |Di|wi∑
i∈I |Di|

.

The final model is derived by the contribution of mobile users
which is defined as the proportion of the size of their local
dataset to the total dataset.

The performance of the global model depends not only on
the local dataset but also the computing resources used for the
local training. A local model at user i is trained by updating
the wi at multiple iterations according to stochastic gradient
descent approach. User i could save its energy consump-
tion by stopping the training after a few iterations. In order
to preserve the performance of the final global model and
energy consumption of the mobile devices, users can offload
a portion of their dataset to the edge server. The proposed
MEC-enabled FL is described in the following sections.

C. LOCAL TRAINING MODEL
In the proposed MEC-enabled FL model, user i is allowed to
offload a portion δi of its local dataset Di to the edge server,
while the remaining (1 − δi) portion of the local dataset is
used in training a model on the mobile devices. The objective
of user i is to optimize a weight vector,wi, by minimizing the
training loss which is defined as follows:

minimize
wi∈Rn

∑
j∈D̄i

l(wi, xj, yj), (3)

where D̄i is the dataset to train the local model in which
samples are chosen randomly fromDi and |D̄i| = (1−δi)|Di|.
After the local model is trained on the mobile device, user
i uploads the weight vector, wi, to the edge server which
describes the local model. Thus, user i needs to perform two
independent operations: i) the local training and ii) weight
transmission to the edge server. Therefore, the time consump-
tion of user i to execute the two stages is defined as

t locali =
(1− δi)f (|Di|)τ

γi0i
+
f (|wi|)
ω̄iRi

, (4)
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where f (|Di|) is a linear function of |Di| which defines the
size of user i’s local dataset in bytes, τ is the number of CPU
cycles required for one byte in the model training, γi is the
fraction of CPU resources used for the model training, 0i is
the total available CPU resources at user i, and f (|wi|) is a
linear function of the weight vector wi which defines the size
of the weight vector in bytes. The local energy consumption
of user i for the local model training and weight transmission
to the edge server is calculated as

elocali = ψ(1− δi)f (|Di|)τ (γi0i)2 + pi

(
f (|wi|)
ω̄iRi

)
, (5)

where ψ is the chip capacitance related to the CPU of the
mobile device as defined in [32].

D. EDGE TRAINING MODEL
In order to preserve the local energy and the performance of
the final model, user i is allowed to offload δi portion of its
local datasetDi to the edge server, where themodel training is
performed on the offloaded dataset in which the weight vector
wE is optimized to minimize the training loss as follows:

minimize
wE∈Rn

∑
j∈D̃E

l(wE , xj, yj), (6)

where D̃E = ∪i∈ID̃i, D̃i is the offloaded dataset of user i in
which the data samples are chosen randomly from the local
datasetDi such that |D̃i| = δi|Di|, D̃i∪D̄ = Di, and D̃i∩D̄i =

∅. The model training at the edge server involves two stages
as well which are the dataset offloading of the mobile users
and the weight optimization. Thus, the time consumption of
the edge training is defined as follows:

tedge = max
i∈I

{
δif (|Di|)
ω̃iRi

}
+

∑
i∈I δif (|Di|)τ

0E
, (7)

where 0E is the available CPU resources of the edge server.
The energy consumption of user i in the dataset offloading is
calculated as follows:

eoffi = pi

(
δif (|Di|)
ω̃Ri

)
. (8)

Once the model training at the edge server is executed and
the weight transmission from the mobile users is completed,
the final model aggregation is performed. Following the anal-
ysis of [1], we define the final model aggregation as follows:

w̄ =
∑

i∈I |D̄i|wi + |D̃E |wE∑
i∈I |Di|

, (9)

where the contribution of the weights from the mobile users
and the edge server to the final model is proportional to their
data samples used in the model training.

III. PROBLEM FORMULATION
In this section, the energy aware resource management prob-
lem for the MEC-enabled FL is formulated, where the train-
ing loss and the time consumption for one communication
is jointly minimized while considering the energy level of

the mobile devices. It is crucial to minimize the time taken
for one communication round in the proposed MEC-enabled
FL because the time taken for dataset offloading influences
the total time consumption which can be significantly higher
than the traditional FL model. Since both the edge server, and
the mobile user i gets involve in the model training for the
proposed MEC-enabled FL model, the total time taken for
one communication round is defined as follows:

t total = max
{
max
i∈I

{
t locali

}
, tedge

}
, (10)

where the synchronous model update is considered. In addi-
tion, the total energy consumption of user i in the proposed
MEC-enabled FL is defined as follows:

etotali = elocali + eoffi . (11)

Thus, the energy aware resource management problem for
the MEC-enabled FL is formulated in which the training
loss and the total time consumption are jointly minimized by
guaranteeing the energy limit of the mobile devices.

The optimization problem of the edge server, where the
uplink radio resources are managed so as to jointly minimize
the edge training loss and total time consumption is defined
as follows:

minimize
wE∈Rn,[ω̃,ω̄]∈SE

α1

∑
j∈D̄E

l(wE , xj, yj)

+ α2 t total
subject to etotali ≤ 1ei, ∀i ∈ I, (12)

where α1 and α2 are, respectively, the scaling parameters for
the training loss and total time. The set SE is defined as

SE =
{
[ω̃, ω̄]|

∑
i∈I

ω̃i ≤ 1,
∑
i∈I

ω̄i ≤ 1, ω̃, ω̄ ≥ 0

}
, (13)

where ω̃ =
[
ω̃i
]T
i∈I , ω̄ = [ω̄i]Ti∈I . SE defines the limit of the

uplink radio resource allocation where the sum of the fraction
of uplink bandwidth allocated to the mobile users must not
exceed 1 for both dataset offloading and weight transmission,
and the resource allocation must be non-negative.

The dataset offloading and computing resources optimiza-
tion of user i to jointly optimize the local training loss and the
total time consumption is as follows:

minimize
wi∈Rn,[δi,γi]∈Si

α1

∑
j∈D̄i

l(wi, xj, yj)

+ α2 t total
subject to etotali ≤ 1ei. (14)

The set, Si is defined as

Si = {[δi, γi]|0 ≤ δi ≤ 1, 0 ≤ γi ≤ 1} , (15)

where Si defines the boundaries for the data offloading vari-
able δi, and computing resource allocation γi, to ensure that
δi and γi are non-negative and must not exceed the total
available resources.
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The formulated energy-aware resource management prob-
lem is challenging to solve due to the non-convexity and
strong coupling among the decision variables. Thus, we first
decouple the formulated problem of user i into the com-
puting resource management problem and dataset offload-
ing problem. Then, the GNEP is formulated for the uplink
radio resource management at the edge server and the dataset
offloading at the user i in which the coupling in their objective
function and strategy sets are analyzed.

IV. ENERGY-AWARE RESOURCE MANAGEMENT
FOR MEC-ENABLED FL
In this section, the energy-aware resource management algo-
rithm is presented where the model training and the resource
management problem at the edge server and the mobile users
are decoupled and solved alternatively. The uplink radio
resource management problem of the edge server where the
objective is to minimize the total time consumption while
guaranteeing the energy limit of the mobile devices is defined
as follows:

minimize
[ω̃,ω̄]∈SE

t total

subject to etotali ≤ 1ei, ∀i ∈ I. (16)

Thus, the edge server solves (6) and (16) alternatively. More-
over, the objective of the mobile user i is to minimize the total
time consumption by optimizing the dataset offloading and
computing resource management by ensuring its energy limit
is as follows:

minimize
[δi,γi]∈Si

t total

subject to etotali ≤ 1ei, (17)

where the mobile user i solves (3) and (17) alternatively.
Due to the non-convexity and coupling among the dataset
offloading δi, and the computing resource management γi,
the resource management problem of user i is decoupled into
two independent problems, which are the dataset offloading
problem and the computing resource management problem.

A. COMPUTING RESOURCE MANAGEMENT FOR
MEC-ENABLED FL
Given the dataset offloading decision δi and the uplink band-
width allocation for the weight transmission ω̄i, the comput-
ing resource management problem of user i to minimize the
total time consumption by taking its energy limit is defined
as

minimize
γi∈S̄i

t locali

subject to etotali ≤ 1ei, (18)

where S̄i = {γi|0 ≤ γi ≤ 1}. As stated in Appendix VI,
the local time consumption t locali is decreasing in γi, but the
local energy consumption etotali is increasing with respect to
γi. Thus, the optimal value of γi exists when t locali can be
decreased until etotali = 1ei. The closed form solution of γi,

which can be derived with the KKT conditions, is described
as follows:

γi =

1ei − pi
(
δif (|Di|)
ω̃iRi

+
f (|wi|)
ω̄iRi

)
ψ(1− δi)f (|Di|)τ (0i)2

1/2

,

γ ∗i = max{min{γi, 1}, 0}, (19)

which is the projection of γi onto S̄i.
Proof: Appendix B-A. �
Thus, the optimal computing resource allocation of user i

depends not only on its energy level but also the amount of
datasets used for the local training and energy consumption
for the uplink transmissions. The computing resource used
for the local model training γi will be less if the energy
level of the mobile user i, 1ei is low, or the total energy
consumption of the uplink transmissions is high. Moreover,
in order to guarantee the energy limit of the mobile device i,
less computing resource should be used for themodel training
if the amount of dataset used for the model training is large.

The energy limitation of the mobile users is assumed to
be satisfied by the computing resource management of the
mobile users. Thus, we eliminate the energy limitation con-
straints of the mobile devices from the dataset offloading
and uplink resource management problem. However, our pro-
posed solution approach can satisfy the energy limitation of
the mobile devices which is shown in the simulation results
in Section V.

B. DATASET OFFLOADING PROBLEM
The dataset offloading of the mobile users and the uplink
bandwidth management of the edge server can be formu-
lated as follows. Given the computing resource allocation γi,
the uplink bandwidth management for the dataset offloading
ω̃i, and the weight transmission ω̄i, the dataset offloading
decision of user i can be formulated as follows:

minimize
δi∈S̃i

t total, (20)

where S̃i = {δi|0 ≤ δi ≤ 1}. The dataset offloading problem
(20) can be rewritten as

minimize
δi,∈S̃i

1t

subject to t locali ≤ 1t,

tedgei ≤ 1t, (21)

where tedgei =
δif (|Di|)
ω̃iRi

+

∑
i∈I δif (|Di|)τ

0E
.

C. UPLINK RESOURCE MANAGEMENT PROBLEM
Given the dataset offloading δi and the computing resource
allocation γi,∀i ∈ I, the uplink bandwidth allocation for the
dataset offloading ω̃ and the weight transmission ω̄ of the
edge server can be formulated as follows:

minimize
[ω̃,ω̄]∈SE

t total. (22)
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The uplink bandwidth management problem (22) can be
rewritten as

minimize
[ω̃,ω̄]∈SE

1t

subject to t locali ≤ 1t, ∀i ∈ I,
tedgei ≤ 1t, ∀i ∈ I. (23)

As defined in (21) and (23), the dataset offloading decision
δi is strongly dependent on the uplink bandwidth allocations
ω̃i and ω̄i. Since the uplink bandwidth resource is limited,
the management of the uplink radio resources among the
mobile users with respect to their data offloading decisions
is challenging.

D. GNEP FORMULATION FOR TIME MINIMIZATION
The GNEP formulation is defined in order to address the
strong coupling among the uplink bandwidth and the dataset
offloading, where not only the objective functions of the
players but also their strategy sets are dependent on each
other, as defined in (21) and (23). Let P = {0, 1, 2, · · · , I }
be the set of players in the time minimization game, where
the edge server is indexed as 0, and the mobile user i as
i = 1, 2, · · · , I . The action of the edge server, which is the
uplink bandwidth management for the dataset offloading and
the weight transmission, is denoted by x0, where x0 := ω̃, ω̄].
In addition, the action of user i,∀i ∈ I, which is the dataset
offloading decision, is denoted by xi, where xi :=i.
The coupling constraints of the edge server and the mobile

users are rewritten as follows. The local time consumption
constraint is re-defined as

hlocali (δi, γi, ω̄i) ≤ 0, (24)

where hlocali (δi, γi, ω̄i) = t locali −1t . The edge time consump-
tion constraint is re-defined as

hedgei (δ, ω̃i) ≤ 0, (25)

where hedgei (δ, ω̃i) = tedgei −1t , δ = [δi]Ti∈I .
The GNEP formulation of the edge server for the uplink

bandwidth resource management is defined as

G0(x−0) : minimize
[ω̃,ω̄]∈Š0

1t

subject to hlocali (δi, γi, ω̄i) ≤ 0, ∀i ∈ I,
hedgei (δ, ω̃i) ≤ 0, ∀i ∈ I, (26)

where Š0 = SE . Let Ŝ0 be the set of the coupling constraints
of the edge server which is defined as

Ŝ0=

{
[ω̃, ω̄]|hlocali (δi, γi, ω̄i)≤0, h

edge
i (δ, ω̃i) ≤ 0,∀i ∈ I

}
.

(27)

The compactness and convexity of G0(x−0) is defined in the
following lemma.
Lemma 1: Š0 is compact and convex set. hlocali (δi, γi, ω̄i)

and hedgei (δ, ω̃i) are continous and convex in ω̃, ω̄.
Proof: Appendix A-B. �

The GNEP formulation of the mobile user i for the dataset
offloading is defined as

Gi(x−i) : minimize
δi,∈Ši

1t

subject to hlocali (δi, γi, ω̄i) ≤ 0,

hedgei (δ, ω̃i) ≤ 0, (28)

where Ši = S̃i. Let Ŝi be the set of the coupling constraints
of player i which is defined as

Ŝi =
{
hlocali (δi, γi, ω̄i) ≤ 0, hedgei (δ, ω̃i) ≤ 0

}
. (29)

The compactness and convexity of Gi(x−i) is defined in the
following lemma.
Lemma 2: Ši is compact and convex set. hlocali (δi, γi, ω̄i)

and hedgei (δ, ω̃i) are continuous and convex in δi.
Proof: Appendix A-B. �

1) THE EXISTENCE OF THE GNE
The GNE of the formulated generalized Nash game is defined
as a point x∗ which solves Gp(x−p),∀p ∈ P . The existence
of the GNE is stated by the following theorem.
Theorem 1: There exists a generalized Nash equilibrium if

the following conditions hold for p,∀p ∈ P .
• Šp,∀p ∈ P, are convex and compact sets.
• Ŝp,∀p ∈ P, is closed and convex.
• The objective function, which is 1t , is continuous and
convex with respect to xp.

2) SOLUTION APPROACH TO GNEP
The GNE x∗p of the formulated GNEPGp(x−p) can be derived
by the KKT conditions. Thus, x∗0 := ω̃, ω̄] and x∗i :=i,∀i ∈
I, is as follows:

ω̃∗i =
1∑

i∈I

[
λ̃iδif (|Di|)

Ri

]1/2
[
λ̃iδif (|Di|)

Ri

]1/2
, (30)

ω̄∗i =
1∑

i∈I

[
λ̄if (|xi|)
Ri

]1/2 [ λ̄if (|wi|)
Ri

]1/2
, (31)

δ∗i =

[
f (|Di|)
ω̃iRi

+
f (|Diτ |)
0E

+
f (|Di|)τ
γi0i

]−1
×

[
f (|Di|)τ
γi0i

+
f (|wi|)
ω̄iRi

−

∑
j∈I,j6=i δjf (|Dj|)τ

0E

]
, (32)

where λ̃i and λ̄i are the Lagrangemultipliers associated to two
coupling constraints for user i.
Proof: Appendix B-B. �
The Lagrange multipliers, λ̃i and λ̄i,∀i ∈ I, are updated

as follows.

λ̃ki =

{
λ̃k−1i +1i if ei > 1ei,
λ̃k−1i if ei ≤ 1ei,

(33)

λ̄ki = 1− λ̃ki , (34)
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where 1i is an increment parameter of user i. As defined in
(30) and (31), the Lagrange multipliers λ̃i and λ̄i act as a
weight parameter to the proportional resource allocation of
the uplink bandwidth. Since ei is decreasing in ω̃i and ω̄i,
the energy limitation of user i can be satisfied by allocating
more uplink bandwidth to user i in the dataset offloading
which has the higher energy consumption than the weight
transmission.

E. ENERGY-AWARE RESOURCE
MANAGEMENT ALGORITHM
The energy-aware resource management algorithm is pro-
posed for the joint learning, dataset offloading, comput-
ing, and uplink resource management for the MEC-enabled
FL which works as follows. First, the initial value for
the Lagrange multipliers, dataset offloading, computing and
uplink resource allocation are chosen. Users offload a portion
of their local dataset to the edge server as stated at line 4.
Users and the edge server perform the model training simul-
taneously as defined at line 5. Once the weight update of the
all users is received at the edge server, the model aggregation
is performed as stated at line 7. The Lagrange multipliers,
the dataset offloading, computing and uplink resource allo-
cation are then updated. In addition, the edge server and the
users perform the model training and the updated weights
are aggregated. This process is repeated until convergence as
defined in lines 9-21. Since all mobile users and the edge
server implement the best response strategy, the proposed
algorithm will converge to a stationary point. The loss value
l̂ is defined as l̂ =

∑
j∈D̂ l(w̄, xj, yj), where it calculates the

testing loss of the final model on the test dataset D̂.

V. SIMULATION RESULTS
We consider a single-cell macro base station deployed
together with an edge server for the model training and aggre-
gation. MINIST dataset is used for the model training where
the logistic regression is performed on 50 mobile users. The
data samples in the whole dataset are randomly shuffled and
distributed among users where each user has approximately
1,200 data samples. The total available uplink bandwidth is
considered as 20 MHz. The edge server is equipped with
16 GHz CPU. We consider the system heterogeneity in the
simulation where the mobile users have different CPU fre-
quency and energy limitation where the CPU frequency of the
mobile users follows a uniform distribution of [1.2, 1.5] GHz.
The energy limit of the mobile users is considered to follow a
uniform distribution as well which is [45, 60] watt. We com-
pare the traditional FL and proposed MEC-enabled FL where
the dataset offloading for the edge training is not allowed
in the traditional FL which uses all the data samples in the
local dataset for the training. The loss value in the figures is
the testing loss on the final model. For the proposed energy-
aware resource management algorithm, the initial points for
the dataset offloading and computing resource allocation are
chosen randomly while the uniform allocation is performed

FIGURE 3. Loss and time consumption with respect to the fraction of
offloaded data.

FIGURE 4. Loss, energy, and time consumption with respect to the
fraction of computing resource allocated.

FIGURE 5. Loss, energy, and time consumption with respect to the
fraction of offloaded data.

on the uplink bandwidth resources. To compare the tradi-
tional and proposed MEC-enabled FL in terms of the size of
offloaded dataset and computing resource, the uniform allo-
cation is used for the uplink bandwidth resourcemanagement.

Fig. 3 shows the comparison of the traditional and pro-
posed FL on the size of offloaded dataset regarding loss and
total time consumption. Since the dataset offloading is not
allowed in the traditional FL, the loss and total time con-
sumption are constant across the size of the offloaded dataset.
The proposed MEC-enabled FL can achieve the better model
performance by offloading the portion of local dataset where
the edge server performs the model training on all the local
dataset offloaded from the user. The proposed MEC-enabled
FL is same as the traditional FL when the fraction of the
offloaded data is zero which means the mobile users use all
the dataset for the local training. When the fraction is 1,
the proposed FL is same as the centralized model training
where all the local datasets are used for the model training at
edge server. Since the users need to upload the local datasets
to the edge server, the total time consumption of the proposed
model is higher than the traditional FL but it can beminimized
by the decent resource management approach.

Fig. 4 and Fig. 5 show the testing loss, energy and time
consumption of the proposed model with respect to the com-
puting resources and dataset offloading for the cell-center and
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FIGURE 6. Comparison of local time taken for (i) local training, (ii) weight
transmission, and edge time taken for (i) dataset offloading, (ii) edge
training, with respect to the fraction of offloaded data.

FIGURE 7. Comparison of traditional and proposed MEC-enabled FL in
loss and time consumption.

cell-edge users. As more computing resources are used for
the local model training, the loss and time consumption is
decreased. However, the energy consumption of the mobile
device will increase with the computing resource allocation.
As for the amount of offloaded dataset, the loss and energy
decreases as the size of offloaded dataset increases since the
energy consumption of the model training is much higher
than that of transmissions. But, the total time consumption
is increased with respect to the offloaded dataset due to the
time taken for dataset offloading. The total time taken for
the cell-center user is much lower than that of the cell-edge
user. Since the synchronous update is used for the model
aggregation, the cell-edge user has the high impact on the
total time consumption.

Fig. 6 shows the time taken for the local and edge training
for the cell-center and cell edge user. The time taken for the
local training gets lower than that for the edge training as the
offloaded data size increases. Due to the poor channel condi-
tion, the cell-edge user needs higher time consumption in the
dataset offloading than the cell-center user. Thus, the decent
resource management approach is required to minimize the
total time consumption.

Fig. 7 shows the comparison of the traditional and pro-
posed FL on Algorithm 1 where the algorithm converges
to a stationary point after a few iterations. The proposed
MEC-enabled FL performs better than the traditional FL
since the offloaded local datasets are trained collectively
at the edge server. With the proposed resource manage-
ment approach, the MEC-enabled FL can achieve lower
time consumption than the traditional FL. Fig. 8 shows the
convergence of the algorithm in the final model loss, total

Algorithm 1 Energy-Aware Resource Management Algo-
rithm
1: Choose an initial value for the Lagrange multipliers
λ̃0i , λ̄

0
i ,∀i ∈ I.

2: k ← 0.
3: Choose an initial value for δki , γ

k
i , ω̃

k
i , ω̄

k
i ,∀i ∈ I.

4: User i,∀i ∈ I offload δki of its dataset to the edge server.
5: User i,∀i ∈ I, and the edge server perform the model

training simultaneously.
6: User i,∀i ∈ I uploads its weight parameters.
7: The model aggregation is performed at the edge server.
8: repeat
9: k ← k + 1.
10: At user i,∀i ∈ I,
11: γ ki ← γ ∗i as defined in (19).
12: δki ← δ∗i as defined in (32).
13: δki of the dataset is offloaded to the edge server given

ω̃k−1i .
14: The model training is performed given δki and γ

k
i .

15: wk
i is uploaded to the edge server given ω̄ki .

16: At the edge server,
17: λ̃ki , λ̄

k
i ,∀i ∈ I, are updated as defined in (33) and

(34).
18: ω̃ki ← ω̃∗i ,∀i ∈ I, as defined in (30).
19: ω̄ki ← ω̄∗i ,∀i ∈ I, as defined in (31).
20: The model training is performed given δk .
21: The model aggregation is performed.
22: until

∥∥∥l̂k − l̂k−1∥∥∥ ≤ ε and ∥∥t total,k − t total,k−1∥∥ ≤ ε.

FIGURE 8. Convergence of the algorithm in loss, energy and time
consumption.

time consumption and individual energy consumption of the
cell-center and cell-edge user. The energy consumption of the
cell-center user fluctuates more than that of cell-edge user
where the energy limit of the mobile users are guaranteed
eventually.

Fig. 9 and Fig. 10 shows the comparison of the resource
management of the Algorithm 1 at the cell-center and cell-
edge users. Due to the poor channel condition of the cell-edge
user, less local dataset is offloaded to the edge server while
more uplink resource is required for the dataset offloading
than the cell-center user in order to minimize the total time
consumption. Similar to the uplink resource allocation for
the dataset offloading, the cell-edge user require more uplink
bandwidth for the weight transmission than the cell-center
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FIGURE 9. Convergence of the algorithm in data offloading and uplink
bandwidth allocation for offloading.

FIGURE 10. Convergence of the algorithm in computing resource and
uplink bandwidth allocation for weight transmission.

user to reduce the total time consumption. Since the cell-edge
user offload a small portion of its local datasets to the edge
server, the higher amount of computing resource is required
for the local training than that of the cell-center user which is
shown in Fig. 10.

VI. CONCLUSION
In this article, the energy-aware resource management for the
MEC-enabled FL is proposed. In particular, the mobile users
are allowed to offload a portion of their local dataset to the
MEC server; and hence, the tradeoff between the performance
of the training model and the energy consumption at user
devices with respect to the amount of data samples used
for the local training is handled. To that end, an energy-
aware resource management problem is formulated with
the objective of minimizing the training loss and time con-
sumption, while satisfying the device’s energy constraints.
The formulated problem is decoupled into multiple sub-
problems due to the coupling between the decision variables.
Then, the solution for the computing resource management
is derived by ensuring the energy budget of the mobile
users. Moreover, the problem of dataset offloading and uplink
resource management is formulated as a GNEP, and the
existence of a GNE is derived. The solution to the dataset
offloading and uplink bandwidth allocation is derived to min-
imize the total time consumption. To that end, the energy-
aware resource management algorithm is proposed. Finally,
extensive simulations are performed which show that the
total time consumption of the proposed MEC-enabled
FL model is competitively lower than the traditional FL
approach when adopting the proposed resource management
algorithm.

APPENDIX
A PROOF OF CONVEXITY
A. ENERGY CONSUMPTION OF USERS
The first derivatives of the total energy consumption of user i
with respect to δi, γi, ω̃i, and ω̄i are as follows:

∂ei
∂δi
=

pif (|Di|)
ω̃iRi

− ψ f (|Di|)τ (γi0i)2 ,

∂ei
∂γi
= 2ψ(1− δi)f (|Di|)τγi02

i ,

∂ei
∂ω̃i
= −

piδif (|Di|)

ω̃2
i Ri

,

∂ei
∂ω̄i
= −

pif (|wi|)

ω̄2
i Ri

.

The second derivatives of ei with respect to δi, γi, ω̃i, and
ω̄i are as follows:

∂2 ei
∂δ2i
= 0,

∂2 ei
∂γ 2

i

= 2ψ(1− δi)f (|Di|)τ02
i ≥ 0,

∂2 ei
∂ω̃2

i

=
2 piδif (|Di|)

ω̃3
i Ri

≥ 0,

∂2 ei
∂ω̄2

i

=
2 pif (|wi|)

ω̄3
i Ri

≥ 0.

The second derivatives of ei are non-negative which are
∂2 ei ≥ 0 because 0 ≤ δi ≤ 1, 0 ≤ ω̃i ≤ 1 and 0 ≤ ω̄i ≤ 1.
Thus, ei is convex with respect to δi, γi, ω̃i and ω̄i.

B. TIME CONSUMPTION
The time consumption for the edge model training of user i
includes the time taken for the datasets offloading and model
traing at the edge server which is defined as

tedgei =
δif (|Di|)
ω̃iRi

+

∑
i∈I δif (|Di|)τ

0E
.

The time taken for the edge training tedgei is affected by only
the dataset offloading δi and ω̃i. Thus, the first derivatives of
tedgei with respect to δi and ω̃i are

∂tedgei

∂δi
=

f (|Di|)
ω̃iRi

+
f (|Di|)τ
0E

,

∂tedgei

∂ω̃i
= −

δif (|Di|)

ω̃2
i Ri

.

The second derivatives of tedgei with respect to δi and ω̃i are

∂2 tedgei

∂δ2i
= 0,

∂2 tedgei

∂ω̃2
i

=
2δif (|Di|)

ω̃3
i Ri

≥ 0.

Thus, tedgei is convex with respect to δi and ω̃i.
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The time taken for the local model training t locali is affected
by the dataset offloading δi, the computing resource alloca-
tion γi, and the uplink bandwidth allocation for the weight
transmission ω̄i. Thus, the first derivatives of t locali with
respect to δi, γi, and ω̄i are

∂t locali

∂δi
= −

f (|Di|)τ
γi0i

,

∂t locali

∂γi
= −

(1− δi)f (|Di|)τ

γ 2
i 0i

,

∂t locali

∂ω̄i
= −

f (|wi|)

ω̄2
i Ri

.

The second derivatives of t locali with respect to δi, γi, and ω̄i
are

∂2 t locali

∂δ2i
= 0,

∂2 t locali

∂γ 2
i

=
2(1− δi)f (|Di|)τ

γ 3
i 0i

≥ 0, (∵ 0 ≤ γi ≤ 1),

∂2 t locali

∂ω̄2
i

=
2 f (|wi|)

ω̄3
i Ri

≥ 0.

Thus, t locali is convex in δi, γi and ω̄i.

APPENDIX B
DERIVATION OF OPTIMAL SOLUTIONS
A. OPTIMAL COMPUTING RESOURCE DERIVATION
To derive the closed form solution of the computing resource
management γi of user i, the Lagrangian of (18) is defined as
follows:

L(γi) =
(1− δi)f (|Di|)τ

γi0i
+
f (|wi|)
ω̄iRi

+β
[
ψ(1− δi)f (|Di|)τ (γi0i)2 −1ei

]
.

The first derivative of L(γi) with respect to γi is

∂L(γi)
∂γi

= −
(1− δi)f (|Di|)τ

γ 2
i 0i

+ 2βψ(1− δi)f (|Di|)τγi02
i .

By setting the first derivative of L(γi) to zero, which is
∂L(γi)
∂γi
= 0,

γi =

[
(1− δi)f (|Di|)

2βψ(1− δi)f (|Di|)03
i

]1/3
.

If β = 0, γi would be undefined. Thus, β must be greater
than zero which makes the following condition: etotali =

1ei according to the KKT conditions. Thus, the computing
resource management of user i can be derived from etotali =

1ei as follows:

γi =

1ei − pi
(
δif (|Di|)
ω̃iRi

+
f (|wi|)
ω̄iRi

)
ψ(1− δi)f (|Di|)τ (0i)2

1/2

.

B.OPTIMAL DATASET OFFLOADING AND UPLINK
BANDWIDTH DERIVATION
The Lagrangian of (28) is defined as follows.

L(δi) = 1t + λ̃i
[
δif (|Di|)
ω̃iRi

+

∑
i∈I δif (|Di|)τ

0E
−1t

]
+ λ̄i

[
(1− δi)f (|Di|)τ

γi0i
+
f (|wi|)
ω̄iRi

−1t
]
.

The first derivatives of L(δi) with respect to δi is as follows.

∂L(δi)
∂δi

=
λ̃if (|Di|)
ω̃iRi

+
λ̃if (|Di|)τ

0E
−
λ̄if (|Di|)τ
γi0i

,

where the Lagrangian, L(δi) is linear in δi.
To derive the solution of ω̃i, ω̄i, the Langrangian of (26) is

defined as follows.

L(ω̃, ω̄)=1t+
∑
i∈I

λ̃i

[
δif (|Di|)
ω̃iRi

+

∑
i∈I δif (|Di|)τ

0E
−1t

]
+

∑
i∈I

λ̄i

[
(1− δi)f (|Di|)τ

γi0i
+
f (|wi|)
ω̄iRi

−1t
]

+ µ̃

[∑
i∈I

ω̃i − 1

]
+ µ̄

[∑
i∈I

ω̄i − 1

]
.

The first derivatives of L(ω̃, ω̄) with respect to ω̃, ω̄ are

∂L(ω̃, ω̄)
∂ω̃i

= −
λ̃iδif (|Di|)

ω̃2
i Ri

+ µ̃,

∂L(ω̃, ω̄)
∂ω̄i

= −
λ̄if (|wi|)

ω̄2
i Ri

+ µ̄.

By setting the first derivatives of L(ω̃, ω̄) to zero, which are
∂L(ω̃,ω̄)
∂ω̃i

= 0 and ∂L(ω̃,ω̄)
∂ω̄i

= 0, the following equations can be
derived.

ω̃i =

[
λ̃iδif (|Di|)
µ̃Ri

]1/2
, (35)

ω̄i =

[
λ̄if (|wi|)
µ̄Ri

]1/2
. (36)

As defined in (35) and (36), if λ̃i and λ̄i are zero, ω̃i and ω̄i are
zero. The uplink resource allocation ω̃i cannot be zero since
user i needs to offload δi portion of the local dataset unless
δi = 0. The uplink allocation for the weight transmission ω̄i
cannot be zero since user i always need to upload its weight
parameter. Thus, λ̃i 6= 0 and λ̄ 6= 0. In case of µ̃ and µ̄,
the uplink resource allocations, ω̃i and ω̄i, are undefined if
µ̃ and µ̄ are zero, respectively. Thus, µ̃ 6= 0 and µ̄ 6= 0.
According to the KKT conditions, if µ̃ 6= 0 and µ̄ 6= 0,
we have the following conditions.∑

i∈I
ω̃i = 1, (37)∑

i∈I
ω̄i = 1. (38)
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By substituting (35) and (36) into (37) and (38), the values
of µ̃ and µ̄ are derived as follows.

µ̃ =

∑
i∈I

[
λ̃iδif (|Di|)

Ri

]1/22

,

µ̄ =

[∑
i∈I

[
λ̄if (|wi|)

Ri

]1/2]2
.

Thus, the optimal values for the uplink bandwidth allocations
can be derived as follows.

ω̃i =
1∑

i∈I

[
λ̃iδif (|Di|)

Ri

]1/2
[
λ̃iδif (|Di|)

Ri

]1/2
,

ω̄i =
1∑

i∈I

[
λ̄if (|wi|)

Ri

]1/2 [ λ̄if (|wi|)
Ri

]1/2
,

which can be depicted as the proportional resource allocation.
Regarding the KKT conditions, if λ̃i 6= 0 and λ̄i 6= 0,

we have the following conditions.

tedgei = 1t,

t locali = 1t.

From the above conditions, we have tedgei = t locali which can
be expanded as

δif (|Di|)
ω̃iRi

+

∑
i∈I δif (|Di|)τ

0E
=

(1− δi)f (|Di|)τ
γi0i

+
f (|wi|)
ω̄iRi

.

Thus, we can derive δi as follows.

δi =

[
f (|Di|)
ω̃iRi

+
f (|Diτ |)
0E

+
f (|Di|)τ
γi0i

]−1
×

[
f (|Di|)τ
γi0i

+
f (|wi|)
ω̄iRi

−

∑
j∈I,j6=i δjf (|Dj|)τ

0E

]
.

The dataset offloading, δi, is determined to balance off the
time consumption among the local training and edge training.

REFERENCES
[1] B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. Y. Arcas,

‘‘Communication-efficient learning of deep networks from decentralized
data,’’ in Proc. Int. Conf. Artif. Intell. Stat., Apr. 2017, pp. 1273–1282.

[2] S. R. Pandey, N. H. Tran, M. Bennis, Y. K. Tun, A. Manzoor, and
C. S. Hong, ‘‘A crowdsourcing framework for on-device federated learn-
ing,’’ IEEE Trans. Wireless Commun., vol. 19, no. 5, pp. 3241–3256,
May 2020.

[3] N. Naderializadeh, ‘‘On the communication latency of wireless
decentralized learning,’’ 2020, arXiv:2002.04069. [Online]. Available:
http://arxiv.org/abs/2002.04069

[4] N. H. Tran, W. Bao, A. Zomaya, M. N. H. Nguyen, and C. S. Hong,
‘‘Federated learning over wireless networks: Optimization model design
and analysis,’’ in Proc. IEEE INFOCOM - IEEE Conf. Comput. Commun.,
Paris, France, Apr. 2019, pp. 1387–1395.

[5] Z. Yang, M. Chen, W. Saad, C. Seon Hong, andM. Shikh-Bahaei, ‘‘Energy
efficient federated learning over wireless communication networks,’’ 2019,
arXiv:1911.02417. [Online]. Available: http://arxiv.org/abs/1911.02417

[6] M. Chen, Z. Yang, W. Saad, C. Yin, H. Vincent Poor, and S. Cui,
‘‘A joint learning and communications framework for federated learning
over wireless networks,’’ 2019, arXiv:1909.07972. [Online]. Available:
http://arxiv.org/abs/1909.07972

[7] M. Chen, H. Vincent Poor, W. Saad, and S. Cui, ‘‘Convergence time
optimization for federated learning over wireless networks,’’ 2020,
arXiv:2001.07845. [Online]. Available: http://arxiv.org/abs/2001.07845

[8] M. Manimel Wadu, S. Samarakoon, and M. Bennis, ‘‘Federated learn-
ing under channel uncertainty: Joint client scheduling and resource
allocation,’’ 2020, arXiv:2002.00802. [Online]. Available: http://arxiv.
org/abs/2002.00802

[9] S. Niknam, H. S. Dhillon, and J. H. Reed, ‘‘Federated learning for wireless
communications: Motivation, opportunities, and challenges,’’ IEEE Com-
mun. Mag., vol. 58, no. 6, pp. 46–51, Jun. 2020.

[10] T. Li, A. K. Sahu, A. Talwalkar, and V. Smith, ‘‘Federated learning:
Challenges, methods, and future directions,’’ IEEE Signal Process. Mag.,
vol. 37, no. 3, pp. 50–60, May 2020.

[11] P. Kairouz et al., ‘‘Advances and open problems in federated
learning,’’ 2019, arXiv:1912.04977. [Online]. Available: http://arxiv.
org/abs/1912.04977

[12] W. Y. B. Lim, N. C. Luong, D. T. Hoang, Y. Jiao, Y.-C. Liang, Q. Yang,
D. Niyato, and C. Miao, ‘‘Federated learning in mobile edge networks:
A comprehensive survey,’’ IEEE Commun. Surveys Tuts., vol. 22, no. 3,
pp. 2031–2063, 3rd Quart., 2020.

[13] N. Abbas, Y. Zhang, A. Taherkordi, and T. Skeie, ‘‘Mobile edge computing:
A survey,’’ IEEE Internet Things J., vol. 5, no. 1, pp. 450–465, Feb. 2018.

[14] P. Mach and Z. Becvar, ‘‘Mobile edge computing: A survey on architecture
and computation offloading,’’ IEEE Commun. Surveys Tuts., vol. 19, no. 3,
pp. 1628–1656, 3rd Quart., 2017.

[15] T. Taleb, K. Samdanis, B. Mada, H. Flinck, S. Dutta, and D. Sabella,
‘‘On multi-access edge computing: A survey of the emerging 5G network
edge cloud architecture and orchestration,’’ IEEE Commun. Surveys Tuts.,
vol. 19, no. 3, pp. 1657–1681, 3rd Quart., 2017.

[16] N. Yoshida, T. Nishio, M. Morikura, K. Yamamoto, and R. Yonetani,
‘‘Hybrid-FL for wireless networks: Cooperative learning mechanism using
non-IID data,’’ in Proc. IEEE Int. Conf. Commun. (ICC), Dublin, Republic
of Ireland, Jun. 2020, pp. 1–7.

[17] E. Jeong, S. Oh, J. Park, H. Kim, M. Bennis, and S.-L. Kim, ‘‘Hiding in the
crowd: Federated data augmentation for on-device learning,’’ IEEE Intell.
Syst., early access, Oct. 12, 2020, doi: 10.1109/MIS.2020.3028613.

[18] C. Feng, Y.Wang, Z. Zhao, T. Q. S. Quek, andM. Peng, ‘‘Joint optimization
of data sampling and user selection for federated learning in the mobile
edge computing systems,’’ in Proc. IEEE Int. Conf. Commun. Workshops
(ICC Workshops), Dublin, Republic of Ireland, Jun. 2020, pp. 1–6.

[19] S. Luo, X. Chen, Q. Wu, Z. Zhou, and S. Yu, ‘‘HFEL: Joint edge
association and resource allocation for cost-efficient hierarchical fed-
erated edge learning,’’ 2020, arXiv:2002.11343. [Online]. Available:
http://arxiv.org/abs/2002.11343

[20] R. Kobayashi and K. Adachi, ‘‘Radio and computing resource allocation
for minimizing total processing completion time in mobile edge comput-
ing,’’ IEEE Access, vol. 7, pp. 141119–141132, 2019.

[21] S. Sardellitti, G. Scutari, and S. Barbarossa, ‘‘Joint optimization of radio
and computational resources for multicell mobile-edge computing,’’ IEEE
Trans. Signal Inf. Process. Over Netw., vol. 1, no. 2, pp. 89–103, Jun. 2015.

[22] C.-F. Liu, M. Bennis, and H. V. Poor, ‘‘Latency and reliability-aware task
offloading and resource allocation for mobile edge computing,’’ in Proc.
IEEE Globecom Workshops, Singapore, Dec. 2017, pp. 1–7.

[23] P. Chang and G. Miao, ‘‘Resource provision for energy-efficient mobile
edge computing systems,’’ inProc. IEEEGlobal Commun. Conf. (GLOBE-
COM), Abu Dhabi, United Arab Emirates, Dec. 2018, pp. 1–6.

[24] Y. Mao, J. Zhang, S. H. Song, and K. B. Letaief, ‘‘Stochastic joint
radio and computational resource management for multi-user mobile-
edge computing systems,’’ IEEE Trans. Wireless Commun., vol. 16, no. 9,
pp. 5994–6009, Sep. 2017.

[25] F. Facchinei and C. Kanzow, ‘‘Generalized Nash equilibrium problems,’’
Ann. Operations Res., vol. 175, no. 1, pp. 177–211, Mar. 2010.

[26] P. Liu, X. Mao, F. Hou, and S. Zhang, ‘‘Generalized Nash equilibrium
model of the service provisioning problem in multi-cloud competitions,’’
in Proc. IEEE SmartWorld, Ubiquitous Intell. Comput., Adv. Trusted Com-
put., Guangzhou, China, Oct. 2018, pp. 1485–1490.

[27] D. Ardagna, M. Ciavotta, and M. Passacantando, ‘‘Generalized nash
equilibria for the service provisioning problem in multi-cloud sys-
tems,’’ IEEE Trans. Services Comput., vol. 10, no. 3, pp. 381–395,
May 2017.

[28] D. Ardagna, B. Panicucci, and M. Passacantando, ‘‘Generalized Nash
equilibria for the service provisioning problem in cloud systems,’’ IEEE
Trans. Services Comput., vol. 6, no. 4, pp. 429–442, Oct. 2013.

VOLUME 9, 2021 34949

http://dx.doi.org/10.1109/MIS.2020.3028613


C. W. Zaw et al.: Energy-Aware Resource Management for FL in MEC Systems

[29] D. Nowak, T. Mahn, H. Al-Shatri, A. Schwartz, and A. Klein, ‘‘A gen-
eralized Nash game for mobile edge computation offloading,’’ in Proc.
6th IEEE Int. Conf. Mobile Cloud Comput., Services, Eng. (MobileCloud),
Bamberg, Germany, Mar. 2018, pp. 95–102.

[30] C. W. Zaw, N. N. Ei, H. Y. R. Im, Y. K. Tun, and C. S. Hong, ‘‘Cost and
latency tradeoff in mobile edge computing: A distributed game approach,’’
in Proc. IEEE Int. Conf. Big Data Smart Comput. (BigComp), Kyoto,
Japan, Feb. 2019, pp. 1–7.

[31] C. W. Zaw, N. H. Tran, W. Saad, Z. Han, and C. S. Hong, ‘‘Generalized
Nash equilibrium game for radio and computing resource allocation in
co-located MEC,’’ in Proc. IEEE Int. Conf. Commun. (ICC), Dublin,
Republic of Ireland, Jun. 2020, pp. 1–6.

[32] W. Zhang, Y. Wen, K. Guan, D. Kilper, H. Luo, and D. O. Wu, ‘‘Energy-
optimal mobile cloud computing under stochastic wireless channel,’’ IEEE
Trans. Wireless Commun., vol. 12, no. 9, pp. 4569–4581, Sep. 2013.

CHIT WUTYEE ZAW received the B.C.Sc. degree
(Hons.) in computer science from the University
of Computer Studies, Yangon, Myanmar, in 2012.
She is currently pursuing the Ph.D. degree in
computer science and engineering with Kyung
Hee University, South Korea. Her research inter-
ests include wireless communication, multi-access
edge computing, resource management in cellular
networks, game theory, and network optimization.

SHASHI RAJ PANDEY (Student Member, IEEE)
received the B.E. degree in electrical and elec-
tronics with specialization in communication from
Kathmandu University, Nepal, in 2013. He is
currently pursuing the Ph.D. degree in computer
science and engineering with Kyung Hee Univer-
sity, South Korea. After graduation, he has served
as a Network Engineer with Huawei Technologies
Nepal Company Pvt., Ltd., Nepal, from 2013 to
2016. His research interests include network eco-

nomics, game theory, wireless communications and networking, edge com-
puting, and distributed machine learning.

KITAE KIM received the B.S. and M.S. degrees
in computer science and engineering from Kyung
Hee University, Seoul, South Korea, in 2017 and
2018, respectively, where he is currently pursuing
the Ph.D. degree in computer science and engi-
neering. His research interests include SDN/NFV,
wireless networks, unmanned aerial vehicle com-
munications, and machine learning.

CHOONG SEON HONG (Senior Member, IEEE)
received the B.S. and M.S. degrees in electronic
engineering from Kyung Hee University, Seoul,
South Korea, in 1983 and 1985, respectively, and
the Ph.D. degree from Keio University, Tokyo,
Japan, in 1997. In 1988, he joined KT, South
Korea, where he was involved in broadband net-
works as a member of the Technical Staff. Since
1993, he has been with Keio University. He was
with the Telecommunications Network Labora-

tory, KT, as a Senior Member of Technical Staff, and the Director of the
Networking Research Team, until 1999. Since 1999, he has been a Professor
with the Department of Computer Science and Engineering, Kyung Hee
University. His research interests include future Internet, intelligent edge
computing, network management, and network security. He is a member of
the Association for Computing Machinery (ACM), the Institute of Electron-
ics, Information and Communication Engineers (IEICE), the Information
Processing Society of Japan (IPSJ), the Korean Institute of Information
Scientists and Engineers (KIISE), the Korean Institute of Communications
and Information Sciences (KICS), the Korean Information Processing Soci-
ety (KIPS), and the Open Standards and ICT Association (OSIA). He has
served as the General Chair, the TPC Chair/Member, or an Organizing
Committee Member for international conferences, such as the Network
Operations and Management Symposium (NOMS), International Sympo-
sium on Integrated NetworkManagement (IM), Asia–Pacific Network Oper-
ations and Management Symposium (APNOMS), End-to-End Monitoring
Techniques and Services (E2EMON), IEEE Consumer Communications
and Networking Conference (CCNC), Assurance in Distributed Systems
and Networks (ADSN), International Conference on Parallel Processing
(ICPP), Data Integration and Mining (DIM), World Conference on Infor-
mation Security Applications (WISA), Broadband Convergence Network
(BcN), Telecommunication Information Networking Architecture (TINA),
International Symposium on Applications and the Internet (SAINT), and
International Conference on Information Networking (ICOIN). He was
an Associate Editor of the IEEE TRANSACTIONS ON NETWORK AND SERVICE

MANAGEMENT and the IEEE JOURNAL OF COMMUNICATIONS AND NETWORKS. He
also serves as an Associate Editor for the International Journal of Network
Management and an Associate Technical Editor for IEEE Communications
Magazine.

34950 VOLUME 9, 2021


