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Abstract

Hearing loss is a serious medical condition, which, primarily due to the ag-
ing of the population, affects increasingly many individuals. The typical
approach to treatment involves the daily use of hearing aids, which amplify
and enhance incoming sounds. Immense research efforts continuously strive
to improve the performance of such hearing aids. While the performance of
hearing aids can be measured in many ways, speech intelligibility is possi-
bly the most important one. Designing hearing aids, which are good in this
respect, is made difficult by the fact that speech intelligibility is cumbersome
to measure. Typically, speech intelligibility has to be measured using time
consuming and expensive listening experiments involving many listeners.

In this thesis we study an emerging alternative to listening experiments:
Speech Intelligibility Prediction (SIP) algorithms. Such algorithms estimate
the outcome of listening experiments, using audio recordings from the stud-
ied acoustical conditions. We propose and investigate several SIP algorithms
extending the popular Short-Time Objective Intelligibility (STOI) measure.
While these algorithms are applicable for a wide range of use-cases, we have
investigated particular applications in the development of hearing aid sys-
tems.

Specifically, we propose 1) multiple binaural SIP algorithms, which can
account for the advantage obtained in binaural listening environments, and
2) two non-intrusive SIP algorithms, which can predict intelligibility without
requiring a clean speech reference signal. The proposed measures are shown
to yield predictions which are accurate in comparison with competing al-
gorithms, across a broad range of acoustical conditions including different
configurations of noise types, non-linear processing, reverberation, and spa-
tial source positions. In particular, using one of the proposed algorithms, it
was possible to predict the result of a listening experiment, which had pre-
viously been carried out as part of product development within Oticon A/S.
Thus, in principle, a subset of such experiments could be replaced by cheaper
and less time consuming predictions. This underlines the potential of SIP as
a highly valuable tool within the development of hearing aids.
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Resumé

Høretab er en alvorlig lidelse, som – primært på grund af en aldrende
befolkning – påvirker et sigende antal mennesker. Den typiske tilgang til
behandling indebærer daglig anvendelse af høreapparater, som forstærker
og forbedrer indkommende lyde. En enorm forskningsaktivitet stræber
konstant efter at forbedre sådanne apparater. Ydelsen af et høreapparat
kan måles på mange måder, hvoraf brugerens taleforståelse muligvis er
den vigtigste. Det, at designe et høreapparat som forbedrer taleforståelsen
markant, bliver besværliggjort af det faktum, at taleforståelse er svært at
måle. Typisk måles taleforståelse igennem tidskrævende og dyre lytteforsøg,
som involverer mange forsøgspersoner.

I denne afhandling studerer vi et nyere alternativ til lytteforsøg: Algorit-
mer til taleforståelighedsprædiktion (TFP). Sådanne algoritmer estimerer re-
sultatet af lytteforsøg ved brug af lydoptagelser fra de undersøgte akustiske
forhold. Vi foreslår og undersøger adskillige TFP-algoritmer, som alle er
baseret på den populære Short-Time Objective Intelligibility (STOI) algo-
ritme. Disse algoritmer kan anvendes til en lang række formål, men vi har
specifikt undersøgt deres mulige anvendelse indenfor udvikling af høreap-
parater.

Helt konkret foreslår vi 1) flere binaurale TFP-algoritmer, som kan tage
højde for den fordel der opnås i binaurale lytteforhold, og 2) to ikke-invasive
TFP-algoritmer, som kan forudsige forståelighed uden at gøre anvendelse
af et referencetalesignal. Det demonstreres, at de foreslåede algoritmer er
mere nøjagtige end tidligere foreslåede algoritmer på tværs af en lang række
akustiske miljøer bestående af forskellige kombinationer af støjtyper, ikke-
lineære processeringstyper, rumklang og lydkildeplaceringer. Specifikt viser
vi ved at anvende en af de foreslåede algoritmer, at det er muligt at forudsige
resultatet af et tidligere lytteforsøg, udført som en del af produktudviklingen
på Oticon A/S. Derved ses det, at det i princippet er muligt at udskifte
en andel af de udførte lytteforsøg med billigere og mindre tidskrævende
forudsigelser. Dette understreger potentialet for TFP-algoritmer som et
værdifuldt værktøj indenfor udviklingen af høreapparater.
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Introduction

1 The Challenges of Speech Communication

The use of sound to communicate information is common throughout the
animal kingdom. In humans, this ability has evolved to an outstanding level
of sophistication. Our ability to produce and understand speech allows us
to communicate highly complex and varied information such as knowledge,
intents, opinions and emotions.

The question of how humans have come to evolve speech and language
remains fiercely debated and largely unanswered [51, 52]. Nevertheless, one
cannot dispute the importance of verbal communication in the current state
of human living.

Because of the importance of speech, the technical sciences have always
striven to overcome the natural boundaries of vocal communication: tele-
phones allow us to have conversations across long distances, microphones,
loudspeakers and electronic data storage allow us to store and replay spoken
words, and hearing aids allow us to understand speech in spite of dysfunc-
tional hearing. Nowadays, devices for speech processing and transmission
are equipped with powerful noise reduction and speech enhancement algo-
rithms, to make them function in ever noisier environments. This is made
possible by advances in available computational power, battery technology,
and advanced signal processing.

The increasing number of possibilities within speech technology make
it continuously more important to understand as much as possible about
speech communication. By now, the physiology and basic operation of the
speech production facility – the vocal tract – and the hearing facility – the
ear – are rather well understood. However, much less is known about the
underlying operation of the human brain [73, 115].

1.1 A Model of Speech Communication

For the purposes of this thesis, we consider the simple model of speech com-
munication shown in Fig. 1. This consists of 1) a talker, using her vocal system
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Fig. 1: A general diagram showing how information is transmitted from a talker (producing
speech), via a communication channel, to a listener (receiving and interpreting speech). In the
simple case of a face-to-face conversation, the communication channel is purely acoustical, and
adds noise and reverberation to the transmitted speech signal. In more complex scenarios, the
channel could include microphones, loudspeakers, distortion, processing, storage, radio trans-
mission, etc.
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Fig. 2: (a) An anatomical drawing of the vocal tract. Adapted from [9]. (b) A functional diagram
of the operation of the vocal tract. Inspired by a similar figure in [23].
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Fig. 3: A spectrogram of a male saying “in this, best of all possible worlds”.
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1. The Challenges of Speech Communication

to generate speech, 2) a communication channel which carries the speech sig-
nal to the listener, and 3) a listener, who uses his ear to hear the output of the
channel, and attempts to decode the speech. This simple model is useful, as
it captures the essentials of the speech communication process. It should be
noted, however, that the model has limitations. For example, it assumes that
information is transmitted only by speech (and not e.g. by body language).
It also assumes communication to be entirely a one-way process. However,
it fits the scope of this thesis very well, as we study intelligibility mainly in
scenarios which comply with these limitations. The communication channel
may be either purely acoustical or contain elements of electronic processing
(e.g. a telephone or a hearing aid system). We treat the three elements of the
model separately in the three following sections.

Speech Production

The first block in Fig. 1 represents the formulation and utterance of a sentence
by the talker. The formulation of sentences, and the more general represen-
tation of speech and language in the brain, are studied in such fields as lin-
guistics [121] and neurolinguistics [73], but remain beyond the scope of this
thesis. Instead, we focus on the mechanical production of speech sounds by
the speech production facility, i.e. the vocal tract and lungs. We do so, mainly
to obtain an intuition about the origin and the properties of the speech signal.

Fig. 2a shows an anatomical drawing of the vocal tract, and Fig. 2b shows
a corresponding functional diagram. The bottom of Fig. 2a depicts the lar-
ynx (in blue), containing the vocal folds and the glottis. To produce voiced
sounds, air is forced out of the lungs, while the vocal folds close off to restrict
the flow of air. This causes a build-up of air pressure, which periodically
forces the vocal folds apart to release impulsive bursts of air at a rate of
60–300 Hz [23, 71]. These bursts proceed through the pharynx, the cavity
located behind the oral and nasal cavities, and finally escape through the
mouth and nose. Throughout this process, muscular activity in the larynx,
pharynx, and oral and nasal cavities results in a time-varying filtering of the
excitation signal. This gives rise to time-varying spectral peaks and troughs
in the resulting signal, which are used to encode information [23, 139].

The above described process is responsible for the generation of vowel
sounds. Speech also includes a range of other sounds, which may be gen-
erated with or without the active use of the vocal cords [23]. These include
consonant sounds such as fricatives (e.g. [s] and [f]), which are produced by
creating a narrow constriction at some point along the vocal tract, resulting
in a turbulent airflow, emitting sound with noise-like characteristics [139].
Another characteristic speech sound is the stop (e.g. [p], [t] and [k]), where
the flow of air is either suddenly blocked by a constriction, or released by the
sudden removal of a constriction [139].
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For a more detailed treatment of sounds involved in spoken language,
we refer to [91]. For a more detailed review of both the anatomy and the
acoustical properties of the vocal tract, we refer to [139].

Features of the resulting speech signal can be visualized effectively by use
of a spectrogram, as done in Fig. 3. Harmonics, resulting from the opening
and closing of the vocal folds, are seen as horizontal stripes in voiced periods;
especially clearly at around 2.0–2.3s into the signal. Time-varying resonances
in the vocal tract create changing spectral peaks, called formants [116]. Three
formants are clearly visible 0.4s into the signal on Fig. 3. Another vivid
feature seen in Fig. 3 is the contrast between the voiced segments (e.g. 1.5s
into the signal), with much low frequency energy, and fricatives (s and f
sounds, e.g. 1.6s into the signal) which typically have less powerful, noise-
like, characteristics and more high-frequency energy.

Speech Transmission

Once the sound signal has exited the mouth and nose of the talker, it travels
to the ear of the listener through an acoustic or partially acoustic communi-
cation channel as indicated in Fig. 1. During the transmission process, the
signal may be degraded by a large number of factors. In the simplest case,
the talker and the listener are located close to one-another, and the sound can
travel along a purely acoustical path. In this case, the speech signal is mainly
impacted by environmental noise and, perhaps, reverberation.

In a slightly more complex scenario, the talker and listener may communi-
cate through a pair of mobile phones. In this situation, the speech of the talker
is converted into one or more electrical signals by the microphone(s) located
close to the mouth of the talker. This signal is passed through a complex sig-
nal processing chain involving analog-to-digital conversion, speech enhance-
ment and coding, wireless transmission across multiple wireless channels,
and digital-to-analog conversion. The resulting electronic signal is turned
back into an acoustic signal near one ear of the listener. Environmental noise
and reverberation may obviously still play a role in this situation. All parts
of this process should be considered part of the communication channel in
Fig. 1.

A third example, of particular relevance to this thesis, is that in which
the talker and the listener are near to one-another and can thus communi-
cate directly by acoustic speech, but in which the listener is wearing hearing
aids to compensate for a hearing loss. In this case, the communication chan-
nel includes a direct acoustic path, which circumvents the hearing aid, e.g.
sound passing through a ventilation channel in the hearing aid [32], and an-
other path which includes the signal processing of the hearing aid and its
microphone/loudspeaker characteristics. We remark that the hearing aid is
considered part of the communication channel, while the hearing loss is con-
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1. The Challenges of Speech Communication

Fig. 4: A cross section of the human ear. Figure reproduced from [116] with permission.

Fig. 5: A cross section of the cochlea. Figure reproduced from [116] with permission.

Fig. 6: A cross section of the basilar membrane, showing the organ of Corti. Figure reproduced
from [116] with permission.
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sidered part of the listener. This is an example in which the effect of the
channel is partially to enhance the speech signal.

Speech Reception

We now continue to the third block in Fig. 1 in which the acoustic speech
signal enters the ear of the listener. Fig. 4 shows an overview of the human
ear. As a sound wave impinges on the ear, it encounters the pinna (the exter-
nal, visible, part of the ear), which causes multiple reflections to enter the ear
canal. The reflections from the pinna, which are dependent on the direction
of arrival, may aid the listener in determining the position of the talker [8].
The ear canal is terminated by the eardrum, which separates the outer ear
and the middle ear. The eardrum converts acoustic waves into mechanical
waves, which are conducted to the inner ear by the ossicles, the three bones
located in the middle ear: the malleus, the incus, and the stapes. The in-
ner ear consists of the spiral-shaped cochlea, and a number of semicircular
canals, which are involved in our sense of balance [137]. The cochlea con-
verts mechanical vibrations, entering from the stapes, into neural activity,
exiting through the auditory nerve [116]. Fig. 5 shows a cross section of the
cochlea. This reveals that the cochlea takes the form of a coiled-up tube, sepa-
rated into three fluid-filled chambers: scala vestibuli, which terminates in the
oval window connected to the stapes, scala tympani which terminates in the
round window, and scala media. The membrane between scala tympani and
scala media is known as the basilar membrane. When mechanical oscillations
enter the cochlea via the stapes, the oscillations propagate along the basilar
membrane from base to apex. The basilar membrane is mechanically tuned
to resonate at higher frequencies towards the base and at lower frequencies
towards the apex [115]. Thus, the basilar membrane effectively performs a
mechanical frequency analysis of the sounds entering the ear. For this reason,
the cochlea is often modelled as a bank of bandpass filters [53, 107]. On the
basilar membrane lies the organ of Corti, as shown in Fig. 5 and Fig. 6. The
organ of Corti consists of a row of inner hair cells and multiple rows of outer
hair cells [116]. Each of the hair cells are covered by a number of stereocilla
(i.e. hairs). The hair cells are covered by the tectorial membrane. When the
basilar membrane vibrates, the tectorial membrane causes the stereocilla to
displace. In the inner hair cells, this triggers a chemical reaction which results
in a signal being sent along the auditory nerve. The outer hair cells are be-
lieved not to contribute directly to the signals sent along the auditory nerve,
but rather to actively amplify weak vibrations on the basilar membrane, mak-
ing them more detectable by the inner hair cells [107]. As a consequence, the
outer hair cells appear to increase the sensitivity and frequency resolution
of the ear [107, 116]. The signals transmitted across the auditory nerve are
processed in a complex network of neuronal structures, known as the audi-
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1. The Challenges of Speech Communication

tory pathway, concluding in the primary auditory cortex [116]. For a more
detailed overview of the physiology of the ear and the related parts of the
brain, we refer to [115].

The healthy auditory system is remarkable in its ability to sense acoustic
stimuli across a wide range of frequencies (around 20 Hz to 20 kHz) and
across an extremely large dynamic range (around 120 dB). However, a num-
ber of rather common medical conditions can diminish the performance of
the ear. Hearing losses are typically classified as either conductive or sen-
sorineural [116]. A conductive hearing loss is a condition in which sound
is somehow attenuated before reaching the cochlea. This could be due to
e.g. earwax, perforation of the eardrum, or a buildup of fluid in the middle
ear [116]. A sensorineural hearing loss is a condition in which the functioning
of the cochlea or the auditory nerve has been damaged. Commonly, the outer
hair cells are damaged either by exposure to loud sound, old age, or genetic
factors. However, recent research has revealed the existence of types of sen-
sorineural hearing loss which cannot be explained as damage to the cochlea,
and are therefore likely to be caused by damage further along the auditory
nerve [56, 64]. Sensorineural hearing losses are the most common type of
hearing loss, and occur especially frequently among the elderly [116]. Ac-
cording to estimates by the World Health Organization (WHO), 360 million
people suffer from disabling hearing loss globally3.

1.2 Speech Communication in Noisy Environments

Humans can use speech to communicate effectively even in conditions with
strong adverse factors such as noise, interfering speakers, reverberation, dis-
tortion, or hearing impairment. This ability was most famously summa-
rized in 1953 by E. Colin Cherry’s definition of the “cocktail party problem”
in which a listener must “recognize what one person is saying when others are
speaking at the same time” [22]. This ability of humans, to selectively attend to
one talker, while somehow filtering away meaningful speech from dozens of
other nearby talkers, has baffled researchers ever since [14]. Many researchers
would likely argue that the arcane properties of human speech communica-
tion alone justify its scientific study. However, another important justification
comes from the fact that speech communication often becomes uncomfort-
able or entirely impossible, when conditions are simply too adverse. To-
day, an abundance of technological tools exist, which could potentially ease
speech communication in such situations. The successful application of these
tools is, however, often dependent on an understanding of what factors make
speech communication more or less difficult.

The study of speech communication in difficult environments, can be
approached with several foci, such as listening effort [128], speech qual-

3http://www.who.int/pbd/deafness/estimates/en/. Accessed on 28/08-2017.
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Fig. 7: An illustration of how intelligibility could depend on SNR in two different listening
conditions. The SRTs of the two conditions are marked by vertical dotted lines.

ity [100, 153], or speech intelligibility [104]. While they are all relevant,
depending on the context, we have focused entirely on speech intelligibil-
ity in the work underlying this thesis, believing this to be the most important
measure of successful speech communication.

In this section, we summarize how speech intelligibility is scientifically
studied, and how different factors have been found to influence speech intel-
ligibility.

Measuring Speech Intelligibility

In order to investigate the functioning of human speech communication, re-
searchers typically make use of experiments where intelligibility is measured
in difficult, but highly controlled, conditions. In such an experiment, pre-
recorded sentences (or other tokens of speech, such as words, syllables, or
phonemes) are played back to a test subject in a sound studio or a sound iso-
lated booth. The sound may be played back either via a loudspeaker system
or via headphones. The subject attempts to understand and repeat the pre-
sented sentences. Meanwhile, the experimenter keeps track of the number
of syllables, words, or sentences correctly repeated by the subject. The task
is made difficult by adding noise or otherwise degrading the speech signal
heard by the listener. The addition of noise has the advantage that it allows
for adjusting the intelligibility by changing the Signal to Noise Ratio (SNR),
i.e. the ratio of speech power to noise power. Plotting speech intelligibility as
a function of SNR yields a characteristic S-shaped curve which approaches
0% for low SNRs and approaches 100% for high SNRs (see Fig. 7). The intel-
ligibility at a particular SNR is dependent on the noise type, and a range of
other characteristics of the presented acoustical condition. Speech intelligi-
bility is typically measured in one of two ways: 1) intelligibility is measured
at a particular SNR and reported as a fraction of correctly repeated sylla-
bles, words, or sentences, or 2) the SNR is adaptively changed from sentence
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1. The Challenges of Speech Communication

Fig. 8: A software tool for collecting listening test results with the Danish Dantale II speech
material. The test subject is presented with a sentence, and hereafter attempts to build the
sentence by selecting one word from each column of buttons.

to sentence, such as to estimate the SNR at which the subject can repeat a
fixed fraction of syllables, words or sentences [96, 97, 117]. In the latter case,
the SNR is most often adapted towards an intelligibility of 50%, as this is the
point which can be estimated most accurately [10, 142]. We refer to the SNR
at which intelligibility is 50% as the Speech Reception Threshold (SRT).

Several types of speech corpora, consisting of sentences, words [40], pho-
nemes [103], or other speech tokens, have been devised for use in controlled
listening experiments. In this work, we have mainly considered sentence
corpora. One typically distinguishes between open set and closed set sen-
tence corpora. Open set corpora contain recordings of separate, possibly
semantically meaningful, sentences with no direct limitation in vocabulary,
e.g. common everyday sentences. Examples of such corpora are the Har-
vard sentences [72] and the Hearing In Noise Test (HINT) sentences [110].
Closed set corpora contain sentences which are generated from a small col-
lection of words. The most common type of closed set corpora are the ma-
trix sentence tests, which have been developed for a considerable number
of languages [60, 62, 66, 86, 111, 119, 146–149, 152, 154]. These consist of
five-word sentences generated by randomly sampling words from five lists
of ten words [60]. An advantage of matrix sentence tests is that subjects can
enter perceived sentences in a graphical user interface, as illustrated in Fig. 8,
avoiding the need for the presence of an experimenter [112]. The Danish
version of the matrix sentences, the Dantale II corpus [149], has been used
for the majority of the listening experiments carried out as part of the work
underlying this thesis.
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Speech intelligibility can be adversely affected by factors from all three
blocks in Fig. 1. A considerable amount of research has been directed to-
wards establishing the impact, on intelligibility, of many such factors. The
remainder of this section is used to review a selection of these.

The Impact of the Talker on Speech Intelligibility

The talker should be able to produce an understandable sentence, in a lan-
guage which is familiar to the listener, in order for speech communication to
be possible. The ease of communication can vary greatly, depending on the
language proficiency of the listener, and the accent of the talker. However,
one could also speculate that some languages are intrinsically more intelligi-
ble than others. While this is extremely difficult to investigate in controlled
conditions, studies have shown that nearly identical listening experiments
with native listeners yield different results when carried out in different lan-
guages [63]. Another notable effect, is that humans tend to adapt their speak-
ing style to the environment by, for example, speaking more loudly in the
presence of noise [92].

The Impact of the Communication Channel on Speech Intelligibility

The most variable and commonly experienced obstacles to speech communi-
cation are located in the communication channel between the talker and the
listener. The most common of these is probably environmental noise, but sev-
eral other properties of the channel impact speech intelligibility. We shortly
summarize the most important ones:

• Noise: Noise can have many distinctive sources such as machinery,
vehicles, ventilation systems, weather, or other human talkers. Noise
types are often characterized according to their spectral properties (and
especially their relative spectral similarity or dissimilarity to speech),
as well as their temporal properties (stationary or fluctuating). These
properties have been found to have important influences on speech in-
telligibility:

– Spectral attributes: Speech is masked most effectively by noise
types which contain energy at the same frequencies as speech [55,
104]. This can be attributed partly to the mechanical frequency
analysis carried out by the cochlea, as this allows the auditory
system to, at least partly, ignore noise components if they do not
spectrally overlap with the signal of interest. Listening experi-
ments often make use of Speech Shaped Noise (SSN), i.e. station-
ary Gaussian noise which has been filtered to have the same long-
term spectrum as speech.
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1. The Challenges of Speech Communication

– Temporal attributes: Speech intelligibility is generally high, for
normal-hearing listeners, in interrupted or strongly fluctuating
noise types, as compared to stationary noise [5, 30, 35, 36, 48–
50, 59, 104, 105, 109]. This suggests that humans are capable of
“listening in the gaps”, i.e. to collect speech information quickly
in short instants with high SNR [25, 49, 69, 70, 114].

– Speech-like interferers: In the presence of one or more interfer-
ing talkers, the listener may be confused by the similarity of target
speech and interfering speech. This, in turn, can lead to lower
intelligibility [14, 107]. This is referred to as informational mask-
ing [107]. Speech intelligibility is particularly low when masked by
“babble noise” consisting of multiple interfering speakers [133].
This is likely because babble noise is both spectrally similar to
speech and contains modulations similar to speech, while also be-
ing sufficiently stationary to not allow for gap listening [133].

• Reverberation: This occurs because sound is reflected by walls and
other surfaces, leading to temporal smearing of both speech and noise
signals. Under some circumstances, reverberation can significantly de-
grade speech intelligibility [16, 18, 37, 106, 108].

• Distortion: In conditions where the communication channel includes a
hearing aid, a telecommunications device, or another electronic device,
electronically introduced distortion (e.g. harmonic distortion caused by
non-linear device characteristics) may have a negative effect on speech
communication [77, 83].

• Spatial aspects: The detrimental influence of noise and reverberation
is to a great extent determined by the relative positions of the talker,
the listener, and the noise sources. Firstly, this is obviously due to the
fact that sound is attenuated with distance. If the talker and the lister
are very close, while any noise sources are far away from both of them,
the influence of noise is typically little. Secondly, humans have, not
one, but two ears, located on opposite sides of the head. Due to the
acoustical influence of the head, considerably different sound signals
may enter the two ears. Many studies have shown that the human
auditory system is very good at combining information from the two
ears such as to improve intelligibility [15, 17, 18, 33, 36, 113, 118]. The
advantage gained by having two ears is termed the binaural advantage.
Such an advantage occurs in conditions where the target talker and
the interfering noise source(s) are spatially separated. The binaural
advantage can be decomposed into two separate components [18, 155]:

1. Because of the acoustics of the human head, the SNR may be better
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Fig. 9: Two acoustical environments with different amounts of binaural advantage. (a) Little
binaural advantage can be obtained, as speech and noise comes from almost the same direction.
(b) A considerable degree of binaural advantage can be obtained, due to both better-ear listen-
ing (the left ear is presented with a high SNR, as the head attenuates the noise) and binaural
unmasking (the noise arrives at the left ear later than at the right ear).

at one ear than at the other. The auditory system can listen selec-
tively to the ear with the higher SNR [15, 18], and the resulting
improvement in intelligibility is referred to as a better-ear advan-
tage.

2. Because of the distance between the two ears, acoustic waves ar-
rive at the two ears with an interaural time delay, which depends
on the direction of arrival [107]. This allows the auditory system
to distinguish spatially separated sources, and leads to improved
intelligibility [15, 18]. This is referred to as an advantage due to
binaural unmasking.

Fig. 9 illustrates two different listening conditions: one with little or
no binaural advantage (Fig. 9a), and one with a considerable degree
of binaural advantage due to both better-ear advantage and binaural
unmasking (Fig. 9b). Binaural advantage can lead to improvements
in SRTs of as much as 12-14 dB [15, 18, 113, 118]. An extensive survey
of binaural advantage is provided in [18].

The Impact of the Listener on Speech Intelligibility

Lastly, we shall mention the effect of hearing loss. Assuming the talker and
the listener to be natives in the same language, this is perhaps the main
influence of the listener, on speech intelligibility. The most common type
of hearing loss, the sensorineural one, typically lowers both the sensitivity
and the frequency resolution of the ear [107]. This, in turn, lowers speech
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Fig. 10: A “taxonomy” of SIP algorithms, according to their respective input signal domains.
The upper row contains algorithms which predict monaural or diotic intelligibility, while the
bottom row contains methods which predict binaural intelligibility. The left column contains
predictors which assume knowledge of speech and noise in separation. The middle column
contains methods which assume knowledge of clean speech and degraded speech. The right
column contains predictors which assume only access to degraded speech. An arrow from one
type to another indicates that the input signal domain of the latter is a superset of the input signal
domain of the former (e.g. a type 2M algorithm can make predictions for any input signals that
a type 1M predictor can make predictions for, and more).

intelligibility in all situations. Also, hearing impairment degrades the ability
to listen in the gaps, and thus lowers intelligibility severely in conditions with
fluctuating noise types, including interfering talkers [5, 18, 30, 36, 50, 59].
The head shadow, which is an important factor in binaural advantage, occurs
mainly at higher frequencies. Because hearing impairment is typically most
severe at high frequencies, hearing impaired listeners suffer from reduced
better-ear advantage [18, 36]. However, the ability to benefit from binaural
unmasking often remains intact [17, 18].

2 Speech Intelligibility Prediction

Because speech processing, in general, and enhancement, in particular, are
very important applications of signal processing [100], researchers have long
striven to gain an understanding of what factors make speech intelligible,
and what factors prevent it from being so. This has led to a broad range
of empirical results, such as those discussed in Section 1.2. However, much
effort has also been directed towards the development of predictive models,
which can account for such empirical results.

In this thesis we study algorithms and models which predict intelligibility,
based on recordings of noisy or otherwise degraded speech. The algorithms

15



typically output a single number, representing a “scoring” of intelligibility
on some arbitrary scale. Through a calibration process, such a number can
be converted into either a prediction of the fraction of correctly understood
words, or a prediction of the SRT.

Early work on modeling speech intelligibility was carried out at Bell Lab-
oratories in the 1920s and onwards [54, 55]. Since then, a large number of
SIP algorithms have been proposed, for predicting how intelligibility is im-
pacted by a range of factors such as noise level, noise type, processing, dis-
tortion, reverberation, noise source position, etc.

An important primary characteristic of SIP algorithms is the required type
of input signals. Fig. 10 provides a “taxonomy” of methods, according to this
characteristic. The figure distinguishes SIP algorithms according to whether
they predict monaural/diotic4 intelligibility (and thus require only input sig-
nals for one ear), or binaural intelligibility (and thus require signals from
both ears of the listener). We refer to these as type M and type B algorithms,
respectively. Furthermore, Fig. 10 distinguishes algorithms according to the
signals required for making predictions. Type 1 algorithms predict the intelli-
gibility of speech contaminated by additive noise, through knowledge of the
clean speech and noise in separation. Importantly, such algorithms are fairly
limited, in that they do not predict intelligibility for non-linearly processed
noisy speech. This is because speech and noise are inseparable after the com-
bination of the two has been non-linearly processed. Type 2 algorithms over-
come this problem by requiring knowledge of clean speech (before potential
non-linear processing), and degraded speech, which may be both noisy and
non-linearly processed. The speech intelligibility of the degraded signal is,
thus, predicted by comparing it to the clean signal. Type 1 and 2 algorithms
are collectively referred to as intrusive SIP algorithms. Type 3 algorithms
make predictions based on only the degraded speech signal itself. These are
referred to as non-intrusive SIP algorithms. As shown with arrows on Fig. 10,
there is a clear hierarchy among the six types of algorithms. A type 3 algo-
rithm can be used as a type 2 predictor; simply by disregarding the clean
signal. A type 2 algorithm can be used as a type 1 algorithm; because the
degraded signal, in this case, is given by the sum of speech and noise. At the
same time, a binaural algorithm can be used to make monaural or diotic pre-
dictions, either by letting the input signal to one ear equal zero, or by using
the same input signals for both ears. In this sense, the type 3B algorithm is
the most general one, as it can be used to make predictions for any type of
input signals covered by Fig. 10. Conversely, the type 3 algorithms are given
much less information, and it is therefore reasonable to expect them to make
less accurate predictions than the type 1 and 2 algorithms. Similarly, type 2

4”Monaural” refers to the presentation of sound to one ear only, while “diotic” refers to the
presentation of identical sound to both ears. Oppositely, “binaural” or “dichotic” refers the
presentation of different sound to each ear.
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algorithms should be expected to give predictions which are less accurate
than those of type 1 algorithms.

The remainder of this section reviews the literature of SIP algorithms.
We do not by any means attempt to exhaustively cover all existing methods,
but rather focus on methods which are relevant to the present work. As
indicated by Fig. 10, Section 2.1 covers monaural/diotic intrusive algorithms,
Section 2.2 covers binaural intrusive algorithms, while Section 2.3 covers non-
intrusive algorithms.

2.1 Intrusive Prediction of Monaural or Diotic Intelligibility

Monaural intrusive SIP has been the starting point for SIP as it is arguably the
simplest case. Research on intrusive monaural SIP can be traced back to Bell
Laboratories in the 1920s [54]. Two decades later, this work culminated in the
proposal of the Articulation Index (AI) [55], which was later standardized [1].
Initially, a graphical procedure for pen-and-paper computation of the AI was
used [88]. The advent of modern computing, however, made such approaches
obsolete. This resulted in the Speech Intelligibility Index (SII) [2], an updated
version of the AI, which is better suited for evaluation on a computer. The
core assumption behind both the AI and SII, is that the speech spectrum
can be separated into narrow frequency bands, and that each of these bands
contribute independently to intelligibility [55]. Thereby, the intelligibility of
speech can be summarized by an index, computed as follows [2]:

SII =
n

∑
i=1

Ii Ai, (1)

where n is the number of frequency bands, Ii is the relative importance of
the i’th band, and Ai is a measure of the speech fidelity in the i’th band.
The values of Ii, collectively known as the Band Importance Function (BIF),
are positive and sum to one. The BIF is determined from the results of a
listening experiment, using a graphical procedure described in [55]. A more
recent method for determining BIFs is based on minimizing prediction errors
for a dataset of measured intelligibility [82]. The values of Ai ∈ [0, 1] are
determined from the spectra of speech and noise in the particular condition
in question. The procedure for computing Ai takes a number of masking ef-
fects into account, but is mainly dependent on the band-wise SNR (see [2] for
details on this). The resulting index is designed to have a monotonic relation-
ship with measured intelligibility, and can be translated into predictions of
measured intelligibility, given additional information about the used speech
material [2]. The SII is able to account for individual hearing loss5 by includ-

5By “modeling individual hearing loss” we mean that an algorithm is able to adapt its predic-
tions to subject-specific performance, based on individual psychophysical measurements such
as the audiogram.
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ing a listener-dependent hearing threshold [2]. With reference to Fig. 10, both
the AI and SII are SIP algorithms of type 1M, as they require knowledge of
speech and noise spectra in separation.

Type 1M SIP Algorithms

The AI and SII constitute an important starting point in the field of SIP, and
many further developments in the field can be seen as attempts to extend the
domain in which they can predict intelligibility accurately. Specifically, we
mention the following areas in which the AI and SII are known to fall short:

• The SII and AI rely on long-term frequency spectra of speech and noise
(i.e. estimated for a period of several seconds). This prevents them
from adequately accounting for short-term fluctuations in the noise.
In practice, it is known that normal-hearing humans are very good at
exploiting short pauses in the interferer signal to collect information
from the speech signal (as discussed in Section 1.2). Thus, the AI and SII
do not accurately reflect intelligibility in conditions with non-stationary
interferers [124, 125].

• The SII and AI rely on knowledge of the speech and interferer spectra in
separation. If the noisy speech has been non-linearly processed, these
spectra are not well-defined. Thus, in such conditions, the AI and SII
are unable to generate predictions at all.

• The AI and SII rely on the speech and interferer spectra presented to
either one or both ears of the listener, but do not account for the possi-
bility that different signals are presented to the left and right ears of the
listener (as is the case in most real-world environment). Hence, the AI
and SII are unable to account for binaural advantage.

The above shortcomings are highly relevant for practical applications
of SIP, as real-world noise is often not stationary (e.g. interfering speech),
nor monaural or diotic. Furthermore, an increasingly popular use-case
for SIP algorithms is the evaluation of speech enhancement algorithms,
which are often non-linear [100] and may also take binaural aspects into
consideration [26, 34, 57, 61, 89, 90, 102].

A rather simple modification of the SII, referred to as the Extended SII
(ESII), has been shown to lead to much better performance in conditions
with fluctuating interferers [124, 125]. The approach consists of evaluating
the SII in short time-frames ranging from 9.4ms to 35ms, and averaging the
resulting values [124]. The ESII has been shown to account accurately for
the intelligibility of speech in sinusoidally amplitude modulated and inter-
rupted noise, with modulation rates ranging from 4 to 128 Hz [125]. Several
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other SIP algorithms have made use of short windows, with the same pur-
pose in mind [7, 79, 140]. A different approach, presented in [25], hypothe-
sizes that intelligibility is related to the presence of spectro-temporal regions
with high SNR, or “glimpses”. Is is shown that the number of such glimpses
is indeed a good predictor of intelligibility in conditions where speech is
masked by different numbers of interfering talkers [25].

Type 2M SIP Algorithms

The methods, discussed above, require clean speech and noise in separation,
and therefore do not allow for predicting the intelligibility of non-linearly de-
graded speech. To allow for doing so, the type 2M algorithms base their pre-
dictions on 1) the degraded (i.e noisy and/or non-linearly processed) speech
signal for which it is desired to predict intelligibility, as well as 2) a corre-
sponding clean speech signal which is not affected by noise or other degra-
dation.

An early SIP algorithm for predicting the intelligibility of non-linearly
processed speech is the Speech Transmission Index (STI) [67, 68, 138], first
introduced in 1971. The procedure assumes speech to be transmitted across
a well-defined communication channel. The impact of this channel, on the
modulations contained in the transmitted signal, is determined by transmit-
ting a sequence of artificial probe signals across the channel, and monitoring
the output [67]. The resulting measurements are used to compute an index,
summarizing how well the channel conserves the modulations of transmitted
signals [67]. Because the STI requires transmission of artificial probe signals,
it does not fit directly into the taxonomy of Fig. 10. Furthermore, the use
of artificial probe signals requires access to the communication channel, and
therefore does not allow for predicting the intelligibility of pre-recorded de-
graded signals. This has led to the proposal of several STI-like methods
which use speech as a probe signal [58]. These are type 2M algorithms
(Fig. 10), as they make use of a clean speech signal (the probe) and a de-
graded speech signal (the probe, transmitted across the channel). The STI
has been widely used, especially within architectural acoustics [143].

Since the introduction of the STI, several approaches for predicting the
intelligibility of non-linearly degraded speech have been investigated. One
such approach is to employ existing algorithms for predicting speech qual-
ity [120], assuming some degree of correlation between intelligibility and
perceived quality. These algorithms have, however, shown limited correla-
tion with speech intelligibility [101, 141]. Therefore, several type 2M algo-
rithms, specifically for predicting intelligibility, have been proposed. The
Spectro-Temporal Modulation Index (STMI), proposed in [41], takes inspira-
tion from the STI, but uses a more complex auditory model, and considers
modulations jointly across time and frequency. Another notable example is
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the Coherence SII (CSII), which attempts to predict the impact of both noise
and non-linear distortion that can occur in a hearing aid [83]. The CSII com-
putes the SII, but uses the coherence [19] between clean and degraded signals
instead of the SNR [83]. The more recent Hearing-Aid Speech Perception
Index (HASPI), which can be considered an updated version of the CSII, in-
cludes a considerably more advanced auditory model, bases predictions on a
larger set of features, and can account for individual hearing loss [84].

Another recent type 2M algorithm is the Short-Time Objective Intelligi-
bility (STOI) measure [140], which has gained considerable popularity in
the speech processing community due to its simplicity and high prediction
performance. The STOI measure is computed as the sample correlation co-
efficient between short segments of clean speech envelopes and degraded
speech envelopes, averaged across both 15 one-third octave bands and across
time [140]. Despite the simplicity of this approach, the STOI measure has
been shown to accurately account for the intelligibility of speech in conditions
including different noise sources [140], noise reduction processing [134, 140],
and noisy speech transmitted via telephone [77], as well as speech processed
by hearing-aids and cochlear implants [46]. A number of alternate versions of
the STOI measure have been proposed with the aim of improving prediction
performance in different conditions [76, 99, 135, 136]. These include, for ex-
ample, the Weighted STOI (WSTOI) measure, which uses information theory
to weight each time-frequency region according to an estimate of its informa-
tion content [99], and the Extended STOI (ESTOI) measure, which introduces
additional computational steps to improve prediction performance in con-
ditions with fluctuating interferers [76]. A speech enhancement algorithm,
which maximizes the STOI measure, is proposed in [98].

Another group of popular SIP algorithms are based on the Envelope
Power Spectrum Model (EPSM) [43], which accounts for observed thresh-
olds in modulation detection tasks. The speech-based EPSM (sEPSM) [78]
uses the EPSM to predict the intelligibility of speech, arguing that modu-
lations are a key feature of speech. The sEPSM does not fit well into the
taxonomy of Fig. 10, as it requires a degraded signal and a clean noise signal
(as opposed to a clean speech signal). However, it is perhaps most closely
related to the type 2M predictors. A short-time version, the multi-resolution
sEPSM (mr-sEPSM), which better accounts for the intelligibility of fluctuat-
ing maskers is proposed in [79]. A number of variations of the sEPSM, with
different specialized properties, are proposed in [20, 44].

2.2 Intrusive Prediction of Binaural Intelligibility

The SIP algorithms discussed in the previous section all assume that speech
is presented either to one ear only, or that identical signals are presented to
both ears. However, in most real-world scenarios, due to the environmental
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acoustics and the acoustics of the head of the listener, different signals are
received by the two ears. These differences can be separated in two compo-
nents: Interaural Level Differences (ILDs) are differences in sound pressure
from one ear to the other, and are responsible for the better-ear advantage dis-
cussed in Section 1.2, while Interaural Time Difference (ITD) are differences
in arrival time from one ear to another, and are responsible for binaural un-
masking. Collectively, ILDs and ITDs are known as interaural cues. As an
example, if a point sound source is placed in front of a listener in an ane-
choic environment, the sound arrives simultaneously at both ears, and with
equal intensity. Conversely, if the source is placed to the right of the lister, the
sound arrives at the right ear before arriving at the left ear, and the signal at
the left ear is less intense, because it is attenuated by the acoustics of the head
(as illustrated in Fig. 9). This clearly shows that the interaural cues contain
information about the location of the sound source, relative to the listener.
As discussed in Section 1.2, when a speech signal is masked by a noise inter-
ferer, and the two are presented with different interaural cues (corresponding
to different source positions), intelligibility is generally higher than for the di-
otic situation, due to binaural advantage [15, 17, 18, 33, 36, 113, 118]. In some
conditions the binaural advantage can lead to SRTs which are 12-14 dB lower,
compared with diotic presentation [18].

Modeling Binaural Advantage

Early efforts to model binaural processing in the brain were made for pur-
poses unrelated to speech intelligibility. In 1948, Jeffress proposed an in-
fluential model of human sound localization [74], suggesting that the audi-
tory system uses an array of delay lines to estimate the ITD, which is, in
turn, used to estimate the direction of arrival. In 1963, Durlach proposed
another famous model, which uses a similar mechanism to explain binau-
ral advantage [38, 39]. As with the model by Jeffress, this model was not
developed with speech intelligibility in mind, but rather to account for em-
pirically observed binaural advantages in psychophysical experiments con-
cerning the detection of tones in noise. The model suggests that the brain
uses a so-called Equalization Cancellation (EC) stage to combine the signals
from the left and right ears. The EC stage operates in two steps: 1) equal-
ization: the left and right input signals are time-shifted and scaled relative
to one-another, and 2) cancellation: the difference between the resulting sig-
nals is computed [38, 39]. The difference signal, computed in the cancella-
tion step, is assumed to be used for all further auditory processing. Cru-
cially, the applied time-shift and scaling parameters are determined such as
to make the interferer signals identical in both ears. Thereby, the interferer
signal becomes strongly attenuated in the cancellation step. This principle
corresponds, essentially, to assuming that the auditory system is capable of
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Fig. 11: Many binaural SIP algorithms are made by combining a monaural/diotic SIP algorithm
with an EC stage. Intrusive SIP algorithms (type 1 and 2) require multiple input signals (clean
speech and either noise or degraded speech). This requirement is fulfilled by using two parallel
EC stages (not shown in the figure).

performing delay-and-subtract beamforming. In order to limit the predicted
binaural advantage to human levels, random errors (”jitter”) are added to the
time-shifting and scaling parameters [38]. The EC stage can predict the out-
come of a large range of psychophysical experiments relating to the detection
of tones in noise [39].

A number of other models of binaural advantage have been suggested
since the proposal of the EC stage [11–13, 24, 97, 155]. However, the EC stage
remains highly influential and widely used today.

Type 1B SIP Algorithms

An early proposal of a binaural SIP algorithm was given in 1984 [145]. This
was obtained by modifying the EC stage and combining it with the AI, as
illustrated in Fig. 11. More recently, the method was revived and refined [6,
7]. The refined method, which combines the modified EC stage [145] with the
more modern SII, is referred to as the Binaural Speech Intelligibility Measure
(BSIM) [7]. The BSIM is able to account for the impact of individual hearing
loss by adding audiogram-shaped stationary noise to the input signals [7]. A
method for making predictions in conditions with fluctuating interferers, the
short-time BSIM (stBSIM), is also proposed in [7]. This is based on the same
principle as that underlying the ESII. The BSIM and stBSIM were shown
to account reasonably well for normal-hearing SRTs in SSN (BSIM/stBSIM),
babble noise (stBSIM), and for a single interfering talker (stBSIM), in four
rooms with different reverberation times [7]. Furthermore, the methods were
able to account for approximately 70% of the variance observed in the SRTs
of hearing impaired listers relative to the SRTs of normal hearing listeners [7].
A number of extensions to the BSIM have later been proposed with the aim
of improving predictions in reverberant environments [122, 123].

Several other binaural SIP algorithms have been proposed. These gen-
erally follow the same approach of combining an EC stage with a monau-
ral/diotic SIP algorithm (see Fig. 11). An algorithm which is very similar
to the BSIM is proposed in [150]. This differs by drawing specific realiza-
tions of jitter for each sample of the input signals [150], while the BSIM [7]
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assumes the jitter to be constant across the entire length of the signal, and
computes the expectation across this jitter instead of drawing realizations. A
short-time version of the algorithm from [150] is introduced in [151], relying
on a principle similar to the ESII.

A different branch of binaural SIP research focuses on a closed form ex-
pression for binaural advantage, which is derived from the EC stage [28, 29].
A binaural SIP algorithm, based on this expression, is proposed in [93]. The
algorithm predicts binaural advantage by 1) computing the SII in a better-
ear fashion, by using the ear with the maximum SNR, separately in each
frequency band, and 2) adding binaural advantage according to the expres-
sion given in [28, 29]. A number of variations of this model are proposed
in [75, 94, 95].

Type 2B SIP Algorithms

The binaural SIP algorithms, discussed above, all belong to the type 1B algo-
rithms (Fig. 10), because they require speech and noise signals in separation.
Therefore, they are not able to make predictions for non-linearly processed
signals. A number of type 2B methods have therefore been proposed; all
based on extending type 2M algorithms with an EC stage (i.e. following
Fig. 11). These can, in principle, account for both non-linear processing and
binaural advantage. A binaural version of the STI is proposed in [144]. A bin-
aural version of the mr-sEPSM, the Binaural sEPSM (B-sEPSM), is proposed
in [20]. The B-sEPSM predicts binaural intelligibility from degraded speech
and clean noise, as recorded at the left and right ears of the listener. Similar to
the sEPSM, the B-sEPSM does not technically fit directly into the taxonomy
given by Fig. 10. However, since it does allow for predicting intelligibility
for non-linearly processed signals, it is most closely related to the type 2B
category. The B-sEPSM was shown to predict intelligibility well in binau-
ral environments with one or more sources of SSN, speech modulated SSN,
babble, or reversed speech [20]. The work in [20] does not evaluate the perfor-
mance of the B-sEPSM for conditions with non-linear processing. However,
the mr-sEPSM has previously been demonstrated to work well in conditions
with spectral subtraction [79], while the sEPSM has been shown to predict the
impact of transmitting noisy speech via telephone [77]. Due to the similarity
of the methods in the sEPSM-family, it is likely that the B-sEPSM would be
able to handle conditions with binaural advantage and non-linear processing.

2.3 Non-Intrusive Intelligibility Prediction

In some conditions, the clean signal, required for both type 1 and 2 predic-
tors, cannot be obtained. This could be because the degraded signal is not
based on a well defined clean speech signal (an example could be, to predict
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the intelligibility of poorly spoken or synthesized speech). In other cases, the
degraded signal could be distorted in some way that makes it difficult to com-
pare it directly with the clean signal. For instance, many SIP algorithms func-
tion by comparing short adjacent segments of clean and degraded speech in
narrow frequency bands (e.g. the ESII, the STOI measure, and the mr-sEPSM).
This requires the clean and degraded signals to be strictly aligned in both
time and frequency. If the degraded speech signal has been warped or trans-
lated in time or frequency (e.g. by changing the playback rate), it may no
longer be possible to properly align the clean and degraded signals. Most of
the algorithms discussed until this point would yield inaccurate predictions
in this scenario. We are also likely to find ourselves in conditions where a
clean signal could be reasonably defined, but simply is not available. For in-
stance, we may wish to predict the intelligibility of previously recorded noisy
speech. In such a case, a clean speech reference is typically not available. Fur-
thermore, it could be desirable to run SIP algorithms as part of a real-time
audio processing system. For instance, a hearing aid could use a SIP algo-
rithm to continuously adapt its processing. We investigate this use-case in
Section 3.2.

The above examples illustrate the need for non-intrusive SIP algorithms,
i.e. SIP algorithms which do not require knowledge of a clean speech signal
at all, but predict intelligibility based on the degraded signal alone. Fig. 10
refers to these as type 3 predictors. While the field of non-intrusive SIP is con-
siderably less studied than the intrusive counterpart, several methods have
been proposed. These operate according to a number of different principles.

Type 3M SIP Algorithms

We have identified five overall approaches, which have been investigated, for
developing non-intrusive SIP algorithms.

One approach is to use one of several existing non-intrusive quality predic-
tion algorithms, such as the ITU-T P.563 [3] or the ANIQUE+ [4, 85]. These al-
gorithms extract and combine a large number of signal characteristics which
have shown to correlate well with perceived audio quality. However, speech
intelligibility and speech quality are not as similar as one might suspect,
and the two aforementioned quality predictors have been shown to correlate
poorly with speech intelligibility [46, 47].

A second approach to non-intrusive SIP uses the Speech to Reverberation
Modulation energy Ratio (SRMR), proposed in [47]. The SRMR attempts to
predict both quality and intelligibility of reverberant speech, based on the
observation that clean speech predominantly contains energy at low modu-
lation frequencies, while reverberated speech contains relatively more energy
at higher modulation frequencies [47] (see also [42]). The SRMR is computed
as a ratio of low-frequency modulation energy to high-frequency modula-
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tion energy and has been shown to correlate well with the intelligibility of
reverberant and de-reverberated speech [47]. Special versions of the SRMR
have been developed for hearing impaired listeners [45] and cochlear implant
users [45, 126]. Additional refinement and validation of the SRMR is given
in [46, 127]. The average modulation-spectrum area (ModA) measure, pro-
posed in [21], operates according to a similar principle. The ModA measure
assumes intelligibility to be correlated with the area under the modulation
spectrum [21]. This has been shown to correlate well with intelligibility in
noisy and reverberant conditions [21, 46].

A third approach to non-intrusive SIP is to use an Automatic Speech
Recognition (ASR) system to transcribe the degraded speech, and somehow
measure the accuracy of the transcription. This is arguably not a truly non-
intrusive approach, as it requires a transcription of the speech material. Such
an approach is studied in [129]. By limiting the speech corpus to a single
matrix sentence test, a Hidden Markov Model (HMM) based ASR system ob-
tains performance which is remarkably similar to human performance. This
method was shown able to predict the difference in intelligibility of matrix
sentence tests in different languages [129] (this difference is observed in [63]).
However, in its current format, the method is limited to predicting intelligi-
bility for matrix sentence tests.

A fourth approach is to estimate the clean signal and use this to eval-
uate an intrusive SIP algorithm. A method for real-time non-intrusive SIP
in hearing-aids is proposed in [135]. This method uses a multi-microphone
beamformer, aimed at the target speaker, to estimate the clean signal [135].
The resulting signal clean signal is used, together with the degraded one,
to evaluate the STOI measure. A refined version of the method, using also
pitch-features for the clean speech estimation, is proposed in [136].

A fifth approach is to non-intrusively predict the output of an intrusive
SIP algorithm, using machine learning. Predictions are typically based on
a considerable number of different features extracted from the degraded
speech signal. Machine learning approaches investigated for this purpose in-
clude Gaussian mixture models [131], hidden Markov models [80], and tree
based regression [132]. It has generally been found to be possible to predict
the output of various intrusive measures accurately without using the clean
signal. A disadvantage of this approach is that prediction performance is
inevitably limited by the performance of the underlying intrusive algorithm.

Type 3B SIP Algorithms

We are only aware of one effort towards non-intrusive binaural (type 3B) SIP,
obtained by extending the SRMR with an EC stage [27]. This was found
to account well for the intelligibility of speech masked by a single point
source of stationary noise, at different positions, in anechoic and reverber-
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Fig. 12: An illustration of how one could define binaural degraded and clean signals in relation
to hearing aid processing. (a) The degraded signals are recorded in the ear canals of the subject
in the presence of target speech and interferers, following hearing aid processing. (b) The clean
signals are also recorded in the ear canals of the subjects, but without interferers and without
hearing aid processing. Figure adapted from paper [D].

ant rooms [27].

3 Applications to Hearing Aid Systems

In the work underlying this thesis, we have studied SIP with the aim of
eventual applications within the development and operation of hearing aid
systems. In this section we discuss two possible use-cases of SIP within this
field. Before doing so, we consider the signals involved when applying SIP
for hearing aid systems.

A typical difficult listening situation for a hearing aid user is illustrated
in Fig. 12a. Here, the user is wearing a pair of hearing aids, and attempts
to understand speech from a talker, while being present in an environment
that contains one or more noise sources, and possibly reverberation. In such a
case, sound from several different sources impinge on the head of the listener
from different directions. The combination of speech, noise, and reverbera-
tion is impacted by the acoustics of the human head, and is picked up by
one or more hearing aid microphones, located in or close to each ear of the
listener. The hearing aids then carry out various forms of processing, which
may include beamforming, noise reduction, speech enhancement, feedback
cancellation, amplitude compression, and amplification [32, 81, 130]. Finally,
the hearing aid uses a small loudspeaker to present the processed signal to
the user.

In the present context, we are interested in predicting the intelligibility of
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the output of a hearing aid, as measured in the ear canal of the wearer. As al-
ready remarked, there are several non-linear processing stages in the hearing
aid. It is not, in general, possible to separate speech and noise components
after this type of processing has been applied. Therefore, the intelligibility
of a hearing aid processed signal cannot be predicted by a type 1 SIP algo-
rithm, as this requires knowledge of speech and noise in separation. It may
be possible to use a type 2 algorithm, which requires degraded speech (i.e.
the signal in the ear canal of the listener, including speech, noise and hearing
aid processing; see Fig. 12a) and clean speech, provided that it is possible
to obtain a clean speech reference signal. In this thesis, we have defined the
clean speech signals to be those recorded in the ear of the listener, in the
absence of noise and hearing aid processing, but in the presence of speech
(as illustrated in Fig. 12b). Such a signal is not available to a hearing aid in
typical usage scenarios. However, it may be possible to record or simulate the
clean signal in some controlled experiments. In cases where the clean signal
is not available, a type 3 algorithm may be used to predict intelligibility from
the degraded signal alone.

In the following, we consider two use-cases of SIP algorithms within hear-
ing aid development.

3.1 Predicting the Outcome of Listening Experiments

The first use-case we consider is to predict the outcome of listening experi-
ments within the process of developing new hearing aids.

The General Use-Case

When hearing aid manufacturers develop new generations of hearing aids,
they strive to make them perform better than previous generations. Perfor-
mance of hearing aids can be quantified in numerous ways such as sound
quality, comfort, looks or visibility, battery life, etc. It is obvious that speech
intelligibility is an extremely important performance measure, as improved
intelligibility is, perhaps, the primary reason for wearing hearing aids. There-
fore, many listening experiments are typically carried during the course of
developing a hearing aid. In these experiments, SRTs are measured for a
number of hearing impaired test subjects wearing different hearing aids. The
set of tested hearing aids typically include novel prototypes as well as hearing
aids from the previous generation, representing the “state-of-the-art”. Each
of these may be tested in multiple settings, i.e. for different levels of noise
reduction, directionality, etc.

Listening experiments, carried out as described in Section 1.2, are a pow-
erful means to gain knowledge about the extent to which intelligibility is
improved by newly developed prototypes. However, listening experiments
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are also time consuming and expensive to carry out: they require weeks or
months of preparation, expensive equipment, recruitment of test subjects,
and careful data analysis. These troubles may be entirely worthwhile, if im-
portant learnings are extracted from the experiment. However, at the same
time, it is obviously desirable to keep the number of listening experiments
to the bare minimum. One way to do so, could be to replace a subset of
listening experiments with predictions made by SIP algorithms. We suggest
two different approaches for doing so:

1. Make predictions based on actual audio recordings from the environ-
ment in which the experiment would have taken place. These record-
ings can be made using a Head And Torso Simulator (HATS), which has
microphones mounted in the ear canals. Segments of degraded speech
can then be recorded for all the hearing aids and hearing aid settings
included in the experiment, in a range of SNRs.

2. Make predictions based on simulated signals. These can be made using
computational models of both the hearing aids, and the environment
in which the test would have taken place. The environment may be
simulated with a room acoustical model or with prerecorded Room
Impulse Responses (RIRs). A software implementation of the hearing
aid processing is used for simulating the hearing aid.

The first option ensures signals which are highly consistent with those which
would have been experienced by a subject in an actual listening experiment,
while the second approach is dependent on the accuracy with which the
hearing aids and the acoustical environment can be simulated. Conversely,
the first method requires an experimenter to carry out many of the prepa-
rations needed for a listening experiment. In particular, it is required that
a sound studio (or another environment) is fitted with the necessary equip-
ment for playback and recording and, furthermore, that the tested hearing
aids are available and correctly programmed. The second approach is entirely
software-based, and it could potentially run in an automated fashion, e.g. on
a nightly basis, and thus keep developers constantly informed about the cur-
rent predicted intelligibility performance of the developed prototypes. Both
means of obtaining signals are reproducible: it is possible to first record de-
graded signals, including noise and hearing aid processing, and then record
clean signals for the same speech material, without noise and hearing aid
processing. This allows the use of type 2 algorithms for making speech in-
telligibility predictions. This is a considerable advantage, as type 3 (non-
intrusive) algorithms should be expected to yield much less accurate results,
because they have much less information available to base predictions on.
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Fig. 13: (a) The DBSTOI measure plotted against input SNR, for signals measured in the ears
of a HATS, wearing two different pairs of hearing aids in a total of six different settings. The
average SRT measured for normal hearing listeners, wearing HAA-4, is shown as a vertical
black line. A horizontal line shows the corresponding DBSTOI measure (which, in this case,
equals approximately 0.34). (b) Measured and predicted SRTs for hearing impaired and normal
hearing listeners. Predictions were made by calibrating to the measured SRT for HAA-4. The SRT
predictions for normal hearing listeners can be read off from (a) as the SNRs, at which the curves
intersect the horizontal black line.

A Specific Example

To further substantiate the proposal of replacing listening experiments with
predictions, we give a brief account of an otherwise unpublished project, in
which we attempted to predict the outcome of an experiment, carried out by
colleagues at Oticon A/S as part of the development of a new product. In this
experiment, SRTs were measured for 14 hearing impaired listeners, wearing
two different hearing aids in a total of six different settings. The subjects
were experienced hearing aid users with approximately symmetrical hearing
losses ranging from mild to severe. The hearing aids were individually fitted,
such as to compensate for the hearing loss of each subject, and were otherwise
configured exactly as they would have been for normal use, including the use
of non-linear processing steps such as amplitude compression and feedback
cancellation. The tested settings spanned different combinations of noise
reduction and directionality. The specific hearing aids and their settings are,
unfortunately, confidential, and are therefore simply referred to as HAA-1,
HAA-2, HAA-3, HAA-4, HAB-1, and HAB-2 (i.e. HAA was tested in four
settings and HAB was tested in two settings). The experiment was carried out
in a sound studio with acoustically treated walls, using the Danish Dantale II
matrix sentences [149]. Speech was presented from the front (i.e. 0◦ azimuth),
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and was masked by two interferers, placed at 15◦ and 180◦ azimuth (i.e. one
slightly to the right of the front, and one directly behind the listener). The
interferers consisted of different segments of the International Speech Test
Signal (ISTS); an artificial speech-like but unintelligible signal, composed of
short segments of speech in different languages [65].

Since the SIP algorithms investigated in this thesis do not include the abil-
ity to explicitly model individual hearing losses (e.g. based on individual au-
diograms), we found it overly ambitious to believe that accurate predictions
could be made for hearing impaired listeners. Therefore, we chose to repeat
the actual listening experiment, using 14 normal hearing listeners. These
were fitted with hearing aids providing only minor amplification (they were
programmed to compensate for a hearing loss of 20 dB HL at low frequen-
cies, and 40 dB HL at high frequencies, transitioning linearly from 500 Hz
to 2 kHz). By doing so, we were able to separately asses prediction perfor-
mance for normal hearing and hearing impaired subjects.

In order to allow for predicting intelligibility, we made recordings using
a Brüel & Kjær Head And Torso Simulator (HATS), wearing hearing aids,
and placed where the subjects had been seated during the experiment. We
recorded a fixed sequence of 30 Dantale sentences for 21 SNRs, evenly spaced
by 1 dB from -15 to +5 dB. This sequence of recordings was repeated for all
six hearing aid settings. Furthermore, one clean recording of the sequence,
excluding noise and hearing aids, was made. Thus the 30 sentences were
recorded a total of 21× 6 + 1 times.

To predict intelligibility, we computed the Deterministic BSTOI (DBSTOI)
measure for each of the degraded recordings. The DBSTOI measure is a
type 2B algorithm developed as part of the work underlying this thesis (see
Section 4 or papers [B] and [D]). This resulted in “scorings” of intelligibility
on an arbitrary, unit-less, scale from 0 to 1, as shown in Fig. 13a. This scale
has empirically been shown to have a nearly monotonic correspondence with
measured intelligibility across a large range of conditions (assuming a fixed
speech corpora and a fixed group of listeners). By using this property, it is
possible to predict the SRT in one condition from knowledge of the SRT in
another one. We, arbitrarily, picked HAA-4 as a reference condition, and at-
tempted to predict the SRTs of the other conditions, as illustrated in Fig. 13a:

1. Calibration: The DBSTOI measure was evaluated at the SRT of HAA-4,
as shown by the vertical black line in Fig. 13a. The exact value was
obtained by linear interpolation between adjacent points. Assum-
ing a monotonic correspondence between speech intelligibility and
the DBSTOI measure, this value of the DBSTOI measure corresponds
to the SRT, in any condition. The resulting calibration value is marked
by a horizontal line in Fig. 13a.

2. Prediction: The SRTs in other conditions were estimated, by finding
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the SNRs, at which these conditions give rise to a DBSTOI measure
equal to the calibration value. In Fig. 13a, this is seen as the intersections
between the lines representing values of the DBSTOI measure, and the
horizontal black line representing the calibration value.

The resulting predicted SRTs for normal hearing (as obtained in the repeated
experiment) and hearing impaired listeners (as obtained in the original ex-
periment) are shown in Fig. 13b. Notice that different predictions are made
for normal hearing and hearing impaired listeners. This is because the cali-
bration step accounts for the differences in average performance between the
two groups (in a reference condition). Somewhat surprisingly, accurate pre-
dictions are made for both normal hearing and hearing impaired listeners,
in spite of the fact that only a single calibration value is used to account for
the difference in hearing fidelity between the two groups. In fact, predictions
for hearing impaired listeners are more accurate than predictions for normal
hearing listeners. Possibly, the larger prediction errors for normal hearing
listeners could be caused by random measurement errors: the used proce-
dure for estimating SRTs is particularly sensitive to errors in the condition
used for calibration. Since the SRTs are overestimated for every condition
with normal hearing listeners, it is likely that prediction performance could
have been considerably improved by picking a different condition for cali-
bration. It is worth noting that, regardless of the absolute prediction errors,
the DBSTOI measure is able to accurately determine which hearing aids and
settings give rise to relatively better intelligibility, and which give rise to rel-
atively lower intelligibility.

The above results suggest that SIP algorithms could be highly useful
within hearing aid development. In particular, it was possible to accurately
predict the outcome of a listening experiment with hearing impaired test sub-
jects, carried out as part of the product development within Oticon A/S. This
suggests the possibility of partially replacing time consuming and expensive
listening experiments with much cheaper predictions. The predictions shown
here were based on studio recordings. While these are neither quick or free
to make, the involved expense is far below that of a conventional listening
experiment. It is furthermore likely, that it will eventually be possible to use
entirely simulated signals, in place of studio recordings.

3.2 Hearing Aid Systems that Predict Intelligibility

A somewhat more ambitious application of SIP, is to predict intelligibility
on a hearing aid system in real-time during usage, and use the output to
optimize the operation of the system. Similar applications have previously
been discussed in [46, 135, 136].

A possible strategy for using a SIP algorithm to guide the operation of
a hearing aid system, could be to trade between quality and intelligibility.
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In difficult situations with high noise levels, the hearing aid user will most
likely want the device to apply as much noise reduction and directionality
as possible, to ensure a certain minimum of intelligibility. However, in eas-
ier, quieter conditions, the same noise reduction and directionality systems
may lead to unnatural sound and a loss of directional cues [31, 87]. A hear-
ing aid system including a SIP algorithm, could be designed to use these
systems only when they are necessary to obtain a predefined minimum of
intelligibility. Thereby, the user could experience natural sound in quieter
conditions, while being aided by increasingly aggressive processing in more
difficult situations.

There are two obstacles which make this use-case more ambitious than
the one discussed above:

1. When a SIP algorithm runs in real-time on a hearing aid system, there
is no obvious way to obtain a clean signal. Thus, only non-intrusive
(type 3) SIP algorithms are applicable for this use.

2. The amount of computational resources available to a hearing aid sys-
tem is typically limited by severe constraints on size and power con-
sumption. A non-intrusive SIP algorithm, intended for use in a hearing
aid system, therefore ideally has to be computationally cheap to evalu-
ate.

Given the current level of research within non-intrusive SIP, we expect it to
be possible to fulfill both requirements in the near future.

4 Summary of Contributions

The main body of this thesis (Part II) consists of a collection of eight papers.
The work underlying these papers can collectively be viewed as an effort to
develop SIP algorithms which are suitable for the two applications discussed
in Section 3. In order to reach this goal, we used the STOI measure [140]
(monaural/diotic and intrusive, type 2M) as a starting point, because of its
simplicity and proven record of high prediction accuracy across a broad range
of conditions.

To facilitate the applications suggested in Section 3, we extended the
STOI measure along mainly two lines: 1) binaural intelligibility prediction
(papers [A], [B], [D] and [G]), and 2) non-intrusive intelligibility prediction
(papers [E] and [H]). Furthermore, two smaller studies investigate diotic and
intrusive extensions to the STOI measure (papers [C] and [F]). Fig. 14 places
the work in relation to the taxonomy of SIP algorithms proposed in Fig. 10.
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tion using convolutional neural networks,”
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Fig. 14: The eight papers, which constitute the main body of this thesis, propose different SIP al-
gorithms. The figure shows the papers plotted into the taxonomy of Fig. 10, according to the
properties of the proposed methods.

4.1 Specific Contributions

In the following, we shortly summarize the purpose, methods and findings
of each paper.

[A] A Binaural Short Time Objective Intelligibility Measure for Noisy and
Enhanced Speech

In this paper we propose a binaural version of the STOI measure: the Binaural
STOI (BSTOI) measure. This is achieved by extending the STOI measure with
an EC stage in a manner similar to that proposed in [6, 145]. The EC stage
combines left and right ear signals by relatively time shifting and scaling the
signals, and thereafter subtracting them from one-another (as described in
Section 2.2). In doing so, it introduces random time and amplitude jitter,
which serves to limit the predicted binaural advantage to levels which are
consistent with human performance. In the BSTOI measure, realizations of
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this jitter are drawn, and the STOI measure is computed for each realization
and averaged (i.e. the jitter is accounted for by use of Monte Carlo simula-
tion).

Using measurements from three different listening experiments, we show
that the BSTOI measure can accurately predict 1) binaural intelligibility in
anechoic conditions with a frontal talker and a single SSN interferer placed
in the horizontal plane, 2) intelligibility of diotic noisy speech processed with
Ideal Binary Mask (IBM) proecssing, and 3) binaural intelligibility in condi-
tions with multiple interferers and beamforming. Notably, the results sug-
gest that the diotic prediction performance is not significantly decreased by
the addition of the EC stage. Furthermore, the results show that accurate pre-
dictions are made in both simple conditions with large binaural advantage,
and in slightly more acoustically complex conditions.

[B] A Method for Predicting the Intelligibility of Noisy and Non-Linearly
Enhanced Binaural Speech

A disadvantage of the BSTOI measure is the use of Monte Carlo simulation
for handling the jitter introduced by the EC stage. Because of this, the STOI
measure has to be evaluated many times for different realizations of the jitter.
This causes the BSTOI measure to be computationally expensive to evaluate,
and thereby severely limits its usefulness in a range of applications. Further-
more, in spite of averaging across the realizations of jitter, the output remains
somewhat noisy (i.e. slightly different outputs are obtained when comput-
ing the measure multiple times for the same input signals). In this paper
we propose an improved version of the BSTOI measure, which does not rely
on Monte Carlo simulation: the Deterministic BSTOI (DBSTOI) measure. To
do so, we introduce two modifications of the original STOI measure: 1) the
removing of a “clipping stage”, and 2) the use of signal envelopes squared
instead of conventional signal envelopes. This makes it possible to derive a
closed-form expression for the expectation of the STOI measure across the
jitter, thus removing the necessity of Monte Carlo simulation.

The DBSTOI measure is shown to make predictions in less than one tenth
of the computational time required by the BSTOI measure. Additionally, it is
demonstrated that the DBSTOI measure performs similarly to the BSTOI in
terms of predicting the binaural intelligibility 1) in anechoic conditions with
a frontal talker and a single SSN interferer placed in the horizontal plane,
and 2) in conditions with multiple interferers and beamforming. Further-
more, an additional listening experiment was carried out as part of the work.
This experiment measured the intelligibility of frontal speech masked by a
point source of either SSN or “bottling factory hall noise”. Intelligibility was
measured for the unprocessed stimuli, and when applying IBM processing
separately on the left and right ears of the listener. The DBSTOI measure
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is shown to accurately predict the results of this experiment, including the
conditions which involve both binaural advantage and non-linear processing
(i.e. IBM processing) combined.

[C] Speech Intelligibility Prediction as a Classification Problem

The STOI measure predicts average intelligibility from at least several sec-
onds of speech. However, much can be learned about speech, from the fac-
tors which make single words or phonemes intelligible or unintelligible. Pa-
per [C] therefore works towards a version of the STOI measure which can
predict intelligibility for such individual units of speech. This is referred to
as a microscopic SIP algorithm [25]. The proposed method uses STOI-like fea-
tures, together with linear discriminant analysis, to predict the intelligibility
of individual logatomes, short tokens of non-sense speech [103], presented to-
gether with competing speech. The method can, to a considerable extent,
account for the intelligibility of individual logatome tokens.

[D] Predicting the Intelligibility of Noisy and Non-linearly Processed Bin-
aural Speech

In this paper, we further analyze and investigate the DBSTOI measure, pro-
posed in paper [B]. Firstly, the expectation of the STOI measure across the
jitter is explicitly derived (this derivation was left out in paper [B]). Sec-
ondly, the mathematical properties of the DBSTOI measure are more closely
investigated. Specifically, it is shown that the DBSTOI measure reduces to
the STOI measure for diotic stimuli, i.e. the EC stage plays no role when the
inputs to the left and right ears are identical. This asserts that the addition of
an EC stage is not detrimental to the performance of the underlying SIP algo-
rithm. Thirdly, it is shown that the the DBSTOI measure performs similarly
to the STOI measure with respect to predicting the intelligibility of diotic
noisy speech processed with IBM processing. Since the EC stage becomes
unimportant in diotic conditions, this result only suggests that the modifi-
cations introduced to the STOI measure, in order to allow for deriving the
closed-form expectation across the jitter, are not detrimental to performance.

[E] A Non-Intrusive Short-Time Objective Intelligibility Measure

In this paper, we propose a non-intrusive version of the STOI measure: the
Non-Intrusive STOI (NI-STOI) measure. This is done by estimating the clean
speech envelopes from the degraded ones, thus eliminating the necessity of a
clean reference signal. The clean signal envelopes are estimated by projecting
the modulation magnitude spectrum of the degraded signal into a subspace
spanning only modulation magnitude spectra which are present in speech.
This subspace is generated in advance, using a database of clean speech.
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The NI-STOI measure is demonstrated to correlate well with the measured
intelligibility of diotic noisy speech processed with IBM proecssing. Predic-
tions made using the NI-STOI measure are shown to be considerably more
accurate than predictions made with the (non-intrusive) SRMR measure, but,
as expected, less accurate than predictions made with the (intrusive) STOI
measure.

[F] On the use of Band Importance Weighting in the Short-Time Objective
Intelligibility Measure

Most conventional SIP algorithms include a Band Importance Function (BIF),
specifying the relative contribution of each frequency band to intelligibility.
The STOI measure assumes a uniform importance of the 15 considered one-
third octave bands. This paper investigates whether the STOI measure can
be improved by adding a fitted BIF. BIFs are fitted such as to maximize pre-
diction performance on a number of different sets of measured intelligibility.
This results in a number of candidate BIFs. These are all cross-evaluated
on the different sets of measured intelligibility. However, none of the found
candidate BIFs show a convincing improvement in prediction performance
compared with the uniform one. This result suggests that the uniform BIF,
used in the original STOI measure, is a reasonable choice.

[G] Refinement and Validation of the Binaural Short Time Objective Intel-
ligibility Measure for Spatially Diverse Conditions

Some of the results, presented in paper [D], suggest that the DBSTOI mea-
sure has a tendency to overestimate intelligibility in conditions with multiple
spatially distributed interferers. Paper [G] therefore further investigates the
performance of the DBSTOI measure in such environments. To do so, an
additional dataset of measured intelligibility was collected, consisting of con-
ditions with mixtures of point-source SSN and cylindrically isotropic SSN.
Furthermore, another dataset, including conditions with both non-linear pro-
cessing and multiple spatially distributed interferers, was obtained. Predic-
tions for these datasets clearly show that the DBSTOI overestimates intelli-
gibility considerable in conditions with spatially distributed interferers. A
detailed investigation of this problem reveals this to be caused by an up-
wards bias, stemming from the combined usage of the EC stage and the STOI
measure. Based on this insight, we derived a version of the binaural STOI
which does not suffer from this issue: the Modified BSTOI (MBSTOI) mea-
sure. This is shown to compare favorably with both the DBSTOI measure and
the B-sEPSM, across five datasets of measured intelligibility.
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[H] Non-Intrusive Speech Intelligibility Prediction using Convolutional
Neural Networks

In this paper, we investigate the use of Convolutional Neural Net-
works (CNNs) for non-intrusive SIP. The applied CNN architecture was
designed specifically with a purpose of being interpretable and easy
to visualize, and furthermore shows strong similarities to existing SIP
algorithms.

To evaluate the performance of the proposed method, we collected four
datasets of diotic intelligibility from the literature, recreated or adapted them
for the purpose at hand, and combined them into one large dataset. Differ-
ent approaches for splitting this dataset into training, validation, and testing
subsets were investigated. Prediction performance was compared to two ex-
isting intrusive methods, the STOI and ESTOI measures, as well as to existing
non-intrusive methods, the NI-STOI measure and the SRMR. In the investi-
gated conditions, the proposed method performed similar to or better than
the four existing methods. Lastly, a specific instance of a trained network is
investigated in depth, by visualizing the fitted weights. This illustrates how
the network predicts intelligibility by detecting the presence of a number of
speech-like modulation structures.

4.2 Summary of Conclusions

The primary outcome of the work underlying this thesis, has been 1) the
proposal of a binaural intrusive version of the STOI measure (type 2B), and
2) the proposal of a non-intrusive version of the STOI measure (type 3M).

Throughout the work, multiple refined versions of the binaural STOI mea-
sure have been proposed. The final version, the MBSTOI measure, was shown
able to predict the impact of a large number of different factors, including
different noise types, different spatial arrangements of interferers ranging
from single point sources to isotropic noise, different types of linear and
non-linear processing, and reverberation. Furthermore, a previously unpub-
lished experiment, described in this introduction, showed the potential of the
binaural STOI measure as an alternative to time consuming and expensive
listening experiments.

A second topic was the development of a non-intrusive version of the
STOI measure. This was approached from two different directions. In the
first approach, a model of clean speech was used to estimate the required
clean speech features from the noisy speech features. This made it possible
to evaluate the intrusive STOI measure, without the need for a clean reference
signal. In the second approach, STOI-like features were used together with
a CNN to predict intelligibility. Both solutions have shown high prediction
accuracy in comparison with other non-intrusive and intrusive intelligibility
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measures. However, at the same time it is evident, that more work is required
before non-intrusive intelligibility prediction can become useful in real-time
speech processing systems.

In broader terms, this thesis has investigated the potential of SIP algo-
rithms in the STOI family, for use within the development and operation of
hearing aid systems. The results firmly suggest that some listening tests may
be replaced by cheaper and less time consuming predictions. Further into the
future, we find it likely that real-time implementations of non-intrusive SIP
algorithms will find use in hearing aid systems. Our results underline that
the STOI family of SIP algorithms is a good starting point for reaching both
of these targets.

5 Directions of Future Research

The binaural version of the STOI measure, proposed in this work, has already
been considerably matured, and we consider it to be ready for use in real-
world applications. Specifically, the method has shown highly reliable within
the domain spanned by the experimental results at our disposal. We therefore
believe the most important next step to be for scientists and practitioners to
gain practical experience with the use of the method. Such experience will
certainly lead to a better understanding of 1) when predictions can be trusted
to be accurate and when they cannot, and 2) what further modifications are
necessary to make potential future revisions of the binaural STOI measure
even more trustworthy.

Historically, the non-intrusive SIP problem has not been investigated
nearly as much as the intrusive one. In this work we demonstrated that the
performance of non-intrusive SIP algorithms can approach that of intrusive
ones, under appropriate conditions. We did so, using both a traditional
type of SIP algorithm, a non-intrusive version of the STOI measure, and
using CNNs. However, much more evaluation should be carried out, to
establish how broadly these algorithms can be expected to work. As larger
datasets of measured intelligibility become available, approaches involving
deep learning become increasingly interesting. Deep learning has had
enormous success within e.g. automatic speech recognition, and we firmly
believe that similar results can be obtained in using it for SIP.

The methods considered in this thesis include no steps to model individ-
ual hearing loss. We deliberately excluded this topic to limit the scope of
the work. Somewhat surprisingly, it was shown that average intelligibility
could be accurately predicted for a group of hearing impaired listeners, by
adequately calibrating for the general performance of the group. However, it
is unlikely that this extremely simple approach will be sufficient for all pur-
poses. It therefore remains as an important piece of future work to develop
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SIP algorithms which can accurately account for individual hearing loss.
Lastly, we express a note on openness. It is crucial that future SIP al-

gorithms can be compared to previous ones, and that this can be done for
the greatest possible number of listening conditions. We therefore urge fel-
low researchers to share implementations of proposed SIP algorithms to the
furthest possible extent. Ideally this should be done publicly and freely. Fur-
thermore, we suggest that future projects, concerning SIP, consider allocating
resources to the collection of large and well-documented databases of mea-
sured speech intelligibility, which are shared openly and freely. While this
is not always possible to do, it is perhaps one of the most effective ways of
contributing to the future advancement of SIP.
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1. Introduction

Abstract

Objective intelligibility measures are increasingly being used to assess the perfor-
mance of speech processing algorithms, e.g. for hearing aids. It has been shown that
the short time objective intelligibility (STOI) measure yields good results in this re-
spect. In this paper we propose a binaural extension of the STOI measure, which
predicts binaural advantage using a modified equalization cancellation (EC) stage.
The proposed method is evaluated for a range of acoustic conditions. Firstly, the
method is able to predict the advantage of spatial separation between a speech tar-
get and a speech shaped noise (SSN) interferer. Secondly, the method yields results
comparable to the monaural STOI measure when presented with noisy speech pro-
cessed by ideal time-frequency segregation (ITFS). Finally, the method also performs
well when presented with a selection of different acoustic conditions combined with
beamforming as used in hearing aids.

1 Introduction

The interest in predicting the intelligibility of noisy speech was initially spar-
ked by the telephone industry where speech intelligibility is of key impor-
tance [1]. It is cumbersome and expensive to guide the development in such
an industry purely through human listening tests, thus motivating the need
for objective means of Speech Intelligibility Prediction (SIP).

The subject of SIP has been widely investigated since the introduction of
the Articulation Index (AI) [1], which was later refined and standardized as
the Speech Intelligibility Index (SII) [2]. The SII predicts the intelligibility
of monaural speech in additive stationary noise. Another early method is
the Speech Transmission Index (STI), which focuses on noisy and distorting
transmission systems (e.g. telephone lines) [3, 4]. While the SII and STI
have been shown to correlate well with human speech intelligibility in some
conditions, they work poorly in others. E.g. the methods do not work well
when non-linear signal processing is applied to the noisy speech [5, 6]. This
has led to the development of a multitude of SIP methods with different
characteristics.

One such characteristic is the ability to predict the intelligibility of noise-
reduced or enhanced speech [6–12]. The Short-Time Objective Intelligibil-
ity (STOI) measure has been successful in predicting the intelligibility of
noisy speech which has been processed by Time-Frequency (TF) weighting
methods [6], e.g. as used in noise reduction systems.

Another characteristic is the ability to predict the advantage obtained
through binaural listening. It is well known that humans may obtain a great
advantage in conditions where the speech and noise sources are spatially sep-
arated [13]. This effect can be predicted by the Equalization Cancellation (EC)
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model [14, 15], which has been used in the development of binaural SIP meth-
ods. The Binaural Speech Intelligibility Measure (BSIM) is essentially the
combination of the EC model with the SII [16, 17]. Another EC-based binau-
ral SIP method is proposed in [18–20], which focuses on predicting binaural
advantage for different room acoustical conditions. Both of these methods,
however, perform SIP for the case of additive noise and no processing.

These characteristics are both highly relevant in many areas, e.g. for the
development of hearing aids and cochlear implants [12, 21]. Modern hearing
aids apply non-linear speech enhancement algorithms and may modify the
binaural cues presented to the user. Hence, binaural SIP of enhanced speech
could be used to guide developments in this field. Unfortunately, to the
knowledge of the authors, no existing SIP method can handle binaural pro-
cessed signals (e.g. predict the effect that a speech enhancement algorithm
has on binaural advantage).

In this paper, we propose a binaural SIP method which is able to predict
the intelligibility of noisy, potentially processed, speech. Specifically, we com-
bine a modified EC stage with the STOI measure to obtain such a method.
We refer to the proposed method as the Binaural STOI (BSTOI) measure. The
method is presented and evaluated for a range of conditions including Ideal
Time Frequency Segregation (ITFS) and spatial separation between target and
interferer.

2 The BSTOI Method

The objective of the BSTOI measure is to predict the intelligibility of binaural
speech which may be corrupted by additive noise and processed by a speech
enhancement algorithm. The method is intrusive in the sense that it assumes
knowledge of the clean speech signal as a reference. The method therefore
takes four inputs: the clean speech as recorded at the left and right ears of
the listener, and the corresponding noisy/processed speech at the left and
right ears. As output, the method produces an index in the range of 0 to 1,
which should correlate well with the fraction of the spoken words which are
understandable to a normal hearing listener. The BSTOI method is outlined
by the block diagram in Fig. A.1.

2.1 Step 1: TF Decomposition

The first step of the method is to perform a short time DFT-based TF decom-
position of the four input signals. This is done in exactly the same manner
as in the STOI-method [6]. Let x̂(l)k,m ∈ C be the TF unit corresponding to
the clean signal at the left ear at the m’th time frame and the k’th frequency
bin. Similarly, let x̂(r)k,m, ŷ(l)k,m and ŷ(r)k,m denote the right ear clean signal and the
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processed left and right ear signal TF units.

2.2 Step 2: EC Processing

The second step of the method combines the left and right ear signals using
a modified EC stage to model binaural advantage. The original EC stage as-
sumes four inputs: left/right ear clean signal (e.g. speech) and left/right ear
noise [14, 15]. The method time shifts and amplitude adjusts the left and right
ear signals relative to one-another (equalization) and then proceeds to sub-
tract the left ear signals from the right ear signals (cancellation) to obtain two
output signals: one clean difference signal and one noise difference signal.
The level of time shift and amplitude adjustment between the left and right
ears is determined such that the Signal to Noise Ratio (SNR) at the output
is maximized. The BSTOI method assumes access to the clean input signals
but the noise is not assumed separately available. Instead, a potentially pro-
cessed combination of speech and noise is available. The SNR is not directly
computable from these signals, and therefore a conventional EC stage cannot
be applied. Instead, we modify the EC stage by introducing two particular
changes:

1. The left/right clean signals and the left/right processed/noisy signals are
combined in exactly the same manner as the left/right clean signals and
the left/right noise signals are combined in the conventional EC stage.

2. Instead of relying on maximizing the SNR for determining the relative
time and level adjustments between the ears, the STOI measure of the
resulting clean and processed signals is maximized.

The second modification is inspired by [16, 17] who found time and level
adjustments in the EC stage, that maximized the SII. The linear combination
of left and right ear clean signals in the EC stage is described by:

x̂k,m = λ x̂(l)k,m − λ−1 x̂(r)k,m, (A.1)

where:

λ = 10(γ+∆γ)/40ejω(τ+∆τ)/2. (A.2)

The factor λ implements the equalization step in the EC stage. The left and
right ear signals are level adjusted by γ (in dB) and time shifted by τ rela-
tive to one-another and are thereafter subtracted. The processed signals are
treated similarly, to obtain a combined TF unit ŷk,m. To obtain performance
similar to that of humans, the EC stage adds noise sources, ∆γ and ∆τ, to the
values of γ and τ [14, 15, 22]. These noise sources are normally distributed
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with zero mean and standard deviation (adapted from [22] in the same man-
ner as is done in [16, 17])1:

σ∆γ =
√

2 · σ∆γ0

(
1 +

(
|γ|
α0

)p)
, (A.3)

σ∆τ =
√

2 · σ∆τ0

(
1 +
|τ|
τ0

)
, (A.4)

with σ∆γ0 = 1.5 dB, α0 = 13 dB, p = 1.6, σ∆τ0 = 65 µs and τ0 = 1.6 ms. The
determination of the values γ and τ is covered in Section 2.4.

2.3 Step 3: Intelligibility Prediction

At this point, the method progresses like the STOI method. The clean and
processed signal envelopes are determined in Q = 15 third octave bands [6]:

Xq,m =

√√√√k2(q)−1

∑
k=k1(q)

∣∣x̂k,m
∣∣2, (A.5)

where k1(q) and k2(q) denote the lower and upper DFT bins for the q’th
third octave band. The same is done for the processed signal to obtain third
octave envelopes, Yq,m. These envelopes are arranged into vectors of N =
30 samples [6]:

xq,m = [Xq,m−N+1, Xq,m−N+2, . . . , Xq,m]
ᵀ. (A.6)

Similar vectors, yq,m ∈ RN×1 are defined for the processed signal. The pro-
cessed envelope is subjected to a clipping procedure which bounds the sen-
sitivity of the model to severely degraded frames (see [6] for details):

ȳ(n) = min
( ||xq,m||
||yq,m||

yq,m(n), (1 + 10−β/20)xq,m(n)
)

, (A.7)

with β = −15 (dB) and n = 1, 2, . . . , N. Each clean signal envelope is then
correlated with the corresponding clipped processed signal envelope [6]:

dq,m =
(xq,m − µxq,m)

ᵀ(ȳq,m − µȳq,m)

||xq,m − µxq,m ||||ȳq,m − µȳq,m ||
, (A.8)

where µ(·) denotes the mean of the entries in the corresponding vector. The
final BSTOI measure is obtained by averaging these intermediate correlation

1In [22], noise is added separately to the left and right ear signals. Here, one noise source is
applied symmetrically. This leads to the addition of a factor of

√
2 in (A.3) and (A.4) compared

to [22].
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coefficients [6]:

BSTOI =
1

QM

Q

∑
q=1

M

∑
m=1

dq,m, (A.9)

where Q and M is the number of frequency bands and the number of frames,
respectively.

2.4 Determination of γ and τ

Finally, we consider the determination of the parameters γ and τ. As stated,
these are determined such as to maximize the final BSTOI measure. The pa-
rameters are determined individually for each time unit, m, and third octave
band, q. Thus, each intermediate correlation coefficient is a function of its
own set of parameters, dq,m = dq,m(γ, τ). The BSTOI measure, (A.9), can
therefore be maximized by maximizing each of the intermediate correlation
coefficients individually:

dq,m = max
γ,τ

dq,m(γ, τ). (A.10)

In practice, dq,m is evaluated for a discrete set of γ and τ values (a ”grid”)
and the highest value is chosen.

It should be noted that the BSTOI measure is stochastic due to the noise
sources, ∆γ and ∆τ, in (A.2). The approximately optimal values of γ and τ
are therefore first determined without the noise. Using these γ and τ val-
ues, the measure is averaged over ten noise realizations. In addition, the
intermediate correlation coefficients are computed for the left and right ears
separately, with the monaural STOI method [6]. Whenever a single ear pro-
vides a higher correlation than the corresponding EC processed alternative,
the better-ear correlation is used.

3 Evaluation

Since the BSTOI measure accepts the combination of binaural and processed
input signals, it is applicable to a wide range of acoustical conditions. Here,
we evaluate the method against results from three different listening tests
spanning different types of conditions.

3.1 S0Nθ with Dantale Target and SSN Interferer

We first investigate predictions of the binaural advantage in the case of a
frontal speech target and a single Speech Shaped Noise (SSN) interferer from
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Fig. A.2: Measured and predicted SRTs for a frontal target and ten different interferer angles.
Measured data points are connected by lines for ease of viewing.

different directions, θ, in the horizontal plane under anechoic conditions (de-
noted S0Nθ) [13, 18]. Sentences from the Danish Dantale II corpus [23] were
used as target material, while SSN was generated by filtering Gaussian noise
to obtain the same long-time average spectrum as that of the speech mate-
rial. Both speech and noise was filtered with large pinnae KEMAR Head
Related Transfer Functions (HRTFs) from the CIPIC database [24] to simulate
the required binaural conditions. The signals were presented to the subjects
by headphones. Ten normal hearing subjects participated in the listening
experiment. Each subject was presented with sentences in noise from ten dif-
ferent angles and six fixed SNRs. The subjects were instructed to repeat any
words they heard, and the number of correct words were recorded for each
presented sentence. This resulted in the scoring of (10 subjects)×(10 inter-
ferer angles)×(6 SNRs)×(3 repetitions) = 1800 sentences. The resulting data
was averaged across all subjects and repetitions to obtain a total of 60 average
scores. Logistic functions were fitted to data from each interferer angle, and
50% Speech Reception Thresholds (SRTs)2 were estimated from these.

Fig. A.2 compares the measured SRTs with the predictions of three dif-
ferent binaural SIP methods, including the BSTOI measure. The method
denoted as Jelfs was introduced in [19] and an implementation from the
Auditory Modelling Toolbox [25] was used. The method predicts only rel-
ative SRTs and the predictions have therefore been offset such that the pre-

2The 50% SRT is the SNR where the subject scores 50% correct words.
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dictions match the measured results exactly in the S0N0-condition. The stB-
SIM method was implemented as best as possible according to the descrip-
tion given in [17]. The Jelfs and stBSIM methods were both supplied with
frontal SSN as target and SSN from different directions as interferer (to most
closely resemble the conditions under which these methods have previously
been validated [17, 19]).

The BSTOI was supplied with an input signal consisting of 30 (randomly
chosen) concatenated Dantale II sentences as speech and binaural SSN as in-
terferer. The processed signal input to the BSTOI measure was generated
simply as the sum of clean speech and interferer (as no processing was car-
ried out). SRTs were determined with the BSTOI measure in a manner sim-
ilar to that used in [17, 26, 27]: The BSTOI output at the measured SRT in
the S0N0-condition was computed and used as a reference. The SRTs of
other conditions were then predicted by adaptively varying the input SNR
until this reference value was found as the output of the BSTOI measure.

Fig. A.2 shows that BSTOI is able to predict the binaural advantage rather
accurately. The largest prediction error is just under 0.7 dB. The perfor-
mance of BSTOI is similar to that of Jelfs and stBSIM. The results suggest
that the changes introduced to the EC model, to merge it with the monau-
ral STOI measure, do not significantly impair its performance under the stud-
ied conditions. Furthermore, they indicate that the use of STOI in conjunction
with the EC model is a viable approach to predicting binaural speech intelli-
gibility.

3.2 Ideal Time Frequency Segregation

The STOI measure has shown to perform well at predicting the intelligi-
bility of speech which has been processed by ITFS [6]. It is obviously de-
sired that this property is retained in the binaural extension of the measure.
We therefore applied the BSTOI measure to the same collection of monau-
ral ITFS data as used in [6]. The data presented in [28] consist of clean and
noisy/processed speech signals from the Dantale II corpus as well as the re-
sults from a listening test with 15 normal hearing subjects. The signals are
contaminated by four noise types: SSN as well as cafeteria, bottling factory
and car interior noise [28]. The processing consist of ITFS with two different
mask types: Ideal Binary Masks (IBMs) and Target Binary Masks (TBMs) [28].
The listening test has been carried out in a manner quite similar to that de-
scribed in the previous section (see [28] for details). The listening test results
were averaged across all subjects and repetitions for each condition. Each
condition was scored by the STOI and BSTOI measures using 30 concate-
nated Dantale II sentences as input. The signals were presented diotically to
the BSTOI measure (the same signals were given for the left and right ear
inputs).
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Fig. A.3: Measured intelligibility (averaged over 15 test subjects and multiple sentence scores)
vs. STOI and BSTOI measures, and fitted logistic curves. The values above the plot show sam-
ple standard deviation from the respective logistic curves (σ), correlation coefficient (ρ), and
Kendall’s tau (τ).

Fig. A.3 shows the resulting scores vs. the average listening test scores.
The results for the STOI measure are close to those presented in [6] as should
be expected. Slight variations occur from the use of different Dantale II sen-
tences as input. The BSTOI measure shows predictions which are similar to
those of STOI albeit slightly higher. This relative difference is not important
as none of the measures predict intelligibility relative to any fixed reference.
A number of key measures are shown on the figure as well. These all indi-
cate that the BSTOI measure performs similar to the STOI measure for this
dataset. This is as expected, as there is no advantage to be gained by the ad-
dition of the EC stage in the diotic condition. On the other hand, the results
indicate that extending STOI with a modified EC stage does not negatively
affect its ability to predict the intelligibility of ITFS processed speech.

3.3 Various Conditions with and without Beamforming

Lastly, we evaluate the BSTOI measure for a selection of different condi-
tions. A listening experiment was carried out in a manner almost identi-
cal to that discussed in Section 3.1. Ten normal hearing subjects were pre-
sented with Dantale II sentences in six different conditions for a scoring of
(10 subjects)×(6 conditions)×(6 SNRs)×(3 repetitions) = 1080 sentences in to-
tal. These were averaged across subjects and repetitions to produce a total
of 36 data points. All six conditions were anechoic with speech originating
from the front. The first condition was contaminated by isotropic (”Iso”) SSN.
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Fig. A.4: The averged results of the third discussed listening test vs. the averaged BSTOI predic-
tions. A fitted logistic function is shown as well.

The second condition was contaminated by uncorrelated SSN from point
sources at 110◦, 180◦ and −110◦ in the horizontal plane (”3s”). The third
condition considered the same layout of noise sources as condition two, but
used three different segments of the International Speech Test Signal (ISTS)
as noise. The ISTS is a speech-like noise signal created from recorded speech,
but which is largely non-intelligible [29]. Conditions four to six are the
same as one to three, but include monaural 2-microphone Minimum Vari-
ance Distortionless Response (MVDR) beamforming as used in a behind-the-
ear hearing aid (”BF”). The signals which were presented to the subjects were
saved. BSTOI predictions were made for each of these signals and averaged
in the same way as the measured data.

Fig. A.4 shows the results. While the investigated conditions are highly
diverse, the BSTOI predictions appear to be almost monotonically related to
the measured intelligibility. At the point of low measured intelligibility, it
appears that the method slightly underestimates the intelligibility in the ISTS
conditions relative to the SSN conditions.

4 Conclusions

In this paper we present a binaural extension, BSTOI, of the Short-Time Ob-
jective Intelligibility (STOI) measure. The method is based on extending
the STOI measure using a modified Equalization Cancellation (EC) stage to
model binaural advantage. Unlike existing methods, BSTOI is able to pre-
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dict intelligibility for signals which are binaural and have been processed by
speech enhancement algorithms. Initial experiments show promising results.
Firstly, they indicate that BSTOI can predict both 1) the binaural advantage
of spatial separation between a target and an interferer and 2) the intelligibil-
ity of ITFS processed speech presented diotically. Secondly, BSTOI predicts
intelligibility well in a variety of different conditions with and without linear
processing (beamforming). The investigated conditions, however, cover only
a small part of the domain of input signals, processing methods and acousti-
cal conditions to which the measure is theoretically applicable, and the eval-
uation can therefore only be considered as an initial validation. Future work
includes further investigation of the proposed method for more complicated
combinations of spatial layouts and binaural non-linear processing.
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1. Introduction

Abstract

We propose and evaluate a binaural speech intelligibility measure. The measure is
a binaural extension of the Short-Time Objective Intelligibility (STOI) measure and
focuses on predicting the intelligibility of noisy speech which has been enhanced by
a speech processing algorithm (e.g. in a hearing aid). We show that the measure
can accurately predict 1) the Speech Reception Threshold (SRT) for a frontal speaker
masked by a point noise source in the horizontal plane, 2) the improvement in SRT
obtained by independently processing the left and right ear signals with Ideal Time
Frequency Segregation (ITFS), and 3) the intelligibility of speech in the presence
of multiple interferers as well as the effect of processing the noisy signals with 2-
microphone MVDR beamforming as used in hearing aids. Finally, we show that the
computational demands associated with the measure are favourable in comparison
with those of a previously proposed measure with similar properties.

1 Introduction

The topic of Speech Intelligibility Prediction (SIP) has been widely investi-
gated since the introduction of the Articulation Index (AI) [1], which was
later refined and standardized as the Speech Intelligibility Index (SII) [2].
While the research interest initially came from the telephone industry [1],
the possible application to hearing aids and cochlear implants has recently
gained attention [3, 4].

The SII predicts monaural intelligibility in conditions with additive, sta-
tionary noise. Another early and highly popular method is the Speech Trans-
mission Index (STI), which predicts the intelligibility of speech, which has
been transmitted through a noisy and distorting transmission system (e.g. a
reverberant room) [5, 6]. Many additional SIP methods have been proposed,
mainly with the purpose of extending the range of conditions under which
predictions can be made (e.g. [7–17]).

For SIP methods to be applicable in relation to binaural communication
devices such as hearing aids, the operating range of the classical methods
must be expanded in two ways. Firstly, they must be able to take into ac-
count the non-linear processing that typically happens in such devices. This
task is complicated by the fact that many SIP methods assume knowledge
of the clean speech and interferer in separation; an assumption which is
not meaningful when the combination of speech and noise has been pro-
cessed non-linearly. One example of a method which does not make this
assumption, is the STOI measure [7] which predicts intelligibility from a
noisy/processed signal and a clean speech signal. The STOI measure has
been shown to predict well the influence on intelligibility of multiple en-
hancement algorithms [7]. Secondly, SIP methods must take into account the
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fact that signals are commonly presented binaurally to the user. Binaural
auditory perception provides the user with different degrees of advantage,
depending on the acoustical conditions and the applied processing [18]. Sev-
eral SIP methods have focused on predicting this advantage [11–17]. Existing
binaural methods, however, can generally not provide predictions for non-
linearly processed signals.

In [19] we proposed a binaural extension of the STOI measure: the Bin-
aural STOI (BSTOI) measure. The BSTOI measure was shown to predict
well the intelligibility (including binaural advantage) obtained in conditions
with a frontal target and a single point noise source in the horizontal plane.
The BSTOI measure was also shown to predict the intelligibility of diotic
speech which had been processed by ITFS.

In this paper we present an improved version of the BSTOI measure which
is computationally less demanding and, unlike BSTOI, produces determinis-
tic results. We furthermore show that the proposed measure is able to predict
intelligibility in conditions where both binaural advantage and non-linear pro-
cessing simultaneously influence intelligibility. To the knowledge of the au-
thors, no other SIP method is capable of producing predictions in conditions
where intelligibility is affected by both. We refer to the improved binaural
speech intelligibility measure as the Deterministic BSTOI (DBSTOI) measure.

2 The DBSTOI Measure

The DBSTOI measure scores intelligibility based on four signals: The noisy/-
processed signal as presented to the left and right ears of the listener and a
clean speech signal, also at both ears. The clean signal should be the same as
the noisy/processed one, but with neither noise or processing. The DBSTOI
measure produces a score in the range 0 to 1. The aim is to have a monotonic
correspondence between the DBSTOI measure and measured intelligibility,
such that a higher DBSTOI measure corresponds to a higher intelligibility
(e.g. percentage of words heard correctly).

The DBSTOI measure is based on combining a modified Equalization
Cancellation (EC) stage with the STOI measure as proposed in [19]. Here,
we introduce further structural changes in the STOI measure to allow for bet-
ter integration with the EC-stage. This allows for computing the measure
deterministically and in closed form, contrary to the BSTOI measure [19],
which is computed using Monte Carlo simulation.

The structure of the DBSTOI measure is shown in Fig. B.1. The procedure
is separated in three main steps: 1) a time-frequency-decomposition based
on the Discrete Fourier Transformation (DFT), 2) a modified EC stage which
extracts binaural advantage and 3) a modified version of the monaural STOI
measure. The three steps are described in Secs. 2.1, 2.2 and 2.3, respectively.
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2.1 Step 1: TF Decomposition

The first step resamples the four input signals to 10 kHz, removes segments
with no speech (via an ideal frame based voice activity detector) and per-
forms a short-time DFT-based Time-Frequency (TF) decomposition. This is
done in exactly the same manner as for the STOI measure [7]. Let x̂(l)k,m ∈ C be
the TF unit corresponding to the clean signal at the left ear at the m’th time
frame and the k’th frequency bin. Similarly, let x̂(r)k,m, ŷ(l)k,m and ŷ(r)k,m denote the
right ear clean signal and the left and right ear processed signal TF units,
respectively.

2.2 Step 2: EC Processing

The second step of computing the measure combines the left and right ear
signals using a modified EC stage to model binaural advantage [20, 21].

A combined clean signal is obtained by relatively time shifting and ampli-
tude adjusting the left and right clean signals and thereafter subtracting one
from the other. The same is done for the noisy/processed signals to obtain
a single noisy/processed signal. The relative time shift of τ (seconds) and
amplitude adjustment of γ (dB) is given by the factor:

λ = 10(γ+∆γ)/40ejω(τ+∆τ)/2, (B.1)

where ∆τ and ∆γ are uncorrelated noise sources which model imperfections
of the human auditory system [20–22]. The resulting combined clean signal
is given by:

x̂k,m = λ x̂(l)k,m − λ−1 x̂(r)k,m. (B.2)

A combined noisy/processed TF-unit, ŷk,m, is obtained in a similar manner
(using the same value of λ).

The uncorrelated noise sources, ∆τ and ∆γ, are normally distributed with
zero mean and standard deviation (adapted from [22] in the same manner as
is done in [11, 12])1:

σ∆γ(γ) =
√

2 · 1.5 dB ·
(

1 +
(
|γ|

13 dB

)1.6
)

, [dB] (B.3)

σ∆τ(τ) =
√

2 · 65 · 10−6 s ·
(

1 +
|τ|

0.0016 s

)
. [s] (B.4)

Following the principle introduced in [19], the values γ and τ are determined
such as to maximize the scoring of intelligibility. This is covered in Sec. 2.4.

1In [22], noise is added separately to the left and right ear signals. Here, one noise source is
applied symmetrically. This leads to a multiplicative factor of

√
2 in (B.3) and (B.4) compared

to [22].
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2.3 Step 3: Intelligibility Prediction

At this point the four input signals have been condensed to two signals: a
clean signal, x̂k,m, and a noisy/processed signal, ŷk,m. We compute an intelli-
gibility score for these signals by use of a variation of the STOI measure2.

The clean and processed signal power envelope is determined in Q = 15
third octave bands:

Xq,m =
k2(q)

∑
k=k1(q)

∣∣x̂k,m
∣∣2

≈ αX(l)
q,m + α−1X(r)

q,m − 2 Re
[
e−jωq(τ+∆τ)X(c)

q,m

]
, (B.5)

where α = 10
γ+∆γ

20 and:

X(l)/(r)
q,m =

k2(q)

∑
k=k1(q)

|x̂(l)/(r)k,m |2, X(c)
q,m =

k2(q)

∑
k=k1(q)

x̂(l)∗k,m x̂(r)k,m, (B.6)

and where k1(q) and k2(q) denote the lower and upper DFT bins for the q’th
third octave band, respectively, and ωq is the center frequency of the q’th
frequency band. The approximate equality is obtained by inserting (B.1)
and (B.2) and assuming that the energy in each third octave band is con-
tained at the center frequency. A similar procedure for the processed signal
yields third octave power envelopes, Yq,m.

If we assume that the input signals are wide sense stationary stochas-
tic processes, the power envelopes, Xq,m and Yq,m are also stochastic pro-
cesses, due to the stochastic nature of the input signals as well as the noise
sources, ∆τ and ∆γ, in the EC stage. An underlying assumption of STOI
is that intelligibility is related to the correlation between clean and noisy/-
processed envelopes [7]:

ρq =
E
[
(Xq,m − E

[
Xq,m

]
)(Yq,m − E

[
Yq,m

]
)
]√

E
[
(Xq,m − E

[
Xq,m

]
)2
]

E
[
(Yq,m − E

[
Yq,m

]
)2
] , (B.7)

where the expectation is taken across both input signals and the noise sources
in the EC stage. To estimate ρq, the power envelopes are arranged into vectors
of N = 30 samples [7]:

xq,m = [Xq,m−N+1, Xq,m−N+2, . . . , Xq,m]
ᵀ. (B.8)

2For mathematical tractability, we use power envelopes rather than magnitude envelopes as
originally proposed in STOI [7]. This is also done in [3] and appears not to have a significant
effect on predictions [3, 23]. Furthermore, we discard the clipping mechanism contained in the
original STOI, as also done in [3]. We have seen no indication that this negatively influences
results.
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Similar vectors, yq,m ∈ RN×1 are defined for the processed signal. An N-
sample estimate of ρq across the input signals is then given by:

ρ̂q,m =
E∆

[
(xq,m − 1µxq,m)

ᵀ(yq,m − 1µyq,m)
]

√
E∆

[
||xq,m − 1µxq,m ||2

]
E∆

[
||yq,m − 1µyq,m ||2

] , (B.9)

where µ(·) denotes the mean of the entries in the given vector, E∆ is the
expectation across the noise in the EC stage and 1 is the vector of all ones. A
closed form expression for this expectation can be derived, and is given by
(derivation omitted):

E∆

[
(xq,m − 1µxq,m)

ᵀ(yq,m − 1µyq,m)
]
=

(e2βlᵀxq,m lyq,m + e−2βrᵀxq,m ryq,m)e
2σ2

∆β

+ rᵀxq,m lyq,m + lᵀxq,m ryq,m − 2eσ2
∆β/2e−ω2σ2

∆τ/2×{(
eβlᵀxq,m + e−βrᵀxq,m

)
Re
[
cyq,m e−jωτ

]
+ Re

[
e−jωτcᵀxq,m

] (
eβlyq,m + e−βryq,m

)}
+ 2

(
Re
[
cH

xq,m cyq,m

]
+ e−2ω2σ2

∆τ Re
[
cᵀxq,m cyq,m e−j2ωτ

])
, (B.10)

where:

lxq,m = [X(l)
q,m−N+1, . . . , X(l)

q,m]
ᵀ − 1

m

∑
k=m−N+1

X(l)
q,k

N
, (B.11)

rxq,m = [X(r)
q,m−N+1, . . . , X(r)

q,m]
ᵀ − 1

m

∑
k=m−N+1

X(r)
q,k

N
, (B.12)

cxq,m = [X(c)
q,m−N+1, . . . , X(c)

q,m]
ᵀ − 1

m

∑
k=m−N+1

X(c)
q,k

N
, (B.13)

β =
ln(10)

20
γ, σ2

∆β =

(
ln(10)

20

)2

σ2
∆γ, (B.14)

and similarly for the noisy/processed signal.
An expression for E∆

[
||xq,m − µxq,m ||2

]
may be obtained from (B.10) by

replacing all instances of yq,m by xq,m and vice versa for E∆

[
||yq,m − µyq,m ||2

]
.

The final DBSTOI measure is obtained by estimating the correlation co-
efficients, ρ̂q,m, for all frames, m, and frequency bands, q, in the signal and
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averaging across these [7]:

DBSTOI =
1

QM

Q

∑
q=1

M

∑
m=1

ρ̂q,m, (B.15)

where Q and M is the number of frequency bands and the number of frames,
respectively.

It can be shown that whenever the left and right ear inputs are identi-
cal, the DBSTOI measure produces scores which are identical those of the
monaural STOI (that is, the modified monaural STOI measure based on (B.5)
and without clipping).

2.4 Determination of γ and τ

Finally, we consider the parameters γ and τ. These parameters are deter-
mined individually for each time unit, m, and third octave band, q, such as
to maximize the final DBSTOI measure. Thus, each correlation coefficient
estimate is a function of its own set of parameters, ρ̂q,m(γ, τ). The DBSTOI
measure, (B.15), can therefore be maximized by maximizing each of the esti-
mated correlation coefficients individually:

ρ̂q,m = max
γ,τ

ρ̂q,m(γ, τ). (B.16)

In practice, ρ̂q,m is evaluated for a discrete set of γ and τ values and the
highest value is chosen.

3 Results

The DBSTOI measure accepts binaural input signals which have been non-
linearly processed, and is therefore applicable to a large range of acoustical
conditions. We investigate the prediction performance of the measure in a
selection of conditions: 1) speech masked by a single additive point noise
source in the horizontal plane (a condition often used for evaluation of bin-
aural intelligibility predictors [11, 12, 14–16]), 2) speech masked by a sin-
gle point source with separate non-linear enhancement for each ear (to the
knowledge of the authors, no other method is capable of providing predic-
tions under such a condition), and 3) speech masked by multiple interferers
and linearly processed with a beamformer.
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3.1 Frontal Target and Point Interferer With and Without
ITFS

First, we investigate the ability of the DBSTOI measure to predict SRTs3. Pre-
dictions are compared to the results of two experiments where SRTs were
measured in normal hearing Danish subjects. In both experiments, we sim-
ulated a binaural anechoic environment by use of Head Related Transfer
Functions (HRTFs) [24] and presented the resulting binaural signals through
Sennheiser HDA200 headphones at a comfortable level. The target signal
consisted of sentences from the Dantale II corpus [25], always emanating
from a point source directly in front of the subject. The target signal was
masked by a single point noise source, located in the horizontal plane. The
further specifics of the two experiments are given by:

Experiment 1: Speech reception was measured in 10 conditions, differ-
ing only by the location of a single Speech Shaped Noise (SSN) interferer
in the horizontal plane. The subjects listened to one five-word sentence at
a time, repeating whatever words were heard. The experimenter marked
the correctly identified words. The experiment was carried out for 10 normal
hearing adult subjects. For each condition three repeated measurements were
taken at 6 different Signal to Noise Ratios (SNRs). This resulted in the scoring
of 10 subjects× 10 conditions× 6 SNRs× 3 repetitions = 1800 sentences. �

Experiment 2: Speech reception was measured in 9 conditions. Condi-
tions 1–3 used SSN interferers at different positions in the horizontal plane.
The left and right ear signals were independently subjected to ITFS with an
Ideal Binary Mask (IBM) [26] as follows. The target and interferer signals
were TF-decomposed with a short-time DFT, and TF-units with an SNR of
less than 0 dB were attenuated by 10 dB. This finite attenuation was chosen to
limit the improvement in intelligibility. Conditions 4–6 used the same inter-
ferer positions, but used bottle factory hall noise [27], rather than SSN. This
noise type, which is a recording of bottles on a conveyor belt, has more energy
at higher frequencies compared to SSN and is highly non-stationary. Condi-
tions 4–6 did not include ITFS. Conditions 7–9 were the same as conditions
4–6 but with ITFS. The subjects were asked to select the words they heard
on a screen. For each of the five words the subjects were shown 10 possi-
ble words, as well a pass-button to indicate that the given word had not been
heard. A similar procedure is investigated in [28] and is shown to give results
almost identical to those of the procedure used in experiment 1. Each condi-
tion was tested for 13 subjects, each at 6 SNRs and repeated 3 times. This re-
sulted in the scoring of 13 subjects× 9 conditions× 6 SNRs× 3 repetitions =
2106 sentences. �

SRTs were determined individually for each subject for each condition

3The 50% SRT is the SNR where the subject scores 50% correct words.
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Fig. B.2: Measured (”meas.”) and predicted (”pred.”) SRTs with (”ITFS”) and without ITFS
(”NP”). a) Frontal speech masked by a single SSN interferer and b) frontal speech masked by a
single bottling factory hall noise interferer. The error bars indicate the standard deviation of the
measured SRTs across subjects.

above. This was done by performing a maximum likelihood fit of a logistic
function to the measured data as described in [29]. The SRTs were averaged
across all subjects to obtain one mean SRT for each condition. To predict SRTs
with the DBSTOI measure, a calibration constant was determined by scoring
the condition with both target and SSN interferer in front, at an SNR equal
to the SRT measured for this condition. SRT predictions in all the conditions
were then made by adaptively varying the input SNR until the DBSTOI score
was close to the calibration score.

The results of both measurements and predictions are shown in Fig. B.2.
The upper plot, showing conditions with SSN masking, indicates that by
calibrating the DBSTOI to a single condition, it is possible to predict the
results of all the other combinations of ITFS and interferer positions to within
less than one standard deviation of the measurements. In the bottom plot,
showing conditions with bottle factory masking, a downward bias of 1-3 dB is
seen in the predictions. This is most likely due to the method being calibrated
to SSN masking. Note, though, that the relative effects of interferer position
and ITFS are still predicted accurately.
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Fig. B.3: The results of the multiple-interferer experiment vs. computed DBSTOI scores. A fitted
logistic function is shown too. Standard deviation (σ) and Pearson correlation (ρ) are computed
relative to the fitted logistic function. The Kendall rank correlation (τ) is also shown.

3.2 Frontal Target and Multiple Interferers With/Without
Beamforming

In this section, we evaluate the DBSTOI measure for a range of conditions
with multiple interferers. An experiment similar to experiment 1 discussed in
Section 3.1 was carried out. Ten normal hearing subjects were presented with
Dantale II sentences in six different conditions for a scoring of 10 subjects×
6 conditions × 6 SNRs × 3 repetitions = 1080 sentences in total. These
were averaged across subjects and repetitions to produce a total of 36 data
points. All six conditions were anechoic with speech originating from the
front. The first condition was contaminated by isotropic (”Iso”) SSN. The
second condition was contaminated by uncorrelated SSN from point sources
at 110◦, 180◦ and −110◦ in the horizontal plane (”3s”). The third condition
considered the same layout of noise sources as condition two, but used three
different segments of the International Speech Test Signal (ISTS) as noise [30].
Conditions four to six were the same as one to three, but include monaural
2-microphone Minimum Variance Distortionless Response (MVDR) beam-
forming as used in a behind-the-ear hearing aid (”BF”). DBSTOI scorings
were made for each of the 6 conditions and 6 SNRs. Fig. B.3 shows the re-
sults. Although the investigated conditions are highly diverse, the DBSTOI
predictions appear to be very well in line with the measured intelligibility.

3.3 Computational Cost

A key motivation for the DBSTOI measure is to avoid the necessity of Monte
Carlo simulation, as was the case for the BSTOI measure proposed in [19].
It is therefore expected that the DBSTOI measure is computationally less de-
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STOI BSTOI DBSTOI
5.3 s 1086.3 s 62.2 s

Table B.1: Time spent producing a scoring of 100 seconds of white noise on a Lenovo W530 with
an Intel Core i7-3820QM, 2.7 GHz. The authors’ own MATLAB implementations of the BSTOI
and DBSTOI measures were used, while a STOI measure implementation was provided by the
authors of [7].

manding than the BSTOI measure. To verify this, the measures were each
used to score 100 seconds of white noise (the computational demand of com-
puting the measures is independent of signal type). This was done simply
with the timeit-function in MATLAB. The results are shown in Table B.1.
Evaluating the DBSTOI measure is approximately 12 times more time con-
suming than evaluating the monaural STOI measure. Evaluating the Monte-
Carlo-based BSTOI measure is, however, more than 17 times as time consum-
ing as evaluating the proposed DBSTOI measure.

4 Conclusions

In this paper we present and investigate a binaural speech intelligibility
measure, DBSTOI, which accepts input signals that have been processed by
e.g. a speech enhancement algorithm. The measure is obtained by com-
bining the Short-Time Objective Intelligibility (STOI) measure with a modi-
fied Equalization Cancellation (EC) stage. The presented measure improves
upon the previously proposed BSTOI measure by providing deterministic
results at a lower computational cost. We demonstrate that the measure is
able to predict accurately the effect on intelligibility of simultaneous non-
linear signal enhancement and binaural advantage, in addition to simpler
conditions with non-linear enhancement or binaural advantage separately.
We furthermore show that the computational costs associated with the pro-
posed DBSTOI measure is more than 17 times lower than those of the previ-
ously proposed BSTOI measure.
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1. Introduction

Abstract

Speech Intelligibility Prediction (SIP) algorithms are becoming increasingly popular
for objective evaluation of speech processing algorithms and transmission systems.
Most often, SIP algorithms aim to predict the average intelligibility of an average
listener in some specific listening condition. In the present work, we instead consider
the aim of predicting the intelligibility of single words. I.e. we attempt to predict
whether or not a subject in a listening experiment was able to correctly repeat a par-
ticular word. We base the prediction on a noisy and potentially processed/degraded
recording of the spoken word (as presented to a subject), as well as a clean reference
recording of the spoken word. The problem can be treated as a supervised binary clas-
sification problem of predicting whether a specific word will or will not be understood.
We investigate a number of different ways to extract features from the degraded and
clean speech samples. The classification is carried out by means of Fisher discrimi-
nant analysis. Despite the large variability of speech intelligibility experiments, it is
possible to obtain a considerable degree of predictive power.

1 Introduction

Speech intelligibility is an important measure of performance for systems
and algorithms concerned with storage, transmission, processing and repro-
duction of speech. However, measuring speech intelligibility is a time con-
suming, and thus expensive, task involving many human subjects. Therefore,
computational predictors of intelligibility are gaining popularity for evalua-
tion of algorithms and systems involving speech. Such predictors are typi-
cally based on mathematical models of how the human ear and brain extracts
information from complex sound signals.

The task of Speech Intelligibility Prediction (SIP) was first studied as a tool
for improving the intelligibility of telephone systems [1]. This resulted in the
development of the Articulation Index (AI) which has later been refined and
standardized as the Speech Intelligibility Index (SII) [2]. The SII provides an
index (an objective rating of intelligibility) in the range 0 to 1, based on in-
formation about the long-term spectra of speech and noise. The relationship
between this index and actual intelligibility is dependent on e.g. the speech
material. The SII is designed for predicting intelligibility in conditions where
speech and additive stationary noise is presented to one ear only. A num-
ber of variations of the SII has been introduced with the aim to extend the
range of conditions to which it is applicable. The Extended SII (ESII) com-
putes the SII in short time frames and thereby allows for handling fluctuating
noise [3, 4]. The Coherence SII (CSII) predicts intelligibility of speech which
has been non-linearly degraded [5]. The Binaural Speech Intelligibility Mea-
sure (BSIM) extends the SII with an Equalization Cancellation (EC) stage [6]
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such as to predict intelligibility in conditions with binaural advantage [7].
Recently, the Short-Time Objective Intelligibility (STOI) measure [8] has

gained popularity for evaluation of signal processing algorithms and systems.
The STOI measure predicts intelligibility from the correlation between third-
octave envelopes of the degraded signal and a clean reference signal, and thus
does not require knowledge of the noise in separation. The STOI measure
has shown to compare favorably with other measures of intelligibility, for
processed and degraded speech [9–11].

The above mentioned methods are designed for predicting the average in-
telligibility in a given acoustic condition, with a given noise type and/or with
a specific type of speech processing or degradation. This prediction is typi-
cally carried out on the basis of a substantial amount of speech (i.e. at least
several sentences). A less studied parallel problem is that of microscopic SIP,
which aims to predict the intelligibility of individual speech tokens such as
words or logatomes. Microscopic SIP may be useful as a tool for fine tuning
of speech processing algorithms, and can provide insights into how humans
understand speech. Microscopic SIP has been studied in a number of differ-
ent settings by use of Automatic Speech Recognition (ASR) systems [12–14].
In [15] it is hypothesized that intelligibility is related to the availability of
spectro-temporal regions in which the target speech is dominating: glimpses.
It is shown that the quantity and quality of such glimpses correlate well with
measured intelligibility.

The described intelligibility predictors are mainly based on different com-
binations of auditory models and heuristics. However, the microscopic task
of predicting whether or not a particular speech token was heard correctly
by a specific subject can be considered as a binary classification problem. In
the present study we extract different types of features from clean and noisy
speech tokens. The extracted feature vectors are used together with Fisher
discriminant analysis to produce specific predictions of whether or not the
token was heard correctly by a subject in a listening experiment. As train-
ing and testing data, we use the results of a listening experiment described
in [16, 17]. To the knowledge of the authors, such an approach has not previ-
ously been applied to the microscopic SIP problem.

The remainder of the paper progresses as follows. In Section 2, the used
speech intelligibility database is briefly presented. In Section 3, we describe
how features are extracted from clean and noisy speech tokens. Section 4
describes how Fisher discriminant analysis is used to provide specific predic-
tions of intelligibility for each speech token. Section 5 presents and discusses
results. Section 6 concludes upon the presented findings.
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Fig. C.1: An illustration of the logatome experiment.

2 Experimental Data

For training and testing of the discussed classifier, we use results from a
listening experiment presented in [16, 17]. The experiment measured intel-
ligibility in four different conditions. The purpose of the experiment was to
investigate what binaural factors influence speech intelligibility. It has been
found that when the speaker of interest is spatially separated from the inter-
fering sound sources, an improvement in speech intelligibility can be found,
as compared to having all sources at the same location [18]. The study in-
vestigated specifically whether the instantaneous difference in spatial cues
for the target speaker and interferers is important for this improved intelli-
gibility. This was accomplished by using a stimulus manipulation, termed
Equal Local Azimuth (ELA), that removes these differences in spatial cues
by locally (in time and frequency) presenting all sources from one common
azimuthal direction while conserving the overall spatial image [16, 17].

The experiment was based on the Oldenburg Logatome Corpus [19]. In
this, different sequences of six logatomes are spoken simultaneously by three
different speakers as illustrated in Fig. C.1. The target speaker is indicated
by one heading logatome placed before the onset of the interfering speakers.
The objective of the subject is to repeat the deviating logatome of the target
speaker, as marked in gray on Fig. C.1, by identifying it in a list of 7 possi-
bilities (forced choice). The deviating logatome is placed randomly on one of
the three last positions.

The target and interfering speakers were placed at different angles in the
frontal horizontal plane in an anechoic environment, by application of Head
Related Transfer Functions (HRTFs). Two different types of spatial layouts
were used in the experiment: 1) the three speakers were collocated on a uni-
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Condition Spatial layout Processing
1 Collocated None
2 Separated None
3 Collocated ELA
4 Separated ELA

Table C.1: An overview of the four conditions in the experiment.

formly randomly chosen position in the frontal horizontal plane, and 2) the
three speakers were located at different uniformly randomly chosen positions
in the frontal horizontal plane. In the latter, positions were chosen such that
any two speakers are always separated by at least 10◦.

The two different spatial conditions combined with either the absence
or presence of ELA processing leads to four different conditions which are
summarized in Table C.1.

While only four different conditions were included in the experiment,
it is worthwhile to consider the great variability inherent in the conditions.
Especially the separated conditions vary greatly in difficulty depending on
the randomly chosen positions of the speakers. This is mainly due to the
fact that increased spatial separation between target and interfering speakers
generally lead to improved intelligibility [18].

The experiment was carried out with 18 normal-hearing subjects. Each
subject was presented with (4 conditions) × (168 trials/condition) = 672 tri-
als. This resulted in the collection of results for a total of (672 trials/subject)
× (18 subjects) = 12096 trials. The overall results for the four conditions are
shown in Fig. C.2. Most notably, intelligibility is significantly improved in the
conditions with spatial separation. Further, intelligibility in the separated con-
dition is decreased by the addition of ELA processing. See [17] for a detailed
discussion of these results, and the impact of ELA processing.
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Fig. C.2: Mean subject score in the four conditions, numbered according to Table C.1. The error
bars indicate the 25th and 75th percentiles.

3 Feature Extraction

The aim of this study is to predict, for each individual presented stimulus,
whether or not the subject was able to correctly repeat the deviating logatome
token of the target speaker. We therefore base predictions on only the part of
the signal in which this deviating logatome is pronounced. We assume access
to the speech mixture as presented to the left and right ears of the subject, as
well as a clean reference signal for the left and right ears of the subject (i.e. the
target speaker in the absence of interfering speakers). We investigate three
different types of features which are all based on the correlation between the
clean and noisy signals.

Instead of extracting features separately from the left and right ear signals,
we make assumptions on how listeners combine information from the left
and right ears. A highly successful model of this process assumes that the
ears are used in a way similar to a suboptimal two-microphone adaptive
beamformer [6]. In the pursuit of simplicity, however, we simply assume
that the listener always attends to the ear that contributes most positively to
intelligibility.

In the remainder of this section, we present the three investigated feature
types.

3.1 STOI-Type Features

The STOI measure has shown very successful at predicting the intelligibility
of noisy speech which has been processed by different speech enhancement
algorithms [8]. We therefore include a type of features which is strongly
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# window lengths, L Total features
STOI-1 1 15
STOI-2 2 30
STOI-4 4 60
STOI-8 8 120
PEMO-1 1 33
PEMO-2 2 66
PEMO-4 4 132
PEMO-8 8 264
MFCC-1 1 26
MFCC-2 2 52
MFCC-4 4 104
MFCC-8 8 208

Table C.2: An overview of the investigated types of features.

inspired by the STOI measure.
The clean and noisy audio signals are first resampled to 10 kHz and rep-

resented in the short-time frequency domain by use of the Discrete Fourier
Transformation (DFT). This is done exactly as for the STOI measure, and
with the same choice of parameters [8]. We denote the k’th frequency bin
of the m’th frame of the left clean signal as x̂(l)k,m. Similarly, the correspond-
ing DFT coefficient of the right clean signal and the left and right degraded
signals are denoted by x̂(r)k,m, ŷ(l)k,m and ŷ(r)k,m, respectively.

Envelopes are extracted in Q = 15 third octave bands:

X(l)
q,m =

√√√√ k2(q)

∑
k=k1(q)

|x̂(l)k,m|2, (C.1)

where k1(q) and k2(q) are the lower and upper limits, respectively, of the q’th
third octave band. Similarly defined are envelope samples for the other three
signals: X(r)

q,m, Y(l)
q,m and Y(r)

q,m. These envelopes are arranged in short frames
of N samples:

x(l)q,m|N = [X(l)
q,m−N+1, . . . , X(l)

q,m]
ᵀ. (C.2)

Similar frames x(r)q,m|N , y(l)
q,m|N and y(r)

q,m|N , are defined for the three other sig-
nals. Note that the frames are generated with an overlap of N − 1 sam-
ples. The normalized correlation coefficient between clean and degraded
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envelopes is then computed:

ρ
(l)
q,m|N =

(x(l)q,m|N − 1µ
x(l)q,m|N

)ᵀ(y(l)
q,m|N − 1µ

y(l)q,m|N
)

||x(l)q,m|N − 1µ
x(l)q,m|N

|| · ||y(l)
q,m|N − 1µ

y(l)q,m|N
||

, (C.3)

where µ(·) is the mean of the entires in the respective vector, 1 is a vector of

ones, and || · || is the Euclidean norm. A similar correlation coefficient, ρ
(r)
q,m|N ,

is defined for the right ear signals. The final features are computed as the
better-ear correlation averaged across the length of one token:

sq|N =
M

∑
m=N

max
(

ρ
(l)
q,m|N , ρ

(r)
q,m|N

)
, (C.4)

where M is the number of samples in the computed envelopes. This ex-
tracts Q = 15 features from one speech token. We may compute the features
for multiple window lengths, N1, . . . , NL, and stack them into one feature-
vector:

s =
[
s1|N1

, . . . , sQ|N1
, s1|N2

, . . . , sQ|NL

]ᵀ
. (C.5)

We evaluate the use of 1, 2, 4 and 8 window lengths (L = 1, 2, 4, 8) spaced
logarithmically between 30 ms and 1 s (in the L = 1 case, the window length
is set to the geometric mean of 30 ms and 1 s). The envelope-representation of
the signals, (C.1), is zero-padded such as to ensure that at least one envelope-
vector, (C.2), can be formed.

3.2 Features Based on an Auditory Model

The STOI measure has shown to be very successful in many respects. How-
ever, it uses a very simple DFT-based filterbank to model the human auditory
system. To investigate whether this adversely affects prediction performance,
we include a type of features which are very similar to those described in Sec-
tion 3.1 but which rely on a more sophisticated auditory model based on [20].
We refer to these as PEMO-features after the auditory model on which they
are based. The model is composed of:

1. A 33 band gammatone filterbank with center frequencies logarithmi-
cally spaced from 80 to 8000 Hz.

2. Envelope extraction by single rectification and lowpass filtering [20].

3. Adaptive compression loops [20].
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The model was implemented by use of the Auditory Modeling Toolbox [21].
The output of the auditory model is 33 signals with a sampling rate equal

to that of the input signal. We generate such internal representations for both
the clean signal and the degraded signal, and derive features in the same
way as was done for the envelopes described in Section 3.1. Namely, for each
frequency band, the internal representations are segmented into short-time
frames, as described by (C.2), the correlation between clean and degraded
frames is computed, as described by (C.3), and the correlation coefficients are
averaged across time in a better-ear fashion, as described by (C.4). Frames
are generated with an overlap of 7/8 the frame length (due to the higher
sampling frequency, it is not realistic to generate windows with an increment
of only one sample, as is done in Section 3.1). Feature vectors with multiple
frame lengths are generated in the same manner as described in Section 3.1,
using the same selections of window lengths.

3.3 Mel Frequency Cepstral Features

Mel Frequency Cepstral Coefficients (MFCCs) have shown to provide good
performance in ASR systems. This could be interpreted as evidence that these
capture much of the relevant information necessary for speech understand-
ing, and thereby suggests that they could be useful for SIP. We therefore
include a type of features based on the correlation between MFCCs of the
clean and degraded signals.

MFCCs are extracted from the clean and degraded signals with the MAT-
LAB tool made available by [22]. Default settings for extracting MFCCs were
used. This returns 13 coefficients per 25-ms window. An additional 13 first
order derivatives are added [22]. The MFCCs of the clean and degraded
signals are arranged in short time frames and correlated as described in Sec-
tion 3.1. Feature vectors with multiple frame lengths are generated in the
same manner as described in Section 3.1, using the same selections of win-
dow lengths. An overview of all the investigated sets of features is provided
in Table C.2.

4 Classification

Due to the preliminary nature of the present study and the large number of
different feature types investigated, a very simple classification procedure is
used1. The 12096 data points are randomly separated into training and test-

1Classification was carried out using tools from the software package scikit-learn [23].
Several different classification algorithms were tested with the available data. Using more so-
phisticated classifiers it was possible to increase performance to a small extent. However, these
results were not found to add anything significant to the conclusions of this study, and are
therefore not included.
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ing datasets of equal size. The features are projected onto a single dimension
by use of Fisher linear discriminant analysis [24]:

z̃i = wᵀzi, i = 1, . . . , 12096, (C.6)

where zi is the feature vector of the i’th token, which is projected onto a
one-dimensional representation, z̃i, by use of the weighting vector, w [24]:

w = (Σ0 + Σ1)
−1(µ1 − µ0), (C.7)

where Σ0 and Σ1 are the covariance matrices of features in the training set for
which the subjects answered, respectively, incorrectly and correctly, while µ0
and µ1 are the corresponding means. We refer to z̃i as a decision variable.
From z̃i, we use simple thresholding to arrive at a prediction, ci , of whether
or not the token was correctly answered (ci = 1 corresponding to predicting
a correct answer). This is done by maximum likelihood, assuming normally
distributed decision variables:

ci =

{
1, if p0N (z̃i; µ̃0, σ̃2

0 ) < p1N (z̃i; µ̃1, σ̃2
1 ),

0, otherwise,
(C.8)

where µ̃0 and µ̃1 are the means of the decision variables of correctly and
incorrectly answered tokens in the training dataset, σ̃2

0 and σ̃2
1 are the corre-

sponding variances, p0 and p1 are prior probabilities of, respectively, ci = 0
and ci = 1 (computed from the training dataset), and N (x; µ, σ2) is the nor-
mal distribution with mean µ and variance σ2.

The full dataset contains results of 12096 tokens, 66.1% of which have
been answered correctly. Thereby, a naive classifier that predicts any token
to have been correctly answered, can obtain an accuracy of 66.1%. To study
the classification performance in the absence of this asymmetry, we generate
a symmetric dataset containing all incorrectly answered tokens as well as an
equally sized, randomly sampled, subset of the correctly answered tokens.
We refer to this as the ”50/50” dataset. The 50/50-dataset is also split into
equally large training and testing datasets.

5 Results and Discussion

We show results for the 12 different sets of features (Table C.1), each for the
full- and the 50/50-dataset. The performance is scored in terms of: 1) accu-
racy, 2) F1-measure, and 3) Cohen’s Kappa [25], which is a simple rescaling
of accuracy that accounts for the agreement occurring by chance.

The performance measures are shown in Table C.3. Considering the full
dataset, all types of features lead to similar accuracies, which are at most
slightly better than what could have been obtained by simply classifying all
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Full data 50/50 data
A F1 κ A F1 κ

STOI-1 0.656 0.779 0.002 0.592 0.634 0.182
STOI-2 0.665 0.782 0.028 0.630 0.665 0.257
STOI-4 0.677 0.787 0.064 0.642 0.658 0.281
STOI-8 0.685 0.787 0.084 0.637 0.649 0.272
PEMO-1 0.671 0.783 0.044 0.635 0.636 0.268
PEMO-2 0.688 0.789 0.094 0.653 0.657 0.304
PEMO-4 0.691 0.791 0.103 0.663 0.674 0.324
PEMO-8 0.690 0.787 0.100 0.653 0.663 0.304
MFCC-1 0.678 0.790 0.066 0.633 0.652 0.263
MFCC-2 0.681 0.789 0.075 0.637 0.660 0.271
MFCC-4 0.689 0.792 0.098 0.656 0.676 0.309
MFCC-8 0.684 0.786 0.082 0.651 0.672 0.299

Table C.3: An overview of the test performance obtained with Fisher linear discriminant analysis
for the investigated sets of features. Performance is given in terms of prediction accuracy, A, F1-
measure, and Cohen’s κ. Results are shown for the full dataset with 66.1% correct answers and
the reduced dataset with 50% correct answers.

tokens as correctly answered (66.1%). This issue is further supported by the κ-
measures which are only slightly larger than zero for all feature types. Due
to the asymmetry of the data, it is, however, not possible to conclude from
this that the trained classifiers provide no predictive power. This is seen by
considering panel ”a)” of Fig. C.3 which shows the distribution of decision
variables for correctly and incorrectly answered tokens. It is clearly seen that
correctly answered tokens tend to have higher decision variables. On the
contrary, due to the excess of correctly answered tokens, the large majority of
tokens are most likely to be answered correctly, based on the evidence of the
decision variable.

The problem of asymmetry is alleviated by the 50/50-dataset, at the price
of having a slightly smaller dataset of 8196 tokens. From Table C.3 it is seen
that the reduced dataset leads to slightly lower accuracy. On the contrary, a
naive classifier can only obtain an accuracy of 50% in this case; significantly
lower than what is obtained for any of the feature types. This observation
is reflected in the κ-measures which indicate prediction performance signifi-
cantly greater than chance. A cause of this improvement in performance can
be seen in panel ”c)” of Fig. C.3. The separation between correctly and in-
correctly answered tokens is similar to that of the full dataset, but due to the
decreased prior probability of tokens being correctly answered, tokens with
negative decision variables now have a large probability of being incorrectly
answered.

The different feature types generally lead to similar performance. It can,
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Fig. C.3: Detailed results for the PEMO-4 features which lead to the highest obtained accuracy.
a) The distribution of decision variables of tokens which have been correctly and incorrectly
answered in the full dataset. b) The tokens of the full dataset were sorted in 15 equally large
bins according to decision variable. The plot shows the fraction of correctly answered tokens
for each bin versus the median decision variable of the bin. c) The same as ”a)”, but for the
50/50-dataset. d) The same as ”b)” but for the 50/50 dataset.
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however, be observed that: 1) Increasing the feature dimensionality generally
leads to increased performance, and 2) the PEMO and MFCC features give
slightly higher performance than the STOI features. The second point can,
however, simply be due to the fact that the PEMO and MFCC features have
higher dimensionality than the STOI features (see Table C.2). The relationship
between feature dimensionality and prediction accuracy is shown in Fig. C.4.
This indicates that the PEMO and MFCC features perform slightly better
than the STOI features, even for similar feature dimensionality. However, the
largest impact appears to come from the feature dimensionality.

As shown in Fig. C.2, the performance of the subjects varied significantly
between the four investigated conditions. These results are compared to pre-
dictions with the PEMO-4 features in Fig. C.5. This indicates that the pre-
dictions accurately capture the differences between the four conditions, but
that a significant upwards bias is present. This is a natural consequence of
the asymmetry of the dataset (i.e. in most cases it is best to predict a token
to be correctly answered because of the high prior probability of this being
the case) and is a good illustration of the differences between the objective of
microscopic and macroscopic intelligibility prediction. It is noteworthy that
the classifier correctly predicts a large advantage in the separated conditions
(2 and 4) in spite of the assumption that listeners rely only on listening to the
better ear. It is unknown whether prediction performance could be increased
by using a more sophisticated model of how listeners combine information
from the left and right ears (e.g. [6]).

The presented results may appear somewhat discouraging. However, the
obtained accuracy should be viewed in the light of the fact that the stimuli is
only one of many sources of variance in a SIP experiment. Fig. C.6 shows the
measured and predicted performance of the 18 subjects individually. Also
here, a large upwards bias is seen. Furthermore, it is evident that there are
big differences between the performance of the individual subjects. These
differences are not apparent in the predictions. This is not surprising as the
differences most likely stem from differing levels of hearing and skill in the
subjects: information which is not available in the speech stimuli. This is a
rather large source of error, which no classifier can account for (unless given
explicit information about subjects). Also worth mentioning, is the fact that
the experiment was carried out with a 7-alternative forced choice procedure
(Section 2). I.e. whenever a subject was unable to provide a motivated answer,
there was a 1/7 = 14.3% chance that the subject randomly picked the correct
answer and the token was marked as correctly answered. In total, 33.9% of
the tokens were incorrectly answered. Assuming that all incorrect answers
were completely unmotivated, one should expect that 33.9% · 1/6 = 5.65%
of the tokens are ”falsely” marked as correctly answered, because the subject
guessed the correct answer by chance. A good classifier can predict that a
token is not intelligible to an average subject, but has no chance of predicting
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Fig. C.5: Predictions for the PEMO-4 features compared with the measured scores for the 4
conditions in the full dataset. The predictions are simply computed as the fraction of tokens, in
each condition, predicted to be answered correctly.
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Fig. C.6: Predictions for the PEMO-4 features compared with the measured scores for the 18
subjects in the full dataset. The predictions are simply computed as the fraction of tokens, for
each subject, predicted to be answered correctly.
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whether the correct answer was randomly guessed. Even further, psycholog-
ical aspects such as attention span, concentration and fatigue most certainly
also have an impact on such an experiment. Such things cannot be accounted
for by a classifier either. In general, one should expect that the results of such
an experiment could vary significantly, on the microscopic level, if repeated
with exactly the same subjects, noise realizations, etc. Such a repeated exper-
iment could be used as a predictor for the original experiment. The accuracy
of such a prediction could be considered as an upper bound for the perfor-
mance obtainable by a classifier (and thereby also as a fair frame of reference
to which performance can be compared).

6 Conclusions

We have investigated the task of microscopic intelligibility prediction as a
classification problem. This was done by extracting features from individual
speech-masked logatome tokens and using a Fisher linear discriminant clas-
sifier to predict whether a subject in a listening experiment could correctly
repeat the token. Three different types of correlation-based features were in-
vestigated: 1) features similar to those used in the short-term objective intel-
ligibility (STOI) measure, 2) features based on a more sophisticated auditory
model, 3) features based on Mel frequency cepstral coefficients (MFCCs). All
feature types resulted in significant predictive power. However, given the
large inherent variability of listening experiments, it is uncertain what pre-
diction accuracy is practically attainable. Performance differences appeared
to stem mainly from differences in dimensionality between the different fea-
ture types. As a direction of further study, we propose repeating the same
realization of a listening experiment multiple times, such as to study how
much variability is strictly stochastic or due to human performance, and is
thus not related to the specific speech tokens. This could be used to derive
an upper bound of possible classification performance.
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1. Introduction

Abstract

Objective speech intelligibility measures are gaining popularity in the development of
speech enhancement algorithms and speech processing devices such as hearing aids.
Such devices may process the input signals non-linearly and modify the binaural cues
presented to the user. We propose a method for predicting the intelligibility of noisy
and non-linearly processed binaural speech. This prediction is based on the noisy and
processed signal as well as a clean speech reference signal. The method is obtained by
extending a modified version of the short-time objective intelligibility (STOI) measure
with a modified equalization-cancellation (EC) stage. We evaluate the performance
of the method by comparing the predictions with measured intelligibility from four
listening experiments. These comparisons indicate that the proposed measure can
provide accurate predictions of 1) the intelligibility of diotic speech with an accuracy
similar to that of the original STOI measure, 2) speech reception thresholds (SRTs) in
conditions with a frontal target speaker and a single interferer in the horizontal plane,
3) SRTs in conditions with a frontal target and a single interferer when ideal time
frequency segregation (ITFS) is applied to the left and right ears separately, and 4) the
advantage of two-microphone beamforming as applied in state-of-the-art hearing aids.
A MATLAB implementation of the proposed measure is available online1.

1 Introduction

The speech intelligibility prediction problem consists of predicting the intel-
ligibility of a particular noisy/processed/distorted speech signal to an aver-
age listener. The problem was initially studied with the purpose of improving
telephone systems [2, 3]. Since then, it has been applied as a development tool
in related fields such as telecommunication [4], architectural acoustics [5, 6]
and speech processing [7–12]. Many endeavours in these fields focus on
improving speech understanding in particular conditions. This introduces
the need for measuring speech intelligibility through listening experiments,
which is a time consuming and expensive task. Objective (computational)
measures of intelligibility can provide estimates of the results of such exper-
iments faster and at a lower cost, while being easily reproducible.

An early Speech Intelligibility Prediction (SIP) method is the Articulation
Index (AI) [3, 13], which can be seen as a common ancestor for most of the
methods which have been proposed since then. The AI considers the condi-
tion in which a listener is presented with monaural speech contaminated by
additive, stationary noise. It is assumed that speech and noise at the ear of the
listener are available as separate signals. The AI estimates intelligibility as a
weighted sum of normalized Signal to Noise Ratios (SNRs) across a range of
third octave bands. It has later been shown that, under certain assumptions,

1See http://kom.aau.dk/project/Intelligibility/.
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this is in fact an estimate of the channel capacity from Shannon’s information
theory [14]. A refined and standardized version of the AI is known as the
Speech Intelligibility Index (SII) [15]. Notably, the AI and the SII are unsuit-
able for conditions involving fluctuating noise interferers, binaural conditions
and conditions where speech and noise are not combined linearly (due to e.g.
distorting transmission systems or non-linear speech processing algorithms).

Many SIP methods have been proposed since the introduction of the AI,
mainly focussing on extending the domain in which accurate predictions can
be made. For example, the Speech Transmission Index (STI) estimates the
impact of a transmission channel (e.g. the acoustics of a room or a noisy and
distorting transmission system) on intelligibility by measuring the change in
modulation depth across the system [16, 17]. It has, however, been shown
that the STI does not perform well at predicting the impact of speech en-
hancement algorithms, on speech intelligibility [9, 18–22]. A more recent
modulation-based and physiologically motivated method, the speech-based
EPSM (sEPSM), has been shown to perform well at predicting the impact of
spectral subtraction [22]. Another notable method is the Extended SII (ESII),
which is a variation of the SII that provides more accurate predictions in con-
ditions with fluctuating noise interferers [23, 24]. The Coherence SII (CSII)
is yet another variation of the SII which aims to predict the influence on in-
telligibility of non-linear distortion from clipping [25]. The CSII and several
other intelligibility measures are evaluated with speech processed by noise
reduction algorithms in [26]. The recent Hearing-Aid Speech Perception In-
dex (HASPI) is closely related to the CSII, but involves a more sophisticated
auditory model and aims to predict the intelligibility of processed speech for
hearing impaired listers [27]. Recently, the Short-Time Objective Intelligibil-
ity (STOI) measure [7] has become very popular for evaluation of noisy and
processed speech. The STOI measure has shown to compare favorably to
several other SIP methods, with respect to predicting the impact of various
single microphone enhancement schemes as well as Ideal Time Frequency
Segregation (ITFS) [7]. This observation is confirmed for hearing impaired
listeners in [28], which shows that the CSII and the STOI measure perform
favorably to other measures at predicting the effect of noise reduction algo-
rithms. The STOI measure has later been shown to compare well with other
measures with respect to predicting the impact of a number of detrimental
effects and processing schemes relevant to users of hearing aids and cochlear
implants [8] and for predicting the intelligibility of noisy speech transmit-
ted by telephone [4]. Finally, we mention the Speech Intelligibility prediction
based on Mutual Information (SIMI) measure [12], which is very similar to
the STOI measure in structure and performance, but which is based on infor-
mation theoretical considerations.

The methods discussed up to this point all assume that speech is pre-
sented monaurally or diotically to the listener. However, in many real world
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scenarios, humans obtain an advantage from listening with two ears. This
is partly because one can, to some extent, choose to listen to the ear in
which the speech is more intelligible, and partly because the brain can com-
bine information from the two ears [29]. The Equalization Cancellation (EC)
stage is an early simple model which predicts Binaural Masking Level Dif-
ferences (BMLDs) accurately in a range of conditions [30, 31] (i.e. the bin-
aural advantage obtained in tasks such as detecting a tone in noise). Several
attempts have been made at developing SIP methods which account for bin-
aural advantage [32–40], i.e. the advantage in intelligibility obtained through
the presence of interaural, source-dependent, phase and level differences.
Notably, the Binaural Speech Intelligibility Measure (BSIM) [33] uses the EC
stage as a preprocessor to the SII to predict the intelligibility of binaural
signals. The same paper proposes another binaural method, the short-time
BSIM (stBSIM), with properties similar to the ESII (i.e. the ability to handle
fluctuating noise interferers) [33]. A number of ways to extend the BSIM,
such as to predict the detrimental effect of reverberation, are investigated
in [39, 40]. A different approach for combining the SII with an EC stage
is proposed in [36]. The method estimates the Speech Reception Thresh-
old (SRT) of the better ear and subtracts an estimate of binaural advantage
obtained by an EC based method proposed in [41, 42]. This method has later
been expanded further to account for aspects such as to multiple interferers
and reverberation [37, 38, 43].

It should be realized that none of the above-mentioned methods are able
to predict the simultaneous impact of both non-linear processing and binau-
ral advantage. This is in spite of the fact that both effects are important in the
context of modern audio processing devices that present signals dichotically
to a user, e.g. hearing aids. In [44] we introduced an early version of the pro-
posed method, that has shown promising results in predicting both the effects
of processing and binaural advantage. The method is obtained by extending
the STOI measure such as to predict binaural advantage, and is therefore re-
ferred to as the Binaural STOI (BSTOI) measure. Taking inspiration from [33],
this measure is obtained by using a modified EC stage to combine the left and
right ear signals, prior to predicting intelligibility with the STOI measure. Be-
cause the EC stage includes internal noise sources, which model inaccuracies
in the human auditory system, computationally expensive Monte Carlo simu-
lation is used to obtain an estimate of the expected STOI measure across these
noise sources [44]. Results presented in [44] indicate that the BSTOI measure
can predict both binaural advantage and the effect of non-linear processing
with ITFS. It was not investigated whether the BSTOI measure can account
for both effects simultaneously (i.e. they were investigated separately).

In the present study, we introduce a refined version of the BSTOI mea-
sure, which we refer to as the Deterministic BSTOI (DBSTOI) measure. In or-
der to avoid Monte Carlo simulation, the DBSTOI measure introduces some
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minor changes in the STOI measure which allow us to derive an analytical
expression for the expectation of the output measure across the internal noise
sources in the EC stage. The DBSTOI measure is therefore much less com-
putationally demanding to evaluate than the BSTOI measure. Furthermore,
the DBSTOI measure produces fully deterministic outputs. Except for the
mentioned advantages of the DBSTOI measure, no noteworthy performance
differences between the DBSTOI and BSTOI measures have been found. Fur-
thermore, we provide a thorough evaluation of the prediction performance
of the measure by comparing to the results of four different listening experi-
ments, including one with both non-linear speech enhancement and binaural
advantage combined. The ability to handle such conditions allows the mea-
sure to predict intelligibility of e.g. users of assistive listening devices in
complex real-world scenarios.

The remainder of the paper is organsized as follows: In Sec. 2, the pro-
posed intelligibility measure is described in detail. In Sec. 3, four sets of
experimental data are described. In Sec. 4, the procedure used for evaluating
the measure is described. In Sec. 5, the results are presented. Sec. 6 concludes
upon the proposed measure and its performance.

2 The DBSTOI Measure

In this section we present the proposed intelligibility measure in detail. The
measure applies to conditions in which a human subject is listening to a well
defined target speaker in the presence of some form of interference. Further-
more, the combination of speech and interferer may have been non-linearly
transformed by e.g. a speech enhancement algorithm or a distorting trans-
mission system. Intelligibility is predicted on the basis of four input signals:
the left and right clean signals, xl(t) and xr(t), and the left and right noisy
and processed signals, yl(t) and yr(t). The clean signals are measured at the
ear of the listener but in the presence of only the target speaker (and in the
absence of both interferer and processing). An example of this is illustrated
in Fig. D.1a. It is assumed that the clean signals are fully intelligible. The
aim is to predict the intelligibility of the noisy and processed signals. These
are given by the processed mixture of target and interferer as measured at
the ear of the listener. An example of this is illustrated in Fig. D.1b. The
clean and degraded signals are assumed to be time aligned for each ear. E.g.
if the degraded signals include a substantial processing delay, the clean sig-
nals should be delayed correspondingly to compensate for this difference.
It should be stressed that the use of the measure for predicting the impact
of hearing aid processed speech, as illustrated in Fig. D.1, is merely an ex-
ample. The measure is applicable in virtually any condition in which noisy
and processed speech is presented binaurally to a listener. The clean and
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xl xr yl yr

(a) (b)
Target 
speech

Subject Subject with 
hearing aids

Interferer

Target 
speech

Interferer

Fig. D.1: The four input signals needed by the proposed measure in the exemplifying application
where it is used to predict the intelligibility of speech which has been processed by a hearing
aid system. a) The left and right clean signals, xl(t) and xr(t), are obtained by measuring the
acoustic signal in the ear canal of the left and right ear of the subject when listening only to
the unprocessed target speaker. b) The left and right noisy/processed signals, yl(t) and yr(t),
are measured in the ear canals while the subject is wearing hearing aids and is listening to the
combination of target and interferer.

noisy/processed signals may be either recorded or simulated by use of Head
Related Transfer Functions (HRTFs). A block diagram of the computational
structure of the measure is shown in Fig. D.2. The block diagram is separated
in three steps: 1) a Time-Frequency (TF) decomposition based on the Discrete
Fourier Transformation (DFT), 2) a modified EC stage which models binau-
ral advantage and 3) a STOI based stage which rates intelligibility on a scale
from −1 to +1. The three steps are described in detail in sections 2.1, 2.2
and 2.3, respectively.

2.1 Step 1: Time-Frequency Decomposition

The first step of computing the DBSTOI measure is adopted from the STOI
measure [7] with no significant changes. The four input signals are first
resampled to 10 kHz. Then, regions in which the target speaker is silent are
removed with a simple frame-based Voice Activity Detector (VAD). This is
done by 1) segmenting the four input signals into 256-sample Hann-window-
ed segments with an overlap of 50%, 2) finding the frame with the highest
energy for each of the two clean signals, respectively, 3) locating all frame
indices where the energy of both clean signal frames are more than 40 dB
below their respective maximum and 4) resynthesising the four signals, but
excluding the frame numbers which where found in 3. This produces four
signals which are time aligned, because the same frames are removed in all
the signals.
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2. The DBSTOI Measure

A TF decomposition of the signals is then obtained in the same manner
as for the STOI measure [7]. This is done by segmenting the signals into 256-
sample frames with an overlap of 50%, followed by zero-padding each frame
to 512 samples and applying the DFT. We refer to the k’th frequency bin of
the m’th frame of the left clean signal as x̂(l)k,m. Similarly, the same TF units
of the right clean signal and the left and right noisy/processed signals are
denoted by x̂(r)k,m, ŷ(l)k,m and ŷ(r)k,m, respectively.

2.2 Step 2: Equalization-Cancellation Stage

The second step of computing the measure consists of combining the left and
right signals into a single clean signal and a single noisy/processed signal
while accounting for any potential binaural advantage. This is done by use
of a modified EC stage.

The originally proposed EC stage models binaural advantage under the
assumption that the left and right speech and interferer signals are known in
separation [30, 31]. The stage introduces relative time shifts and amplitude
adjustments between the left and right signals (equalization) and subtracts
the two from each other (cancellation) to obtain one signal. This is done
separately for the left and right clean signals and the left and right inter-
ferer signals such as to obtain a single clean signal and a single interferer
signal. The same time shifts and amplitude adjustments are applied for both
clean and noisy/processed signals, and these are chosen such as to maximize
the SNR of the output. For wideband signals, such as speech, the EC stage is
typically applied independently in auditory bands.

The original EC stage cannot be applied in the present case, because the
interferer signal is not available in separation. Instead, the processed combi-
nation of speech and interferer is available. We propose the following changes
in order to adapt the EC stage to work with the available signals:

1. The left and right clean signals and the left and right noisy/processed
signals are combined using the same procedure as that of the origi-
nal EC stage.

2. The time shifts and amplitude adjustment factors are determined such
as to maximize the STOI measure of the output, rather than the SNR.

This essentially correspond to assuming that the human brain combines the
signals from the two ears such as to maximize intelligibility rather than SNR.
The combination of the left and right signals by the modified EC stage, is
carried out in the frequency domain as follows:

x̂k,m = λk,m x̂(l)k,m − λ−1
k,m x̂(r)k,m, (D.1)

ŷk,m = λk,m ŷ(l)k,m − λ−1
k,mŷ(r)k,m, (D.2)
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where the time and frequency dependent complex-valued factor λk,m repre-
sents the time shift and the amplitude adjustment. Specifically, this factor is
given by:

λk,m = 10(γk,m+∆γk,m)/40ejω(τk,m+∆τk,m)/2, (D.3)

where γk,m is the relative amplitude adjustment (in dB), τk,m is the relative
time shift (in seconds), and ∆γk,m and ∆τk,m are uncorrelated random vari-
ables which serve to model the suboptimal performance of the human au-
ditory system [30, 45]. These are normally distributed with zero mean and
variance (adapted from [45] in the same manner as is done in [32, 33]) given
by2:

σ∆γ(γk,m) =
√

2 · 1.5 dB ·
(

1 +
( |γk,m|

13 dB

)1.6
)

[dB], (D.4)

σ∆τ(τk,m) =
√

2 · 65 µs ·
(

1 +
|τk,m|

1.6 ms

)
[s]. (D.5)

The values of γk,m and τk,m are determined independently for each time unit
and third octave band such as to maximize the STOI measure of the combined
signals (i.e. γk,m and τk,m have the same value for all k belonging to one third
octave band). The details of this are covered in Sec. 2.4. Henceforth, for
notational convenience, we discard time and frequency indices such as to
denote λk,m, γk,m and τk,m as λ, γ and τ, respectively. The same is done for
the noise sources ∆γ and ∆τ.

2.3 Step 3: Intelligibility Prediction

At this point, the left and right ear signals have been combined into one clean
signal, x̂k,m, and one noisy/processed signal, ŷk,m, cf. Fig. D.2. This allows us
to estimate intelligibility using the STOI measure. However, the signals x̂k,m
and ŷk,m are stochastic due to the noise sources ∆γ and ∆τ in the EC stage,
and the resulting STOI measure is therefore also a stochastic variable. For
the BSTOI measure this problem was solved by averaging the output across
many realizations of ∆γ and ∆τ [44]. This solution is computationally expen-
sive and does not lead to entirely deterministic results. The DBSTOI measure
instead applies a slight variation of the originally proposed STOI measure3,

2In [45], noise sources are added independently to the left and right ear signals. Here,
one noise source is applied symmetrically. This leads to a multiplicative factor of

√
2 in (D.4)

and (D.5) compared to [45].
3For mathematical tractability, we use ”power envelopes” (envelopes squared) rather than

magnitude envelopes as originally proposed for the STOI measure [7]. This is also done in [46]
and appears to have no significant effect on predictions [46, 47]. Furthermore, we discard the
clipping mechanism used in the original STOI measure. The same variation is applied in [46] and
the changes do not appear to significantly impair the prediction performance of the measure.
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which allows us to derive a closed form expression of the expectation of the
final measure across ∆γ and ∆τ. The remainder of this section describes
these matters in detail.

The clean signal ”power envelopes” (envelopes squared) are first deter-
mined in Q = 15 third octave bands with center frequencies starting from
150 Hz. These bands are obtained by grouping DFT coefficients, exactly as
in the original STOI measure [7]. The border between two adjacent bands
are given by the geometric mean of their respective center frequencies. The
upper and lower frequency bin indices of the q’th band are denoted, respec-
tively, by k1(q) and k2(q). The resulting expression for the clean signal power
envelope is given by:

Xq,m =
k2(q)

∑
k=k1(q)

∣∣x̂k,m
∣∣2 =

k2(q)

∑
k=k1(q)

∣∣∣λ x̂(l)k,m − λ−1 x̂(r)k,m

∣∣∣2
= 10

γ+∆γ
20

k2(q)

∑
k=k1(q)

∣∣∣x̂(l)k,m

∣∣∣2 + 10−
γ+∆γ

20

k2(q)

∑
k=k1(q)

∣∣∣x̂(r)k,m

∣∣∣2

− 2Re

 k2(q)

∑
k=k1(q)

x̂(l)∗k,m x̂(r)k,me−jωk(τ+∆τ)


≈ 10

γ+∆γ
20 X(l)

q,m + 10−
γ+∆γ

20 X(r)
q,m

− 2 Re
[
e−jωq(τ+∆τ)X(c)

q,m

]
, (D.6)

where:

X(l)
q,m =

k2(q)

∑
k=k1(q)

|x̂(l)k,m|
2,

X(r)
q,m =

k2(q)

∑
k=k1(q)

|x̂(r)k,m|
2,

X(c)
q,m =

k2(q)

∑
k=k1(q)

x̂(l)∗k,m x̂(r)k,m, (D.7)

and where ωk is the angular frequency of the k’th frequency bin and ωq is
the center angular frequency of the q’th third octave band. The last step
in (D.6) assumes that the signal energy is located at the center of each third
octave band. The same procedure is applied for the noisy/processed signal
to obtain Yq,m as well as Y(l)

q,m, Y(r)
q,m and Y(c)

q,m.
The obtained power envelope samples are then arranged temporally in

zero-mean vectors of N = 30 samples, in the same manner as is done in
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the STOI measure [7]:

xq,m = [Xq,m−N+1, . . . , Xq,m]
ᵀ − 1

m

∑
m′=m−N+1

Xq,m′

N
, (D.8)

where 1 is a column vector of all ones. Similar vectors are defined from the
other power envelope signals: x(l)q,m, x(r)q,m, x(c)q,m, y(l)

q,m, y(r)
q,m and y(c)

q,m. From (D.6)
we then have:

xq,m ≈ 10
γ+∆γ

20 x(l)q,m + 10−
γ+∆γ

20 x(r)q,m

− 2 Re
[
e−jωq(τ+∆τ)x(c)q,m

]
. (D.9)

A similar expression holds for yq,m.
In order to compute the expectation across the final measure, we assume

that the input signals are wide sense stationary stochastic processes across
the duration of one segment (i.e. 386 ms). It follows that the third octave
band envelope samples, Xq,m and Yq,m are also samples of a stochastic pro-
cess, due to the stochastic nature of the input signals, but also due to the
random variables, ∆γ and ∆τ, introduced in the EC stage. A basic assump-
tion of the original STOI measure is that speech intelligibility is related to
the average sample correlation between the vectors xq,m and yq,m [7]. This,
however, may be interpreted simply as an estimate of the correlation between
the processes Xq,m and Yq,m:

ρq,m =
E
[
(Xq,m − E

[
Xq,m

]
)(Yq,m − E

[
Yq,m

]
)
]√

E
[
(Xq,m − E

[
Xq,m

]
)2
]

E
[
(Yq,m − E

[
Yq,m

]
)2
] , (D.10)

where the expectation is taken across both input signals, ∆γ and ∆τ. An
estimate of this expectation across N = 30 envelope samples is given by:

ρ̄q,m =
E∆
[
xᵀq,myq,m

]√
E∆
[
||xq,m||2

]
E∆
[
||yq,m||2

] , (D.11)

where E∆ [·] denotes the expectation across ∆γ and ∆τ. A closed form ap-
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proximation of this expectation is derived in Appendix A, and is given by:

E∆
[
xᵀq,myq,m

]
≈

(e2βx(l)ᵀq,m y(l)
q,m + e−2βx(r)ᵀq,m y(r)

q,m)e
2σ2

∆β

+ x(r)ᵀq,m y(l)
q,m + x(l)ᵀq,m y(r)

q,m − 2eσ2
∆β/2e−ω2σ2

∆τ/2×{(
eβx(l)ᵀq,m + e−βx(r)ᵀq,m

)
Re
[
y(c)

q,me−jωτ
]

+ Re
[
e−jωτx(c)q,m

]ᵀ (
eβy(l)

q,m + e−βy(r)
q,m

)}
+ 2

(
Re
[
x(c)H

q,m y(c)
q,m

]
+ e−2ω2σ2

∆τ Re
[
x(c)ᵀq,m y(c)

q,me−j2ωτ
])

, (D.12)

where:

β =
ln(10)

20
γ,

σ2
∆β =

(
ln(10)

20

)2

σ2
∆γ. (D.13)

The approximation in (D.12) stems from the approximation introduced in
(D.6).

A similar expression can be used to compute E∆
[
||xq,m||2

]
= E∆

[
xᵀq,mxq,m

]
.

This is obtained simply by replacing all occurrences of y in (D.12) with x.
In a similar manner, an expression for E∆

[
||yq,m||2

]
can be obtained. This

makes it possible to evaluate (D.11) in closed form.
In the same manner as in the STOI measure, we define the final measure

to be the average of these correlation estimates:

DBSTOI =
1

QM

M

∑
m=1

Q

∑
q=1

ρ̄q,m. (D.14)

It should be noted that ρ̄q,m is dependent on the parameters of the EC stage, γ
and τ.

2.4 Determination of γ and τ

As stated, the parameters γ and τ are determined such as to maximize pre-
dicted intelligibility, i.e. (D.14). These parameters are determined indepen-
dently for each estimated correlation coefficient, ρ̄q,m, i.e. for each time unit m
and third octave band q. The values of γ = γk,m and τ = τk,m are therefore
held constant for all frequency bins, k, within one third octave band, q, and for
all N envelope samples, m, within one set of envelope vectors, {xq,m, yq,m}.

The values of γ and τ are found separately for each estimated correlation
coefficient, by maximizing the correlation:

ρ̄q,m = max
γ,τ

ρ̄q,m(γ, τ). (D.15)
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Table D.1: Time spent producing a scoring of 100 seconds of white noise on a Lenovo W530 with
an Intel Core i7-3820QM, 2.7 GHz. The authors’ own MATLAB implementation of the DBSTOI
measure was used, while a STOI measure implementation was provided by the authors of [7].

Algorithm STOI DBSTOI
Time 5.3 s 62.2 s

It has not been possible to find a simple analytical procedure for solving this
optimization problem. Instead, an approximately optimal solution is found
by evaluating (D.15) for a range of combinations of γ and τ. In practice, we
search all combinations of an evenly spaced range of 100 τ-values from−1 ms
to +1 ms and an evenly spaced range of 40 γ values from −20 dB to +20 dB.
On top of the mentioned (γ,τ)-combinations, the correlation is also estimated
for each ear individually (a ”better-ear option”), corresponding to γ = ±∞.
These estimates are as well included in the search of the maximum in (D.15).
Preliminary experiments have indicated that the quality of the output is not
highly sensitive to the searched range of (γ,τ)-combinations. For applications
with scarce computational resources, the cost of computing the measure can
be lowered by more coarsely searching these variables. The computational
cost of the DBSTOI measure is compared to that of the STOI measure in
Table D.1. It should, however, be noted that the cost of both methods depends
on the choice of parameters and can most likely be decreased significantly by
implementing them a low-level language.

A noteworthy special case of the DBSTOI measure arises for diotic stimuli,
where x(l)q,m = x(r)q,m = x(c)q,m and y(l)

q,m = y(r)
q,m = y(c)

q,m. This implies that x(c)q,m

and y(c)
q,m are real-valued. Therefore, (D.12) simplifies to:

E∆
[
xᵀq,myq,m

]
≈
((

e2β + e−2β
)

eσ2
∆β + 2

−42eσ2
∆β/2e−ω2σ2

∆τ/2
(

eβ + e−β
)

Re
[
e−jωτ

]
+ 2

+e−2ω2σ2
∆τ Re

[
e−j2ωτ

])
x(l)ᵀq,m y(l)

q,m. (D.16)

Inserting this in (D.11), it can be verified that the entire τ- and β-dependent
factor cancels, because the same factor appears in the denominator. This
implies that the DBSTOI measure simplifies to the monaural (modified) STOI
measure for diotic signals.

3 Experimental Data

We evaluate the performance of the proposed measure by comparing it to
the results of four listening experiments. In this section we describe these
experiments.
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The first two experiments make it possible to investigate the performance
of the proposed measure in comparison with other measures of intelligibility.
The third and fourth experiments make it possible to investigate the perfor-
mance of the DBSTOI measure in conditions with both binaural advantage
and processing. The conditions of experiments 2–4 are summarized in Ta-
ble D.2 (Experiment 1 is excluded due to the large number of conditions and
the fact that it is thoroughly documented in [48]).

3.1 Experiment 1: Diotic Presentation and Ideal Time Fre-
quency Segregation

This data set was collected as part of a study on ITFS [48], but has kindly
been made available for evaluation of the present work. Subjects were pre-
sented with noisy and processed sentences from the Dantale II corpus [49].
After each sentence, the subjects were requested to repeat as many words as
possible. The experimenter marked the correctly repeated words. Sentences
were presented diotically via headphones together with one of four differ-
ent interferers: Speech Shaped Noise (SSN), café noise, bottling factory noise
and car interior noise. Sentences mixed with each noise type were ITFS pro-
cessed with Ideal Binary Masks (IBMs) at 8 different threshold values. Fur-
thermore, sentences mixed with each noise type, excluding SSN, were ITFS
processed with Target Binary Masks (TBMs) at 8 different threshold values.
Each combination of noise and processing was presented at 3 SNRs and
with two sentences for each. The experiment was carried out with 15 nor-
mal hearing Danish speaking subjects. This resulted in the collection of re-
sults for 15 subjects× 7 noise/mask combinations× 8 thresholds× 3 SNRs×
2 repetitions = 5040 sentences. See [48] for a detailed description of the
experimental procedure.

The original STOI measure has been shown to correlate well with the re-
sults of this experiment [7]. We include it in this study in order to investigate
the impact of the differences between the STOI and DBSTOI measures for
diotic stimuli.

3.2 Experiment 2: A Single Source of SSN in the Horizontal
Plane

Speech intelligibility was measured in the condition of a frontal speaker
masked by a single SSN interferer in the horizontal plane [44]. An ane-
choic environment was simulated binaurally by use of the CIPIC HRTFs [50]
and the result was presented via Sennheiser HDA200 headphones at a com-
fortable level. Sentences from the Danish Dantale II material were used as
target signals while SSN was generated by filtering Gaussian noise to have
the same long time spectrum as these sentences. Speech intelligibility was
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Table D.2: Summary of experiments 2–4. For details see the text.

Cond. Interferer type Interferer location Proc.
2.1 SSN −160◦ –
2.2 SSN −115◦ –
2.3 SSN −80◦ –
2.4 SSN −40◦ –
2.5 SSN 20◦ –
2.6 SSN 0◦ –
2.7 SSN 40◦ –
2.8 SSN 80◦ –
2.9 SSN 140◦ –
2.10 SSN 180◦ –
3.1 SSN −115◦ ITFS
3.2 SSN 0◦ ITFS
3.3 SSN 20◦ ITFS
3.4 Bottling factory −115◦ –
3.5 Bottling factory 0◦ –
3.6 Bottling factory 20◦ –
3.7 Bottling factory −115◦ ITFS
3.8 Bottling factory 0◦ ITFS
3.9 Bottling factory 20◦ ITFS
4.1 SSN isotropic –
4.2 SSN {−115◦,180◦,115◦} –
4.3 ISTS {−115◦,180◦,115◦} –
4.4 SSN {30◦,180◦} –
4.5 ISTS {30◦,180◦} –
4.6 SSN isotropic Beamforming
4.7 SSN {−115◦,180◦,115◦} Beamforming
4.8 ISTS {−115◦,180◦,115◦} Beamforming
4.9 SSN {30◦,180◦} Beamforming
4.10 ISTS {30◦,180◦} Beamforming
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measured for 10 interferer angles, each for 6 SNRs. The SNRs were equally
spaced by 3 dB, centred around a rough estimate of the SRT for each condi-
tion. Sentences were presented one at a time and the subject was requested
to repeat as many words of each sentence as possible. The experimenter
marked the correctly repeated words. Three sentences were presented for
each combination of interferer position and SNR. The experiment was car-
ried out for 10 normal hearing Danish speaking subjects. In total, results
were collected from the presentation of 10 subjects× 10 interferer positions×
6 SNRs× 3 repetitions = 1800 sentences. The conditions of Experiment 2 are
summarized in Table D.2.

The conditions of Experiment 2 contain no processing and are therefore
applicable to a range of existing binaural SIP methods. We include it in
this study to allow for a comparison of the DBSTOI measure with existing
measures.

3.3 Experiment 3: A Single Interferer in the Horizontal Plane
and Ideal Time Frequency Segregation

This experiment measured intelligibility in 9 conditions with a frontal speaker
masked by a single interferer. Conditions 1–3 included an SSN masker at
some position in the horizontal plane (as in Experiment 2) but with ITFS
applied independently to the signals of each ear. This was done in as man-
ner similar to that described in [51]: 1) a short-time DFT was applied to the
speech and interferer signals in separation, prior to mixing, 2) DFT coeffi-
cients for which the SNR of the mixed signal was below 0 dB (i.e. where
the magnitude of the interferer coefficient was larger than that of the tar-
get coefficient) were attenuated by 10 dB, 3) the signals were reconstructed.
The finite attenuation of 10 dB was chosen to restrict the improvement in
intelligibility (as ITFS can, otherwise, make speech fully intelligible regard-
less of SNR [48]). The interferer positions were chosen as a representa-
tive subset of those used in Experiment 2. The same interferer positions
were used for conditions 4–6 and 7–9. In conditions 4–6, a ”bottling fac-
tory noise” was used as interferer in place of SSN. This is a fluctuating
noise type with more energy at higher frequencies than speech [52]. Condi-
tions 7–9 were the same as 4–6 but with ITFS. The Dantale II corpus was
also used in this experiment. The environment was simulated using the
CIPIC HRTFs [50] and the signals presented via Sennheiser HDA200 head-
phones. The subjects were presented with one sentence at a time. After
each sentence the subjects were requested to select the words they heard on
a screen. For each of the five words in each sentence the subjects were of-
fered a choice between 10 possible words and the option to pass (if the word
had not been heard at all). In [53, 54], this procedure is shown to yield re-
sults almost identical to the verbal procedure used for collecting the results
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of Experiment 2. The experiment was run with 14 normal hearing Dan-
ish speaking subjects. In total, results were collected from the presentation
of 14 subjects× 9 conditions× 6 SNRs× 3 repetitions = 2268 sentences. The
conditions of Experiment 3 are summarized in Table D.2.

While experiments 1 and 2 investigate conditions with either processing
or binaural advantage, Experiment 3 includes conditions with both process-
ing and binaural advantage. Therefore, none of the mentioned existing SIP
methods can be applied.

3.4 Experiment 4: Multiple Interferers and Beamforming

This experiment measured speech intelligibility in 10 somewhat more com-
plex conditions relevant to the evaluation of hearing aids [44]. Conditions
were again simulated binaurally by use of HRTFs and presented via Senn-
heiser HD 280 Pro headphones at a comfortable level. The Dantale II speech
material was used as target speech material and the target speaker was placed
in front of the subject in all conditions. Responses were given in the same way
as in Experiment 2. In each condition, the subject was presented with speech
at 6 different SNRs. In condition 1, the target was masked by cylindrically
isotropic SSN. In condition 2 the target was masked by three sources of SSN
positioned in the horizontal plane at azimuths of 110◦, 180◦ and −110◦. Con-
dition 3 was the same as condition 2, but used randomly selected segments
of the International Speech Test Signal (ISTS) [55] instead of SSN as inter-
ferer. In condition 4 the target was masked by two sources of SSN positioned
in the horizontal plane at azimuths of 30◦ and 180◦. Condition 5 was the
same as condition 4, but again used segments of the ISTS instead of SSN
as interferer. Conditions 6–10 were the same as conditions 1–5 but included
2-microphone beamforming as used in hearing aids. This was accomplished
by using HRTFs measured from far field and to the two microphones of a
behind-the-ear hearing aid, and combining the obtained signals with a time-
invariant linear MVDR beamformer. The experiment was carried out with 10
normal hearing Danish speaking subjects. In total, results were collected from
the presentation of 10 subjects × 10 conditions × 6 SNRs × 3 repetitions =
1800 sentences. The conditions of Experiment 4 are summarized in Table D.2.

Experiment 4 is included to provide insights into the performance of
the DBSTOI measure in acoustically varied scenes. Furthermore, beamform-
ing is an increasingly important type of processing in e.g. hearing devices.

4 Evaluation Procedure

Sec. 3 presents a substantial quantity of data. In each of the conditions, con-
sidered in the experiments, we can rate the intelligibility on an arbitrary scale
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(i.e. one that has an unknown relationship with speech intelligibility), using
the proposed DBSTOI measure. In this section we present a range of tools
which are used to compare the experimental results to these objective rat-
ings of intelligibility, and thereby to quantify the performance of the DBSTOI
measure.

4.1 Representation of Experimental Data

We represent the results of the described listening experiments either in terms
of the average fraction of correctly repeated words or in terms of SRTs. We
define the SRT as the SNR at which a subject is able to correctly repeat 50%
of words. We determine this point from the measured data by maximum-
likelihood-fitting a logistic function [56]:

p(SNR) =
1

1 + e4·s0·(SRT−SNR)
, (D.17)

with respect to the parameters SRT and s0, where s0 is the slope of the func-
tion at SNR = SRT.

4.2 Predicting the Fraction of Correct Words

The DBSTOI measure provides an output on an arbitrary scale. We assume
that a monotonic relationship exists between the DBSTOI measure and actual
intelligibility (i.e. the fraction of words repeated correctly). In the proposal of
the STOI measure, a logistic function was used to model this relationship [7].
The same procedure is followed here:

f (d) =
100%

1 + ead+b , (D.18)

where d is the DBSTOI measure, f (d) is the estimated fraction of correctly
repeated words and a and b are free parameters which we fit by maximum
likelihood, such as to provide the best possible predictions.

4.3 Prediction of SRTs

By calibrating the proposed measure to a reference condition with known
SRT, we may directly predict SRTs for other conditions. First, the proposed
measure is evaluated for the reference condition at SRT, in order to output
a reference value. Assuming that the measure correlates well with intelligi-
bility, this reference value can be assumed to correspond to the SRT in other
conditions as well. We may therefore predict the SRT for another condition
by evaluating the proposed measure for a sequence of different input SNRs
which are chosen adaptively such that the output approaches the reference
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value (e.g. using bisection). The SNR at which this procedure converges is
taken to be an estimate of the SRT.

4.4 Measures of Prediction Accuracy

Whenever comparing listening test results and corresponding predictions,
we rely on the following three performance statistics. Let xi be the ex-
perimentally measured intelligibility (either fraction of correctly repeated
words or the SRT) and yi be corresponding predicted intelligibility, for con-
ditions i = 1, . . . , I. The performance statistics are then given by:

1. Sample standard deviation:

σ =

√√√√ 1
I − 1

I

∑
i=1

(yi − xi)2. (D.19)

2. Pearson correlation:

ρ =
∑I

i=1(xi − µx)(yi − µy)√
∑I

i=1(xi − µx)2
√

∑I
i=1(yi − µy)2

, (D.20)

where µx = 1
I ∑I

i=1 xi and µy = 1
I ∑I

i=1 yi.

3. Kendall rank correlation [57]4:

φ =
cc − cd

1
2 I(I − 1)

, (D.21)

where cc is the number of concordant pairs, i.e. the number of unique
tuples, (i, j), such that (xi > xj) ∧ (yi > yj) ∨ (xi < xj) ∧ (yi < yj),
and cd is the number of discordant pairs, i.e. the number of unique
tuples, (i, j), such that (xi > xj) ∧ (yi < yj) ∨ (xi < xj) ∧ (yi > yj).

5 Results

In this section we apply the proposed measure to yield predictions of the
results of the listening experiments described in Sec. 3.
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Fig. D.3: Measured intelligibility for the conditions/SNRs of Experiment 1 compared with
the DBSTOI measure and the STOI measure. A logistic function was maximum likelihood fitted
for each method. The statistics σ and ρ were computed by comparing the shown data points
with the predictions made by the fitted logistic curves.

5.1 Diotic Presentation and Ideal Time Frequency Segrega-
tion

We first consider the data of Experiment 1 (Sec. 3.1), which investigated the
intelligibility of diotic noisy speech processed with ITFS. Due to the diotic
nature of the signals, we can obtain predictions by use of the original STOI
measure. The STOI measure was designed with the main focus of predicting
the impact of TF weighting such as ITFS, and has been shown to perform
very well at doing so [7]. We may also obtain predictions with the DBSTOI
measure, by simply using the same signals as inputs to the left and right
channels of the measure (corresponding to presenting the same signals on
the left and right ears of a subject). This allows us to investigate whether
the desirable performance of the STOI measure is retained in the DBSTOI
measure in spite of the introduced modifications.

Predictions with both the STOI and DBSTOI measures were based on se-
quences of 30 Dantale sentences. Measured intelligibility was obtained for
each condition/SNR by averaging the fraction of correct words across sub-
jects and repetitions. The results are shown in Fig. D.3. It is evident that
there is a strong relationship between measured intelligibility and both STOI
and DBSTOI measures. The three statistics, shown at the top of Fig. D.3, in-
dicate that the STOI measure performs marginally better than the proposed

4Conventionally, τ is used for the Kendall rank correlation. We do not follow this convention
because τ is used for a different purpose throughout the paper.
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Fig. D.4: SRTs estimated from the results of Experiment 2 along with the predictions of three
different measures of speech intelligibility. The measures are all calibrated to the S0N0-condition
(where both speech and interference comes from the front). The error bars show the standard
deviation of SRTs among subjects for the measured results. The reference condition is marked
by an arrow.

measure. In Sec. 2.4, it was shown that the effect of the EC stage cancels
for diotic stimuli. Therefore, the differences between the STOI measure and
the DBSTOI measure, in these conditions, stem only from the modifications
introduced in the STOI measure, and not from the extension with an EC
stage5. The similar performance of the two methods indicate that the mod-
ifications applied to the STOI measure to obtain the proposed measure do
not strongly impair the performance in a task which is central to the origi-
nal STOI measure.

5.2 A Single Source of SSN in the Horizontal Plane

We now consider the results of Experiment 2 (Sec. 3.2), which involved frontal
speech masked by a single source of SSN in the horizontal plane. The con-
ditions of this experiment allow subjects to obtain a binaural advantage but
include no processing. The STOI measure is unsuitable for predicting these
results as it relies on monaural/diotic signals. Instead we compare the pre-
dictions of the DBSTOI measure to predictions of two existing methods which
do consider binaural advantage (but which do not allow for non-linearly pro-

5The slight decrease in performance may stem from either the use of ”power envelopes”
rather than conventional envelopes, or from the fact that the DBSTOI measure does not include
a clipping mechanism such as the one used in the original STOI [7].
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cessed signals).
Firstly, we compare to the BSIM [33], which is a binaural measure ob-

tained by combining the EC stage with the SII. The BSIM requires knowl-
edge of binaural speech and interference in separation and outputs a number
between 0 and 1. It can be used to predict SRTs following the procedure
described in Sec. 4.3. This was done by calibrating to the S0N0-condition (the
condition in which speech and interference sources are co-located in front of
the listener). When carrying out predictions with the BSIM, SSN was used
for both target and interferer signals (as the method is also evaluated in this
manner in [33]). The BSIM was implemented following the description given
in [33].

Secondly, we compare to a method described by Jelfs et. al. in [37]. This
method uses an SII-like scheme to predict the SRT for the better ear, and
a correlation-based model for predicting the additional binaural advantage.
The method outputs SRTs but with a significant offset [37], and was therefore
calibrated by shifting all outputs by an additive constant, chosen such as to
yield correct predictions in the S0N0-condition. For this method, SSN was
also used as both target and masker (as the method is also evaluated in this
manner in [37]). An implementation of this method was kindly provided by
the authors of [37].

The DBSTOI measure was used to carry out SRT predictions as described
in Sec. 4.3 after being calibrated to the S0N0-condition. The predictions were
based on a clean signal composed of 30 concatenated Dantale II sentences
and an SSN interferer of the same length, both convolved with appropri-
ate HRTFs. Signals of the same length were used for the methods of compar-
ison.

Fig. D.4 shows the results of measurements along with the predictions
of the three methods. It is evident that all methods produce very accurate
predictions in all conditions, especially considering the standard deviations
on the measurements, and the fact that measurements of binaural advantage
can vary by several dB from one study to another [29]. The statistics on top
of Fig. D.4 indicate that the DBSTOI measure produces predictions which
are slightly less accurate than those of the BSIM. This conclusion, however,
should be viewed in the light of the facts that 1) the DBSTOI measure does
not have access to the interferer in separation (i.e. it does not assume that the
speech signal is merely degraded by an additive interferer), while the two
existing measures require access to speech and interference in separation,
and 2) the DBSTOI measure uses actual speech signals as input while the
two existing measures use SSN as both speech and interferer signals.

The DBSTOI measure predictions in isolation, indicate that the measure
can indeed predict binaural advantage. This suggests that the modifications
introduced in the EC stage, to make it handle non-linearly processed signals,
have not severely degraded its performance.
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Fig. D.5: Comparison between measured and predicted SRTs for all 10 conditions of Experi-
ment 2 (denoted NP) and conditions 1–3 from Experiment 3 (denoted ITFS). The conditions are
shown together because they all use SSN for masking. SRTs were estimated from the measured
results for each subject individually for each condition. The results, averaged across subjects, are
shown as dotted lines with standard deviations. The SRT of one reference condition was used to
make SRT predictions for the other conditions. The reference condition is marked by an arrow.

Table D.3: Predicted and measured binaural advantage.

Meas. bin. adv. Pred. bin.adv.
SSN-NP 10.2 dB 10.2 dB
SSN-ITFS 9.7 dB 8.2 dB
BFN-NP 8.8 dB 10.2 dB
BFN-ITFS 7.1 dB 6.1 dB

5.3 A Single Interferer in the Horizontal Plane and Ideal Time
Frequency Segregation

In this section we consider Experiment 3 (Sec. 3.3), which is similar to Ex-
periment 2, but involves conditions with ITFS and masking by either SSN
or bottling factory noise (see Table D.2). We remark that the STOI measure
is not applicable to predicting the intelligibility of the conditions in Experi-
ment 3, as binaural advantage is involved. At the same time, the BSIM or the
method by Jelfs et. al. are not applicable, as non-linear processing in the form
of ITFS is involved. We therefore present results from the DBSTOI measure
alone. This serves as a study of the prediction performance of the DBSTOI
measure in conditions with both binaural advantage and processing. Predic-
tions of SRTs were carried out as described in Sec. 4.3, with calibration to the
same condition as in Sec. 5.2. The predictions were based on 30 concatenated
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Fig. D.6: The results of conditions 4–6 (NP) and 7–9 (ITFS) of Experiment 3. These conditions
are shown together because they all use bottling factory noise for masking. SRTs were estimated
from the measured results for each subject individually for each condition. The results, averaged
across subjects, are shown as dotted lines with standard deviations. The SRT were predicted with
the proposed measure using the reference condition shown in Fig. D.5.

Dantale II sentences and interferer signals of the same length.
Fig. D.5 shows the DBSTOI predictions and the average measured SRTs

for the conditions with an SSN interferer (conditions 1–3) together with the
measured and predicted SRTs from Experiment 2. It is apparent that ITFS
leads to a large advantage in terms of speech intelligibility, as expected.
Furthermore, the SRTs in the ITFS-conditions are predicted with an error
of less than a standard deviation of the measurements. This indicates that
the DBSTOI measure can account for the joint effect of binaural advantage
and processing by ITFS. The results of the conditions with bottling factory
noise masking are shown in Fig. D.6. The large standard deviations of the
measurements indicate that there are large differences between subjects for
this masker type. Furthermore, predictions are biased downwards by 2–3 dB.
This may be caused by the fact that predictions were made with a reference
condition were another type of masker (SSN) was used. However, the rela-
tive differences in SRTs between the conditions appear to be rather accurately
predicted.

A noteworthy feature of the results relates to binaural advantage. We de-
fine binaural advantage in this experiment as the difference in SRT between
the S0N0-condition and the S0N−115-condition. Predicted and measured val-
ues of binaural advantage for SSN and bottling factory noise with and with-
out ITFS are shown in Table D.3. From this table it can be seen that for both
interferer types, the binaural advantage decreases, when the signals are pro-
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Fig. D.7: Comparison of measured and predicted SRTs from all conditions of Experiment 2 and
Experiment 3 with both SSN and bottling factory noise (BFN) interferers. SRTs were estimated
separately for each subject for each conditions. The shown SRT values are averaged across
subjects with standard deviations shown as error bars. The diagonal line represents perfect pre-
dictions. Measures of accuracy in the top of the plot are computed by comparing the measured
and predicted SRTs.

cessed with ITFS. A possible explanation of this is that ITFS improves the
spectral features of the signal but fails to restore the phase, which is impor-
tant for binaural advantage. It can be noted that this decrease in binaural
advantage is indeed predicted by the DBSTOI measure. The decrease is,
however, predicted to be larger than the actual values.

Fig. D.7 compares predictions and measurements for both masker types.
An average prediction error of slightly over 1 dB is obtained: an error domi-
nated by the bias of predictions with bottling factory masking.

5.4 Multiple Interferers and Beamforming

Lastly, we consider the results of Experiment 4 (Sec. 3.4), which involves mul-
tiple interferers and beamforming. Predictions were made with the DBSTOI
measure on the basis of 30 concatenated Dantale II sentences. Fig. D.8 com-
pares measured intelligibility and outputs of DBSTOI. In most of the con-
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Fig. D.8: Measured intelligibility, averaged across subjects, for the conditions/SNRs of Experi-
ment 4 compared with the predictions of the proposed measure. The shown logistic curve was
maximum likelihood fitted to the data. The statistics σ and ρ were computed by comparing the
shown data points with the predictions made by the fitted logistic curve. The legend displays
the layout of interferers: isotropic (Iso), 3 sources in 110◦, 180◦ and −110◦ (3s), 2 sources in 30◦

and 180◦ (2s). Furthermore it shows the interferer type and whether or not beamforming was
included (BF).

ditions there appears to be a very strong relationship between the DBSTOI
score and the measured results. Especially, the impact of beamforming is well
predicted. At low SNRs, there is a discrepancy between predictions made for
some of the conditions with two interferers, and the remaining conditions.
This may indicate that the DBSTOI measure does not provide fully consistent
predictions when making comparisons across different complicated acousti-
cal scenes. If this is the case, the measure should be separately calibrated to
acoustically significantly different conditions (e.g. conditions with different
numbers of maskers). However, this topic is outside the scope of the present
work and has yet to be investigated in depth.

6 Conclusions

We have proposed a binaural speech intelligibility measure based on combin-
ing the Short-Time Objective Intelligibility (STOI) measure with an Equaliza-
tion Cancellation (EC) stage. The proposed measure excels by being capable
of predicting the impact of both binaural advantage and non-linear signal
processing simultaneously. This makes the measure a potentially powerful
tool for the development of signal processing devices which present speech
binaurally to a user. The measure outputs ratings of intelligibility on an ar-
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bitrary scale, which is useful for comparing e.g. different speech processing
algorithms. The measure can be calibrated such as to make direct predic-
tions of Speech Reception Thresholds (SRTs) or of the percentage of correctly
understood words. This is useful for predicting the outcome of listening
experiments. The accuracy of the measure was investigated by comparing
predictions with the results of four listening experiments. The measure was
shown to predict the effect of Ideal Time Frequency Segregation (ITFS), with
an accuracy similar to that of the original STOI measure. The measure was
also shown to predict the effect of binaural advantage, in case of masking
by a single point noise source, with an accuracy similar to that of two exist-
ing binaural methods. Furthermore, the measure was shown to accurately
predict the effect of simultaneous binaural advantage and ITFS. Lastly, the
measure was shown to predict well the effect of beamforming, in conditions
with multiple interferers. The measure, however, showed some discrepancies
when comparing between different conditions with multiple interferers. A
detailed investigation of this issue is left for future work. The broad domain
in which the measure is applicable calls for further investigation of perfor-
mance in different conditions, e.g. different types of processing/distortion,
different types of interference and different acoustical conditions. Finally,
with respect to the particular application of hearing aid signal processing,
future work could be directed towards incorporating a hearing loss model
into the DBSTOI measure.

A Appendix A

We derive an expression for the expectation of xᵀq,myq,m under the gaussian
random variables, ∆γ and ∆τ, introduced in the EC stage. We make the
assumption that all energy in each third octave band is contained at the center
frequency. From (D.9), we obtain:

E∆
[
xᵀq,myq,m

]
≈

E∆

[
e2β+2∆βx(l)ᵀq,m y(l)

q,m + e−2β−2∆βx(r)ᵀq,m y(r)
q,m

+ x(l)ᵀq,m y(r)
q,m + x(r)ᵀq,m y(l)

q,m

− 2(eβ+∆βx(l)ᵀq,m + e−β−∆βx(r)ᵀq,m )Re
[
e−jωq(τ+∆τ)y(c)

q,m

]
− 2Re

[
e−jωq(τ+∆τ)x(c)ᵀq,m

]
(eβ+∆βy(l)

q,m + e−β−∆βy(r)
q,m)

+ 4Re
[
e−jωq(τ+∆τ)x(c)ᵀq,m

]
Re
[
e−jωq(τ+∆τ)y(c)

q,m

]]
, (D.22)
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where β is given by (D.13) and:

∆β =
ln(10)

20
∆γ. (D.23)

Because the expectation operator is linear we may evaluate the terms of (D.22)
independently. Furthermore, since ∆β is zero-mean normally distributed
with variance σ2

∆β, we have:

E∆[eβ+∆β] = eβE∆[e∆β] = eβeσ2
∆β/2,

E∆[e−β−∆β] = e−βE∆[e−∆β] = e−βeσ2
∆β/2,

E∆[e2β+2∆β] = e2βE∆[e2∆β] = e2βe2σ2
∆β ,

E∆[e−2β−2∆β] = e−2βE∆[e−2∆β] = e−2βe2σ2
∆β . (D.24)

Using the above allows for computing the expectation of terms 1–4 in (D.22).
For terms 5–6, we may make use of the fact that:

E∆[ f (∆β)g(∆τ)] = E∆[ f (∆β)]E∆[g(∆τ)],

because ∆β and ∆τ are statistically independent (where f , g : C→ C are any
functions). Furthermore, we note that Re[ab] = Re[a]Re[b] − Im[a]Im[b] for
any a, b ∈ C. This allows us to write:

Re
[
e−jωq(τ+∆τ)x(c)q,m

]
= Re

[
e−jωq∆τ

]
Re
[
e−jωqτx(c)q,m

]
− Im

[
e−jωq∆τ

]
Im
[
e−jωqτx(c)q,m

]
. (D.25)

By (D.24) and by symmetry, respectively, we have:

E∆

[
Re
[
e−jωq∆τ

]]
= e−ω2

q σ2
∆τ/2,

E∆

[
Im
[
e−jωq∆τ

]]
= 0, (D.26)

which in turn leads to:

E∆

[
Re
[
e−jωq(τ+∆τ)x(c)q,m

]]
= e−ω2

q σ2
∆τ/2Re

[
e−jωqτx(c)q,m

]
. (D.27)

To evaluate the last term in (D.22), we note that:

Re [a]Re [b] =
1
2
(Re [ab] + Re [a∗b]) ,

where a, b ∈ C and ∗ represents complex conjugation:

E∆

[
4Re

[
e−jωq(τ+∆τ)x(c)ᵀq,m

]
Re
[
e−jωq(τ+∆τ)y(c)

q,m

]]
=

2
(

E∆

[
Re
[
e−j2ωq(τ+∆τ)x(c)ᵀq,m y(c)

q,m

]]
+ Re

[
x(c)Hq,m y(c)

q,m

])
=

2
(

e−2ω2
q σ2

∆τ Re
[
e−j2ωqτx(c)ᵀq,m y(c)

q,m

]
+ Re

[
x(c)Hq,m y(c)

q,m

])
, (D.28)
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where (·)H denotes the conjugate transpose. By inserting (D.24), (D.27) and
(D.28) into (D.22) (with appropriate substitution of variables), one reaches
(D.12) as desired.
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1. Introduction

Abstract

We propose a non-intrusive intelligibility measure for noisy and non-linearly pro-
cessed speech, i.e. a measure which can predict intelligibility from a degraded speech
signal without requiring a clean reference signal. The proposed measure is based
on the Short-Time Objective Intelligibility (STOI) measure. In particular, the non-
intrusive STOI measure estimates clean signal amplitude envelopes from the de-
graded signal. Subsequently, the STOI measure is evaluated by use of the envelopes
of the degraded signal and the estimated clean envelopes. The performance of the
proposed measure is evaluated on a dataset including speech in different noise types,
processed with binary masks. The measure is shown to predict intelligibility well in
all tested conditions, with the exception of those including a single competing speaker.
While the measure does not perform as well as the original (intrusive) STOI measure,
it is shown to outperform existing non-intrusive measures.

1 Introduction

In recent years, Speech Intelligibility Prediction (SIP) has been investigated
with great interest due to its potential as a tool in optimizing speech in-
telligibility across a wide range of applications, including e.g. architectural
acoustics [1], telecommunications [2], and hearing aid signal processing [3–5].
Much of the recent work in the field is based on the classical methods: the
Speech Intelligibility Index (SII) [6, 7] and the Speech Transmission Index
(STI) [8, 9]. This has led to methods such as the Extended SII (ESII) [10, 11],
the Coherence SII (CSII) [12] and the Binaural Speech Intelligibility Mea-
sure (BSIM) [13, 14]. Recently, the physiologically founded multi-resolution
sEPSM (mr-sEPSM) [15] has received attention for its ability to predict in-
telligibility of speech in reverberation and modulated noise. Another recent
method, the Short-Time Objective Intelligibility (STOI) measure [16], has be-
come popular within the signal processing community because of its sim-
plicity and proven ability to predict the impact of various speech processing
algorithms [2, 5, 17]. Several variations of the STOI measure with specialized
properties have been proposed [3, 18, 19].

The mentioned methods require access to a clean reference signal in ad-
dition to either the masker signal or the degraded speech signal. These are
referred to as intrusive methods, because of their dependence on a clean
reference signal. In some situations, intrusive methods cannot be applied
because the clean reference signal is unknown or poorly defined, e.g. when
attempting to predict the intelligibility of an unknown speech signal on a
signal processing device in realtime.

The above concern has led to research into non-intrusive SIP. One such
method is the Speech to Reverberation Modulation energy Ratio (SRMR) [20]
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which aims to predict the intelligibility of reverberated speech from the ra-
tio between low and high modulation frequency energy. The SRMR has
been shown to outperform a number of existing measures [20]. While orig-
inally formulated to predict the intelligibility of reverberant signals, the au-
thors have later used the measure successfully to predict the intelligibility of
noisy and processed signals [5]. A similar measure, the average modulation-
spectrum area (ModA) [21], aims to predict the intelligibility of reverberated
speech from the area of the modulation spectrum. This measure has been
shown to compare favorably to other non-intrusive methods across a range
of conditions spanning reverberation, additive noise, and distortion [5].

Another means to obtain non-intrusive SIP methods, is to estimate the
output of existing intrusive methods, without using a clean reference signal.
This can be done using machine learning, or by using noise reduction to es-
timate the clean signal from the degraded one. For instance, [22] uses a twin
Hidden Markov Model (HMM) to estimate the STOI measure, while [23] uses
tree based regression to predict both the STOI and PESQ [24] measures. A
semi-non-intrusive method for hearing aids, using beamforming to estimate
the clean signal, is proposed in [4] .

In the present paper we propose a fully non-intrusive version of the STOI
measure. The proposed measure estimates envelopes of the clean reference
signal from the degraded signal by use of a statistical clean speech model.
The measure requires training with clean speech, but does not require train-
ing with particular interferer- or processing types. The remainder of the
paper progresses as follows: Sec. 2 describes the proposed measure, Sec. 3
evaluates the measure and compares it to a number of existing intelligibility
measures, and Sec. 4 concludes upon the presented findings.

2 The NI-STOI Measure

We describe the proposed Non-Intrusive STOI (NI-STOI) measure, which is
similar to the original (intrusive) STOI measure [16]. The STOI measure as-
sumes intelligibility to be related to the correlation between clean and de-
graded 1/3-octave band amplitude envelopes. However, as we do not as-
sume a clean reference signal to be available, we estimate the clean speech
envelopes from the degraded speech envelopes. This is done by use of a sta-
tistical model of clean speech. An overview of the NI-STOI measure is given
in Fig. E.1.

2.1 Generating a Clean Speech Model

To distinguish between speech and noise/distortion, we generate a modula-
tion domain model of clean speech. This model is generated on the basis of a
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long clean speech signal, xc(t), i.e. long enough to be considered representa-
tive of speech in general. Silent parts of the signal are removed with a Voice
Activity Detector (VAD), and the signal is resampled to 10 kHz, as for the
original STOI measure [16]. The resulting signal is Time-Frequency (TF) de-
composed with a short time Discrete Fourier Transformation (DFT) as spec-
ified in [16]. Let x̂c(k, m) ∈ C denote the kth DFT-coefficient of the mth
window.

We then extract J = 15 1/3-octave band envelopes from the TF-decompo-
sed signal as follows [16]:

Xc
j (m) =

√√√√k2(j)

∑
k1(j)
|x̂c(k, m)|2, (E.1)

where k1(j) and k2(j) are the lower and upper bounds of the jth 1/3-octave
band. The resulting envelope samples are arranged in vectors of N = 30
samples:

xc
j,m =

[
Xc

j (m− N + 1), . . . , Xc
j (m)

]T
, (E.2)

which are normalized to have zero mean and unit norm:

x̃c
j,m =

xc
j,m − 1µxc

j,m

||xc
j,m||

, (E.3)

where µ(·) denotes the mean of entries in a vector and 1 is a vector of ones.
Let x̂c

j,m denote the DFT of x̃c
j,m, i.e. the modulation domain representation

of the signal. We then stack modulation domain representations for all fre-
quency bands into one vector:

X̂c
m =

[
x̂c T

1,m, . . . , x̂c T
J,m

]T
∈ RJN×1. (E.4)

The transition from (E.2) to (E.4) is illustrated on Fig. E.1 by the blocks ”fft(·)”
and ”Stack bands”. We use the resulting vectors to estimate an amplitude
covariance matrix for all modulation frequencies across all frequency bands:

C =
1
M

M+N−1

∑
m=N

|X̂c
m| |X̂c

m|T , (E.5)

where M is the number of frames, and | · | denotes the absolute value which
is evaluated on an entry-wise basis for vectors. As we show in Sec 3, ma-
trix C can be approximated well by a low rank matrix. This property can be
used to distinguish between speech and non-speech components of degraded
speech envelopes. We compute the eigenvalue decomposition of C, resulting
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in a descending sequence of eigenvalues, λ1, λ2, . . . , λJN , and corresponding
eigenvectors, v1, v2, . . . , vJN . In the following section we use the principal
components, v1, . . . , vK, with 1 ≤ K ≤ JN, to estimate the envelopes of the
unknown clean reference signal.

2.2 Computing the NI-STOI Measure

We now describe the computation of the proposed NI-STOI measure. This
is done as for the original STOI measure [16], except that the clean envelope
samples are estimated from the degraded ones, because only the degraded
signal, y(t), is assumed known. Silent regions of the signals are removed,
by use of the same VAD as for the original STOI measure. While this does
make use of the clean reference signal, x(t) it ensures comparability with the
original STOI measure. Then, the degraded signal is resampled to 10 kHz.
At this stage we add a faint noise signal, shaped such that the energy in each
1/3-octave band corresponds to the average hearing threshold in quiet [25]
(similar to what is done in e.g. [13]). This has shown necessary in conditions
where aggressive speech processing renders the presented signal almost in-
audible. The noise has little impact on predictions at normal speech levels.
A TF decomposition, carried out as described in Sec. 2.1, results in DFT co-
efficients of the degraded signal, ŷ(k, m). Using these, we define envelope
samples, Yj(m), similar to (E.1), normalized envelope vectors, ỹj,m, similar
to (E.3), and modulation domain vectors, Ŷm, similar to (E.4). We then con-
struct an estimate of the corresponding clean signal modulation vector, X̂m, by
assuming: 1) the phase of X̂m is the same as the phase of Ŷm, and 2) the mag-
nitude of X̂m can be approximated by projecting the magnitude of Ŷm into
the space spanned by the K clean signal principal components, v1, . . . , vK,
found in Sec. 2.1. These assumptions lead to the following estimate of X̂m:

¯̂Xm = ej]Ŷm �
K

∑
k=1

vkvT
k |Ŷm|, (E.6)

where ej]Ŷm is a vector in which all entries have the same phase as Ŷm, but
unit magnitude, while � denotes entry-wise multiplication (Hadamard prod-
uct). The resulting estimate is split into J vectors, ¯̂x1,m, . . . , ¯̂xJ,m, of length N,
corresponding to the inverse of the operation described in (E.4). By comput-
ing the DFT of these vectors, we obtain estimates, x̄1,m, . . . , x̄J,m, of the clean
signal envelopes. From this point, we can compute the (intrusive) STOI mea-
sure, using the estimated clean speech envelopes in place of the true ones.
To do this, we compute the correlation between the (estimated) clean and
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degraded envelopes [16]1:

dj,m =

(
x̄j,m − 1µx̄j,m

)T (
yj,m − 1µyj,m

)
||x̄j,m − 1µx̄j,m ||||yj,m − 1µyj,m ||

. (E.7)

The NI-STOI measure is then computed, as described in [16], as the average
normalized correlation between clean and degraded envelopes:

NI-STOI =
1

JM ∑
j,m

dj,m. (E.8)

In order to carry out direct predictions of intelligibility, in terms of a per-
centage of correctly answered words, the output of the NI-STOI measure is
transformed with a logistic function [16]:

s̄(x) =
100%

1 + eax+b , (E.9)

where x is the input NI-STOI measure and s̄ is the estimated intelligibility
in percent. The coefficients a and b are fitted to available data by maximum
likelihood (as described in [27]).

3 Results and Discussion

In this section we first show results from the training of a number of clean
speech models. We then evaluate the proposed non-intrusive intelligibility
measure by using it to predict the results of a listening experiment.

3.1 Clean Speech Models

To investigate the dependence on clean speech material, we train clean speech
models as described in Sec. 2.1, using three different sources of clean speech:
1) all the sentences from the Dantale II corpus [28], 2) all sentences with
female speakers from the TIMIT training corpus [29], 3) all sentences, male
and female speakers, from the TIMIT training corpus.

Fig. E.2 shows the cumulative sum of descending eigenvalues for the three
models. For all three models, the majority of the energy in the modulation
magnitude spectra can be accounted for by a single principal component.
This can be seen as an indication that the modulation domain representation

1The original STOI measure includes a clipping stage which serves to limit the extent to
which a single frame can be detrimental to overall predicted intelligibility, in cases where there
is very little, or negative, correlation between the clean and degraded envelopes. We have chosen
not to include this stage in the NI-STOI measure. The removal of the clipping mechanism has
previously been shown not to decrease performance markedly [3, 26].
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Fig. E.2: The normalized cumulative sum of eigenvalues of C when generated with each of the
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axis denotes the 15 1/3-octave bands, while the l-axis denotes the 30 modulation frequency bins
resulting from the DFT of an envelope vector. Note that the plots are symmetric on the l-axis.

is a strong starting point for low dimensional representations of speech. Con-
trarily, it should be noted that this representation includes neither the phase
of the speech signal nor the phase of the envelopes, and therefore cannot be
used to reconstruct the original speech signal. Fig. E.3 shows the first six prin-
cipal components, obtained by training with the Dantale II speech material.
Here, the first component, v1, is most important, as it codes for the majority
of the modulation energy. The shape of this component indicates that most of
the modulation energy is contained at low modulation frequencies (i.e. less
than 10 Hz). This fits well with the rationale of the SRMR measure which
considers low frequency modulations to be carriers of speech information.
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Fig. E.4: Prediction performance in terms of RMSE, of NI-STOI, vs., K, for each of the three clean
speech models. The conditions with café noise were excluded in this analysis. See the text for
details.

3.2 Experimental Data

To evaluate the performance of the proposed measure, we use it on a set
of data [30] which was also used for evaluating the original STOI mea-
sure [16]. Intelligibility was measured for 15 normal hearing subjects, us-
ing the Dantale II sentence material [28]. Four types of noise was used:
bottling factory hall noise, café noise, car noise, and Speech Shaped Noise
(SSN), each presented at three different Signal to Noise Ratios (SNRs). The
noisy signals were processed with Ideal Binary Masks (IBMs) and Target Bi-
nary Masks (TBMs) at eight different Relative Criterion (RC) values2 [30].
Two sentences were presented with each combination of the above for a to-
tal of 15 subjects × 7 noise/mask combinations × 8 RC values × 3 SNRs ×
2 repetitions = 5040 sentences. The dataset is described in detail in [30].

3.3 Predictions

We first consider the overall performance of the NI-STOI measure, and its
dependency on the number of principal components, K, and the clean speech
material used for training. The conditions with café noise are not included in
this analysis, for reasons which are discussed later. Fig. E.4 shows the Root-
Mean-Square Error (RMSE) of predictions versus K. The best performance is
obtained with the Dantale II speech model. This indicates that, in spite of the
simplicity of the applied speech model, some degree of talker specific mod-
eling can occur. Contrarily, the TIMIT-based speech models perform about
equally well. This suggests that the models do not capture gender specific
effects. This may be due to the absence of pitch information in the speech
representation. With regards to the number of principal components, K, there

2The RC value is an algorithm parameter which determines the density of the computed
binary mask. See [30] for details.
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Pearson
correlation

RMSE Kendall’s τ

STOI [16] 0.958 9.5% 0.824

÷
ca

fé

NI-STOI (Dantale II) 0.907 13.9% 0.777
NI-STOI (TIMIT F) 0.897 14.6% 0.764
NI-STOI (TIMIT M+F) 0.897 14.6% 0.768
SRMR [20] 0.311 42.0% 0.207
SRMR-norm [31] 0.550 31.6% 0.388
STOI [16] 0.959 9.4% 0.822

A
ll

co
nd

s.NI-STOI (Dantale II) 0.711 25.2% 0.529
NI-STOI (TIMIT F) 0.704 25.4% 0.516
NI-STOI (TIMIT M+F) 0.702 25.5% 0.513
SRMR [20] 0.237 45.2% 0.036
SRMR-norm [31] 0.394 38.6% 0.156

Table E.1: Comparison of intelligibility measures with and without café noise. In both cases,
the logistic mapping function was fitted without café noise. The NI-STOI measure was used
with K = 1.

is a clear tendency that more components lead to poorer performance. While
performance is relatively constant for K between one and ten, the best per-
formance is obtained for K = 1. This corresponds well with the observation,
supported by Fig. E.2, that most of the modulation energy is captured by
a single principal component. Adding more components adds rather little
clean speech information, but may let more noise and distortion into the
clean envelope estimate.

Fig. E.5 shows NI-STOI predictions for the individual conditions. Again,
the logistic mapping function was fitted without the café noise conditions.
The figure indicates a good overall fit between predictions and measure-
ments. Large deviations are seen for the conditions with café noise at low
RC-values (corresponding to little or no processing), where intelligibility is
predicted to be very high, while in fact it is rather low. It should be noted
that the café noise consists mainly of a single interfering female talker. Since
the NI-STOI measure is non-intrusive, it has no means of determining which
speaker is the target one (assuming that the clean speech model is not talker
specific). Therefore, one can argue that any non-intrusive SIP method is
bound to fail in such a condition, unless supplied with additional informa-
tion about which speaker is the target one. This also explains why the overall
quality of the logistic mapping can be increased by excluding the café noise
conditions during fitting.

In Table E.1, we evaluate the proposed measure against a number of ex-
isting measures. Being intrusive, the STOI measure outperforms the NI-STOI
measure in all cases. However, when excluding the café noise conditions,
the NI-STOI performance comes somewhat close to that of the STOI mea-
sure. There are no major differences between the results for the three differ-
ent clean speech models. We also compare to two variations of the SRMR

150



4. Conclusions

measure which the authors have kindly made available to the public: 1) the
original SRMR measure [20], and 2) a later version of the measure which has
been improved with the aim of lowering the output variability [31]. While
these measures are mainly aimed at predicting intelligibility of reverber-
ated speech, they have been successfully applied for noisy and processed
speech [5]. As shown in Table E.1, the improved SRMR measure outperforms
the original one, especially when the café noise conditions are excluded.
However, the NI-STOI measure also consistently outperforms both measures.
The higher performance of the NI-STOI measure is especially pronounced in
the absence of the café noise conditions. This result should, however, be
viewed in the light of the fact that the NI-STOI measure is trained with clean
speech material, while the SRMR measure is not trained or fitted in any man-
ner (except for the logistic mapping, (E.9)).

4 Conclusions

We have proposed a non-intrusive intelligibility measure based on the Short-
Time Objective Intelligibility (STOI) measure. Similar to the original STOI
measure, the proposed measure is aimed at predicting the intelligibility of
noisy and non-linearly processed speech. The model estimates unknown
clean speech envelopes from degraded envelopes, by use of a clean speech
model. The performance of the proposed measure was evaluated with a
dataset consisting of speech in different types of noise processed with binary
masks. This indicated that the proposed measure performs better than an ex-
isting non-intrusive measure, but not as good as the original (intrusive) STOI
measure.
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1. Introduction

Abstract

Speech intelligibility prediction methods are popular tools within the speech pro-
cessing community for objective evaluation of speech intelligibility of e.g. enhanced
speech. The Short-Time Objective Intelligibility (STOI) measure has become highly
used due to its simplicity and high prediction accuracy. In this paper we investigate
the use of Band Importance Functions (BIFs) in the STOI measure, i.e. of unequally
weighting the contribution of speech information from each frequency band. We do
so by fitting BIFs to several datasets of measured intelligibility, and cross evaluat-
ing the prediction performance. Our findings indicate that it is possible to improve
prediction performance in specific situations. However, it has not been possible to
find BIFs which systematically improve prediction performance beyond the data used
for fitting. In other words, we find no evidence that the performance of the STOI
measure can be improved considerably by extending it with a non-uniform BIF.

1 Introduction

Speech Intelligibility Prediction (SIP) methods are increasingly being used by
the speech processing community in lieu of time consuming and expensive
listening experiments. Such methods can provide quick and inexpensive esti-
mates of speech intelligibility in conditions where speech is subjected to e.g.
additive noise, reverberation, distortion or speech enhancement. An early SIP
method is the Articulation Index (AI) [1] which was proposed for the pur-
pose of evaluating the intelligibility of speech transmitted via telephone. A
more recent, improved and standardized, version of the AI is known as the
Speech Intelligibility Index (SII) [2]. Further modifications of the SII have
been proposed with aims of handling e.g. fluctuating masker signals [3, 4],
non-linearly distorted speech [5], and binaural signals [6, 7]. More recently,
the multi-resolution sEPSM (mr-sEPSM) has received attention for its physi-
ological basis and its ability to predict intelligibility accurately across a wide
range of conditions including reverberation, fluctuating maskers, and noise
suppression [8]. The Short-Time Objective Intelligibility (STOI) [9] measure
has recently gained popularity in the speech processing community. While
the measure is simple and easy to use, it has also proven to predict intelli-
gibility accurately in many conditions including e.g. additive noise, speech
enhancement [9, 10], distortion from transmission via telephone [11], and
hearing impairment [12]. Several variations of the STOI measure with vari-
ous purposes and properties have recently been proposed [13–16].

All of the above mentioned methods are roughly characterized by the
same procedure: 1) split the involved speech signal into narrow frequency
bands with a filterbank, thus mimicking the frequency selectivity of the basi-
lar membrane, 2) estimate the amount of speech information conveyed in
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each frequency band, and 3) sum the information from all frequency bands,
using some relative weighting that reflects how speech information is dis-
tributed across frequency. The frequency weighting function used in the third
step is often termed a Band Importance Function (BIF). A BIF for the AI is
determined in [1] by use of a graphical procedure, based on measured intelli-
gibility of Highpass (HP) and Lowpass (LP) filtered noisy speech. Such BIFs
are also used in the more recent SII [2]. The use of these has since spread
to other SIP methods which are based on the SII [3–7]. The advent of mod-
ern computing has allowed fitting of BIFs, such as to maximize prediction
accuracy for particular datsets of measured intelligibility [17]. Lastly, some
authors have proposed SIP methods which use signal dependent BIFs, which
are computed such as to reflect the instantaneous information distribution of
speech across frequency [14, 18].

The STOI measure distances itself from other measures by being designed
with a strong focus on simplicity, and therefore does not include any BIFs [9].
Instead, the STOI measure uniformly averages contributions from 15 one-
third octave bands. The designers of the STOI measure [9] made this deci-
sion purely with the aim of simplicity, and do not report the effect of this
decision (with the exception of noting that the resulting measure has a high
performance, in spite of the uniform BIF). However, given the importance
of BIFs assumed by other SIP methods, it appears likely that the performance
of the STOI measure can be improved by extending it with a suitable BIF.

In this paper we investigate the effect of extending the STOI measure with
fitted BIFs. In Sec. 2 we describe the STOI measure, including the modifica-
tion of including BIFs, and following a similar approach given in [17], we
describe how BIFs are fitted such as to minimize the prediction error for
datasets of measured intelligibility. In Sec. 3 we describe the two datasets
of measured intelligibility which we use for fitting BIFs. These datasets are
further divided into different subsets. In Sec. 4 we investigate fitted BIFs for
the different subsets of measured intelligibility. Sec. 5 concludes upon our
findings.

2 Methods

In this Section we outline the concepts we apply in investigating the use
of BIFs together with the STOI measure.

2.1 The STOI Measure

The STOI measure estimates the intelligibility of a degraded speech sig-
nal, y(t), by comparing it to a clean reference signal, x(t). Both signals are
resampled to 10 kHz and silent regions are removed by use of an ideal
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Voice Activity Detector (VAD) [9]. The signals are Time-Frequency (TF) de-
composed by use of a short time Discrete Fourier Transformation (DFT) (see
details in [9]). Let the degraded signal DFT coefficient of the kth frequency
bin and the mth frame be denoted ŷ(k, m), and the corresponding clean sig-
nal DFT coefficient be denoted by x̂(k, m). Envelopes for each of J = 15
one-third octave bands are extracted from the DFT coefficients [9]:

Xj(m) =

√√√√ k2(j)

∑
k=k1(j)

|x̂(k, m)|2, (F.1)

where k1(j) and k2(j) denotes, respectively, the lower and upper bounds of
the jth one-third octave band. The one-third octave bands have center fre-
quencies from 150 Hz and upwards in one-third octave steps. Corresponding
envelope samples, Yj(m), are defined for the degraded signal. The resulting
envelope samples are arranged in vectors of N = 30 samples [9]:

xj,m =
[
Xj(m− N + 1), . . . , Xj(m)

]T . (F.2)

Corresponding vectors, yj,m are defined for the degraded signal. We define
a normalized and clipped version of yj,m, such as to minimize the sensitivity
of the method to severely degraded TF-units [9]:

ȳj,m(n) = min

(
||xj,m||
||yj,m||

yj,m(n), (1 + 10−β/20dB)xj,m(n)

)
, (F.3)

for n = 1, . . . , N, where β = 15 dB is a lower bound on signal-to-distortion-
ratio [9]. The resulting short-time envelope vectors, xj,m and ȳj,m are used to
define intermediate correlation coefficients [9]:

dj,m =

(
xj,m − 1µxj,m

)T (
ȳj,m − 1µȳj,m

)
||xj,m − 1µxj,m || ||ȳj,m − 1µȳj,m ||

, (F.4)

where 1 is a vector of ones, and µ(·) denotes the sample mean of a vector.
The STOI measure is then obtained as the average of dj,m across all values
of j and m [9]. This implies a uniform weighting (BIF) for all one-third octave
bands j. In this paper, to allow for different BIFs, we instead define bandwise
average correlations:

d̃j =
1
M ∑

m
dj,m, (F.5)

where M is the number of time frames. These are averaged with the BIF w =
[w1, . . . , wJ ]

T , to obtain the final frequency weighted STOI score:

s =
J

∑
j=1

wjd̃j, (F.6)
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where wj ≥ 0 for j = 1, . . . , J and ∑J
j=1 wj = 1.

The resulting STOI score is a number in the range from 0 to 1, where a
higher STOI score indicates higher intelligibility (e.g. percentage of words
understood correctly). In order to transform the STOI score into a direct
estimate of intelligibility in %, a logistic mapping is applied [9]:

f (s; a, b) =
100%

1 + exp(as + b)
, (F.7)

where a and b are fitted such as to maximize prediction accuracy on a well-
defined dataset of measured intelligibility.

2.2 Fitting of Band Importance Functions

We now turn to the determination of the BIF, w. We determine this, such as
to minimize the prediction error in terms of Root-Mean-Square Error (RMSE).
This is heavily inspired by the approach taken in [17] (which fits RMSE op-
timal weights for the SII). Specifically, we assume that speech intelligibility
has been measured in L conditions (e.g. different types of reverberation, dis-
tortion or processing at different Signal to Noise Ratios (SNRs)), and is given
by p(l), l = 1 . . . , L , where 0% ≤ p(l) ≤ 100% is the average fraction of
correctly repeated words. We furthermore assume that samples of clean and
degraded speech are available for each condition, such that we may compute
bandwise average correlations, d̃j(1), . . . , d̃j(L), with j = 1, . . . , J, for each
condition, using (F.5). For a given BIF, w, we can compute a weighted STOI
score for each condition, by (F.6). We can further transform this score into a
direct prediction of intelligibility by (F.7). The RMSE of this prediction can
be written as:

RMSE(w, a, b) =

√√√√ 1
L

L

∑
l=1

(
p(l)− f

(
J

∑
j=1

wjd̃j(l); a, b

))2

. (F.8)

We jointly determine a, b and w such as to minimize the RMSE, as given
by (F.8):

minimize
a,b,w

RMSE(w, a, b)

subject to
J

∑
j=1

wj = 1 and wj > 0, j = 1, . . . , J.
(F.9)

This optimization problem is non-convex and we are not aware of a method
to solve it analytically. Instead, we apply the MATLAB Optimization Toolbox
to numerically find solutions which are locally optimal.
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3 Experimental Data

We use two datasets of measured intelligibility to investigate the fitting of
BIFs according to (F.9), and to compare the resulting prediction performance
with that of the original STOI measure.

3.1 The ”Kjm” dataset

The first dataset was used in the initial evaluation of the STOI measure [9] and
is described in detail in [19]. For this dataset, intelligibility was measured for
15 normal hearing Danish subjects using the Dantale II corpus [20]. Measure-
ments were carried out for 1) four noise types: Speech Shaped Noise (SSN),
café noise, bottling factory noise and car noise 2) processing by two types of
binary masks, Ideal Binary Masks (IBMs) and Target Binary Masks (TBMs),
3) eight different threshold values for binary mask generation and 4) three
different SNRs. Since IBMs and TBMs are identical for SSN, there are only
seven combinations of noise types and binary masks. The three SNRs were
chosen individually for each noise type. Intelligibility was measured for a
total of: 15 subjects× 7 noise/mask combinations× 8 RC values× 3 SNRs×
2 repetitions× 5 words/sentence = 25200 words. By averaging performance
across subjects, repetitions and words, we obtain measured intelligibility
for 168 conditions. The authors of [19] have kindly supplied both clean and
degraded audio files for the conditions.

For this study, the data is divided into eight subsets such as to investigate
the BIFs arising from fitting to different types of data. Firstly, the dataset
is divided into four subsets depending on noise type. Secondly, the dataset
is divided according to the three SNR conditions (low, medium and high).
Lastly, one subset is defined to include all the data. We refer to these subsets
with the label ”Kjm”.

3.2 The ”S&S” dataset

The second dataset [21] was collected in an effort to derive BIFs for the AI.
Speech intelligibility was measured for 8 normal hearing subjects using a
recording of the CID W-22 word lists. Measurements were carried out for
1) HP and LP filtered speech masked by SSN, 2) 21 filter cutoff frequencies
and 3) 10 different SNRs. SNRs were uniformly spaced in 2 dB intervals
between -10 and +8 dB. In total, this amounts to 2 filter types (HP/LP) ×
21 cutoff frequencies× 10 SNRs = 420 conditions. However, some conditions
were skipped because intelligibility was almost zero, and therefore only 308
conditions were measured [21]. The results are shown in Fig. F.1.

It has not been possible to obtain either clean or degraded speech for the
conditions of this experiment. Nor has it been possible to obtain recordings of
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Fig. F.1: Replotted experimental results, as reported in tables 2–3 of [21]. The top plot shows
measured intelligibility of HP filtered noisy speech versus cutoff frequency. Each line represents
measurements at a particular SNR. The bottom plot shows the same type of results for LP
filtering.

the CID W-22 word lists. We therefore recreated similar stimuli as accurately
as possible, in order to allow for computing STOI scores. To this end, 150
random sentences were selected from the TIMIT database [22] and concate-
nated. Both HP and LP filtering was carried out using 512th order linear
phase Finite Impulse Response (FIR) filters, designed using the windowing
method. SSN was generated by filtering white noise such as to have the same
long time spectrum as the TIMIT sentences. The concatenated, non-filtered,
TIMIT sentences were used as a clean reference signal, (x(t)), while filtered
speech, mixed with SSN, was used as degraded speech (y(t)). The SNR is
defined to be the energy ratio of speech and noise before filtering the speech
(as in [21]).

We define three divisions of this dataset: 1) the conditions with HP filter-
ing, 2) the conditions with LP filtering, and 3) all the data. We refer to these
subsets with the label ”S&S”. We also define one set of data, ”Kjm+S&S”,
which includes all data from both experiments.

3.3 ANSI SII- and Uniform BIFs

In addition to BIFs fitted with (F.9), we include two additional BIFs: 1) The
BIF specified for use with the SII in Table 3 of [2]. Linear interpolation
was used to determine a BIF for the exact center frequencies of the one-
third octave bands of the STOI measure. This BIF, shown in Fig. F.2, places
increased weight on the higher frequency bands, as compared to the uni-
form BIF. 2) A uniform BIF, as used in the original STOI measure [9],
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including data for both experiments, as well as two non-fitted standard BIFs. The scaling of the
vertical axes is the same for all BIFs.

i.e. wj = 1/J, j = 1, . . . , J.

4 Results and Discussion

BIFs were fitted to the defined subsets of data by finding local minima
for (F.9), using the fminsearch-solver in the MATLAB Optimization Tool-
box1. The resulting BIFs are shown in Fig. F.2. Most strikingly, all BIFs
fitted to subsets of the ”Kjm”-data place the majority of the weight on few
frequency bands. The heavily weighted bands are not the same across
the BIFs (except for band 7, which is consistently weighted strongly by all
”Kjm”-BIFs except the one fitted to the SSN conditions). Such solutions
could indicate some degree of overfitting, and it should be remarked that
the smaller subsets of the ”Kjm”-data involve only 24, 48 or 56 data points,
to which 17 parameters are fitted (i.e. a, b and w ∈ R15×1). However, the
full set of all 168 data points of the ”Kjm”-data results in a BIF with similar

1The default solver was initialized 100 times with random starting values, and the best solu-
tion across these was used.
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properties. It should also be noted that while the BIFs place most weight
on a few bands, these few bands are generally spread out across the entire
frequency range. Another explanation of the sparse BIFs could therefore
be that the values of d̃j are highly correlated for adjacent bands, and thus
supply redundant information. It is possible that smoother BIFs can be
obtained by adding some form of regularization to (F.9).

The BIFs fitted to the subsets of the ”S&S”-data appear much smoother
than those fitted to the ”Kjm”-data. At the same time, the ”S&S”-BIFs are
similar to one-another. Especially the BIFs fitted to the ”S&S LP”- and the
”S&S LP+HP”-subsets show some similarity to the SII BIF, by weighting the
higher frequency bands slightly higher than the lower ones. The joint set of
data from both experiments, ”Kjm+S&S”, leads to a BIF which is quite similar
to the one fitted to the ”S&S HP+LP”-data. This could indicate that the RMSE
of the ”S&S”-data is more sensitive to differences in BIFs, and that this dataset
therefore ends up having the most influence on the optimal BIF. This is not
surprising, as the ”S&S”-data is designed specifically with the purpose of
containing as much information as possible about which frequency bands
are important to speech intelligibility (i.e. to facilitate the derivation of BIFs).

We evaluate the performance of all 14 BIFs on all 12 subsets of data, using
two different performance metrics: 1) RMSE, and 2) Kendall’s tau. The results
are shown in color-coded tables in Fig. F.3.

We first consider performance in terms of RMSE, as given by the top plot
of Fig. F.3. Each fitted BIF is optimized to minimize the RMSE on one par-
ticular dataset. This is seen in Fig. F.3 as a diagonal with high performance,
projecting from the lower left corner. It can be noted that BIFs fitted on one
subset of the ”Kjm”-data often leads to a low RMSE when used on another
subset of the ”Kjm”-data, with some exceptions. This contradicts the notion
of overfitting being a major problem with the small subsets of the ”Kjm”-
data. A similar observation holds for the ”S&S”-data, where rather good
performance is obtained regardless of which BIF is evaluated for what subset
of data. In general it appears that lower RMSE can be obtained on the ”S&S”-
data, which suggests that this dataset contains either less statistical variation
or less varied combinations of noise and processing. When using BIFs fitted
to the ”Kjm”-data for predictions of the ”S&S”-data, and vice versa, perfor-
mance is mostly low. This suggests some fundamental difference between the
two datasets, caused e.g. by differences in target speech material. However,
the combined ”Kjm+S&S”-BIF manages to obtain good performance across
all subsets of both sets of data. The uniform- and SII BIFs also obtain de-
cent performance across most conditions, especially when considering that
these are not fitted to any of the available data. With the exception of the
”Kjm+S&S”-BIF, the uniform BIF, as used in the original STOI measure, has
the smallest maximum RMSE (i.e. the highest number of the row: 14.3%).
However, RMSE measured on all the available data combined, as shown in
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Fig. F.3: Cross evaluation of all the BIFs with the 12 defined subsets of data. Each row shows the
performance for one BIF, when evaluated on the different subsets of data. Each column shows
the performance of the different BIFs when evaluated for one particular data subset. The top
plot shows RMSE in % and the bottom plot shows Kendall’s tau. Red colors indicate poorer than
average performance and green colors indicate better than average performance.
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the rightmost column, is lowest for the ”Kjm+S&S”-BIF, by a considerable
margin. All BIFs fitted on the ”Kjm”-data lead to quite poor performance
when evaluated for the combined data, while the ”S&S”-BIFs lead to much
better performance. This should be viewed in light of the fact that the ”S&S”-
dataset is almost twice as big as the ”Kjm”-dataset and therefore weighs more
in the combined performance evaluation.

One can argue that it is unfair to fit BIFs to data from one listening ex-
periment and validate it on data from another, because the speech material
may have different degrees of complexity and the different groups of subjects
may not perform equally well. These factors are, to a large extent, modeled
by the parameters a and b, which control the mapping from STOI measure
to predicted intelligibility in percent. The bottom plot in Fig. F.3 shows per-
formance in terms of Kendall’s tau. This statistic is interesting because it
depends only on the extent to which predictions are correctly ordered, and
is therefore independent of a and b. Here, we also see that fitting and testing
with the same set of data gives improved performance, but to a somewhat
smaller extent than what is the case with the RMSE which is directly opti-
mized in (F.9). It is also seen that poor performance results when fitting BIFs
on the ”Kjm”-data and evaluating on the ”S&S”-data, as was also the case
when measuring performance in terms of RMSE. However, the opposite is
not the case: fitting BIFs on the ”S&S”-data and evaluating on the ”Kjm”-data
leads to performance which is almost as good as what is obtained when fit-
ting with the ”Kjm All”-set. This contrasts the results seen when evaluating
with RMSE, and may indicate that a and b are important for fitting details
about the specific experiment, and are not transferable from one experiment
to another. On the other hand, this result also indicates that the BIF, w, fit-
ted on the ”S&S”-data actually generalizes well to the ”Kjm”-data. Overall,
the BIF fitted to the ”Kjm+S&S”-set performs better than the uniform BIF, in
terms of Kendall’s tau, when evaluated on the ”Kjm+S&S”-set. However, this
difference seems to stem mainly from the ”S&S LP”-conditions. The other
conditions do not indicate that performance is improved considerably above
that of the uniform BIF.

5 Conclusions

We have investigated the use of Band Importance Functions (BIFs) in the
Short-Time Objective Intelligibility (STOI) measure. BIFs were fitted to sev-
eral different datasets of measured intelligibility, such as to minimize the
Root-Mean-Square Error (RMSE). This can decrease prediction RMSE sub-
stantially in comparison with the uniform weighting of frequency bands nor-
mally used in the STOI measure. However, when cross evaluation was carried
out between different sets of data, or when performance was measured us-
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ing Kendall’s tau, the use of BIFs appeared to result in neither a large or
a consistent improvement in performance across the evaluated conditions.
It is therefore not possible to say from this limited study, whether the im-
proved average performance generalizes to other conditions. Across most of
the evaluated conditions, it appears that the uniform BIF, as applied in the
original STOI measure, is nearly optimal.
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1. Introduction

Abstract

Speech intelligibility prediction methods have recently gained popularity in the speech
processing community as supplements to time consuming and costly listening exper-
iments. Such methods can be used to objectively quantify and compare the advan-
tage of different speech enhancement algorithms, in a way that correlates well with
actual speech intelligibility. One such method is the short-time objective intelligi-
bility (STOI) measure. In a recent publication, we proposed a binaural version of
the STOI measure, based on a modified version of the equalization cancellation (EC)
model. This measure was shown to retain many of the advantageous properties of the
STOI measure, while at the same time being able to predict intelligibility correctly
in conditions involving both binaural advantage and non-linear signal processing.
The biggest prediction errors were found for conditions involving multiple spatially
distributed interferers. In this paper, we report results for a new listening experi-
ment including different mixtures of isotropic and point source noise. This exposes
that the binaural STOI has a tendency to overestimate the intelligibility in condi-
tions with spatially distributed interferes at low signal to noise ratios (SNRs). This
condition-dependent error can make it difficult to compare intelligibility across differ-
ent acoustical conditions. We investigate the cause of this upward bias, and propose
a correction which alleviates the problem. The modified method is evaluated with
five datasets of measured intelligibility, spanning a wide range of realistic acoustic
conditions. Within the tested conditions, the modified method yields very accurate
predictions, and entirely alleviates the aforementioned tendency to overestimate in-
telligibility in conditions with spatially distributed interferers.

1 Introduction

Speech Intelligibility Prediction (SIP) algorithms aim to predict the intelligi-
bility of noisy or degraded recordings of speech. Such algorithms were first
studied early in the twentieth century as a means to quantify the intelligibil-
ity of speech transmitted via telephone [1, 2]. Recently, SIP has become an
increasingly popular tool for objectively assessing intelligibility within appli-
cations such as speech enhancement [3–8], architectural acoustics [9, 10], and
telecommunications [11].

SIP algorithms can be separated in two groups: intrusive ones and non-
intrusive ones. Intrusive SIP algorithms predict intelligibility using some
representation of the degraded signal as well as a clean reference signal, while
non-intrusive SIP algorithms require only the degraded signal. The focus of
this paper is on intrusive SIP algorithms.

The first widely known SIP algorithm was the Articulation Index (AI),
which assumes speech intelligibility to be proportional to a weighted sum of
long-term Signal to Noise Ratios (SNRs) across different frequency bands [2].
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A theoretical justification of the AI is provided in [12], which shows it to be
an estimate of the channel capacity from Shannon’s information theory. A
refined and standardized version of the AI is known as the Speech Intelligi-
bility Index (SII) [13]. While the SII has proven successful in many respects,
conditions exist, where it is unable to provide accurate predictions. There-
fore, many alternative SIP algorithms have been proposed, often inspired by
the SII, but aiming to extend the domain of signals for which accurate predic-
tions can be made (some overviews are provided by [4, 9, 11, 14–17]). Here,
we provide a brief overview of SIP algorithms which extend the domain of
the SII in three different ways: by taking into account fluctuating interferers,
non-linear processing and binaural advantage, respectively:

• Fluctuating interferers: Speech intelligibility may be substantially
higher in the presence of modulated or interrupted noise, than in the
presence of stationary noise at a similar level [18]. This suggests that
humans are capable of effectively collecting information from short
instants with high SNR. The SII relies on long-time signal statistics, and
is therefore unable to take such an effect into account [19]. This ability
is, however, important to consider, as many real-world noise signals
are highly non-stationary (e.g. competing talkers). One solution to this
problem is given by the Extended SII (ESII) [19, 20], which computes
the SII in short time windows, and averages contributions across
time. The ESII has shown high prediction accuracy in conditions with
interrupted and sinusoidally modulated Speech Shaped Noise (SSN)
at various frequencies [20]. The principle of averaging contributions
across short time segments has repeatedly been used for the same
purpose in other predictors [3, 14, 21]. An alternative model, proposed
in [22], predicts intelligibility from the fraction of the time-frequency
plane for which the SNR exceeds a fixed threshold.

• Non-linear processing: Since the SII bases predictions on SNRs, it is
not applicable in conditions, where the noisy speech signal has been
non-linearly processed or distorted, because the SNR is not well de-
fined in this case. Since SIP is often used for evaluating the perfor-
mance of non-linear speech enhancement algorithms, it is desirable to
have SIP algorithms which can handle such processing. One such ap-
proach is the Coherence SII (CSII), which computes the SII based on
coherence rather than SNR [23]. This measure has shown good pre-
diction performance for distorted speech [23] and noise reduction pro-
cessing [17]. Another approach is the frequency-weighted segmental
SNR (fwSNRseg) [14, 15], which uses the difference between clean and
degraded signal sub-band envelopes as an estimate of the noise enve-
lope, and further uses this to compute an SII-like measure. A somewhat
different model is the speech-based EPSM (sEPSM) [24], which is based
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on a modulation domain model of human hearing [25]. The sEPSM
performs well at predicting the impact of spectral subtraction algo-
rithms [24] and noisy speech transmitted via telephone [11]. It has
also been proposed in a short-time version which can handle fluctu-
ating interferers [21]. Recently, the Short-Time Objective Intelligibil-
ity (STOI) measure has gained considerable popularity, due to its sim-
plicity and high performance in a range of key scenarios such as dif-
ferent noise types [3], noise reduction processing [3, 17], hearing aid
processing [4] and noisy speech transmitted via telephone [11]. The
Extended STOI (ESTOI) measure [26] has later been proposed with the
aim og improving prediction performance in conditions with fluctuat-
ing interferers.

• Binaural advantage: The SII considers speech presented to one ear only
or, similarly, identical speech signals presented to both ears. In real-
world situations, a large binaural advantage may be obtained, because
the acoustics of the head causes different sound signals to reach the left
and right ears. Binaural advantage can have a large impact on speech
intelligibility [27], and is increasingly considered in speech enhance-
ment applications [28, 29]. It is therefore a highly desirable property of
a SIP algorithm to predict this effect. The binaural advantage can be
seen as originating from two separate sources: 1) the human head casts
an acoustical shadow, that leads to Interaural Level Differences (ILDs),
dependent on the source location with respect to the ears [30]. In some
acoustical conditions, this causes the SNR to be higher at one ear than
at the other. The potential ability of the brain to listen to the ear with
the higher SNR may lead to a considerable advantage, which we re-
fer to as the ”better-ear” advantage. 2) The distance between the ears
causes Interaural Time Differences (ITDs) which depend on the loca-
tion of the source [30]. Experiments have indicated that the brain can
exploit ITDs to effectively segregate sound signals from different spa-
tial locations [27, 31]. We refer to this as an advantage due to ”binaural
unmasking”. The Equalization Cancellation (EC) stage [32, 33] models
binaural advantage, by assuming that the brain uses delays and gain ad-
justments to align any interferer components in the left and right ears,
and thereafter subtracts the two signals from one-another to cancel the
interferers. The Binaural Speech Intelligibility Measure (BSIM) [34, 35]
combines the SII and the EC stage in order to predict intelligibility in-
cluding binaural advantage. This is done by optimizing the delay and
gain parameters in the EC stage to maximize the SII. A short-time ver-
sion, the short-time BSIM (stBSIM), is proposed in [35]. An approach
similar to that of the BSIM is followed in [36], with a short-time ver-
sion following in [37]. A different approach comes from [38–40], which
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proposes to compute the SII from the better ear, and adding binaural
advantage as estimated by an expression from [41]. A binaural ver-
sion of the STOI measure is proposed in [42] and further improved
in [43, 44]. The improved version is referred to as the Deterministic
BSTOI (DBSTOI) measure. This is based on extending the STOI measure
with an EC stage, similar to how the BSIM extends the SII. The DBSTOI
measure retains many of the favorable properties of the STOI mea-
sure while being able to predict binaural advantage [44]. A binau-
ral version of the multi-resolution sEPSM (mr-sEPSM), the Binaural
sEPSM (B-sEPSM), is proposed in [45]. This too, is based on an EC
stage. Both the DBSTOI measure and the B-sEPSM are short-time meth-
ods, and both can handle non-linearly processed speech.

The evaluation of the DBSTOI measure in [44] generally shows high predic-
tion accuracy in the tested conditions. The largest prediction errors are seen
for conditions with spatially distributed interferers such as isotropic noise or
multiple point-like interferers in different spatial locations. It is important
that a binaural SIP algorithm works well in conditions with spatially dis-
tributed interferers which are common in practice (e.g. at a cocktail party or
in a reverberant room). Furthermore, many speech enhancement algorithms
modify the binaural cues of the processed signals, and thereby modify the
conveyed acoustical scene. An extreme example of this is binaural beam-
forming which may transform the binaural signal into a diotic one, thus
collapsing all sound sources towards the front of the listener [28, 29]. It is
important that a binaural SIP algorithm is able to correctly predict the im-
pact of such processing.

In this paper we carry out a thorough investigation of the DBSTOI mea-
sure for distributed interferers. In Section 2 we introduce five datasets of
measured intelligibility, three of which include different combinations of spa-
tially distributed interferers. We introduce the datasets at this early point,
as we refer to them throughout the paper. In Section 3 we 1) provide an
outline of the DBSTOI measure, 2) investigate the problems arising with
the DBSTOI measure in conditions with spatially distributed interferers as
well as the cause of these, and 3) propose a modified measure, the Mod-
ified BSTOI (MBSTOI) measure, which solves the observed problems. We
also propose a computationally simpler better-ear version, the better-ear MB-
STOI (beMBSTOI), which does not model binaural unmasking. We do so,
mainly to investigate the relative contributions of better-ear advantage and
binaural unmasking to predicted intelligibility. In Section 4, we compare
the DBSTOI, MBSTOI, and beMBSTOI measures, as well as the B-sEPSM, us-
ing the five previously mentioned datasets. Section 5 concludes upon our
findings.
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Table G.1: Summary of conditions. Abbreviations are as follows: SSN (speech shaped noise),
BFHN (bottling factory hall noise), ISTS (international speech test signal), ISO (cylindrically
isotropic SSN), IBM (ideal binary mask processing), un. (unprocessed), bil. (bilateral), bin. (bin-
aural), MVDR (minimum variance distortionless response beamforming), MWF (multichanncel
Wiener filtering), Kukl. (algorithms proposed in [46]), Braun (algorithms proposed in [47]).

Cond. Interferer Interferer location(s) Proc. Cond. Interferer Interferer location(s) Proc.
D1-1 SSN −160◦ – D3-4 SSN {30◦ ,180◦} –
D1-2 SSN −115◦ – D3-5 ISTS {30◦ ,180◦} –
D1-3 SSN −80◦ – D3-6 SSN ISO Beamforming
D1-4 SSN −40◦ – D3-7 SSN {±115◦ ,180◦} Beamforming
D1-5 SSN 20◦ – D3-8 ISTS {±115◦ ,180◦} Beamforming
D1-6 SSN 0◦ – D3-9 SSN {30◦ ,180◦} Beamforming
D1-7 SSN 40◦ – D3-10 ISTS {30◦ ,180◦} Beamforming
D1-8 SSN 80◦ – D4-1 ISTS {±90◦ ,±135◦ ,180◦} Un. front mics
D1-9 SSN 140◦ – D4-2 ISTS {±90◦ ,±135◦ ,180◦} Un. left front mic
D1-10 SSN 180◦ – D4-3 ISTS {±90◦ ,±135◦ ,180◦} Bil. MVDR Kukl.
D2-1 SSN −115◦ IBM D4-4 ISTS {±90◦ ,±135◦ ,180◦} Bil. MWF Kukl.
D2-2 SSN 0◦ IBM D4-5 ISTS {±90◦ ,±135◦ ,180◦} Bin. MVDR Braun
D2-3 SSN 20◦ IBM D4-6 ISTS {±90◦ ,±135◦ ,180◦} Bin. MWF Braun
D2-4 BFHN −115◦ – D4-7 ISTS {±90◦ ,±135◦ ,180◦} Bin. MVDR Kukl.
D2-5 BFHN 0◦ – D4-8 ISTS {±90◦ ,±135◦ ,180◦} Bin. MWF Kukl.
D2-6 BFHN 20◦ – D5-1 SSN 0◦ –
D2-7 BFHN −115◦ IBM D5-2 SSN 2

3 {0◦}+
1
3 {ISO} –

D2-8 BFHN 0◦ IBM D5-3 SSN 1
3 {0◦}+

2
3 {ISO} –

D2-9 BFHN 20◦ IBM D5-4 SSN ISO –
D3-1 SSN ISO – D5-5 SSN 2

3 {ISO}+ 1
3 {−115◦} –

D3-2 SSN {±115◦ ,180◦} – D5-6 SSN 1
3 {ISO}+ 2

3 {−115◦} –
D3-3 ISTS {±115◦ ,180◦} – D5-7 SSN −115◦ –

2 Experimental Data

In this section we describe five datasets of measured intelligibility, used
throughout the paper for evaluating SIP algorithms. We use existing datasets
from [42], [44], and [46], as well as a new dataset, that has been collected
for evaluating the DBSTOI measure in isotropic noise. In combination, these
datasets span a wide range of realistic conditions. We denote the datasets
as D1, D2, D3, D4 and D5, respectively. The acoustical conditions of the five
datasets are listed in Table G.1.

2.1 D1: Point Noise Sources

This dataset was initially described in [42], and features conditions with a
frontal interferer, masked by a single point-like source of SSN located at dif-
ferent azimuths in the horizontal plane. Such conditions are acoustically
simple but serve well to demonstrate binaural advantage. The experiment
included 10 Danish test subjects who reported normal hearing. They were
presented with noisy speech stimuli via headphones in quiet. An anechoic
listening environment was simulated using the CIPIC Head Related Trans-
fer Functions (HRTFs) [48]. Sentences from the Dantale II corpus [49] were
presented from the front, masked by an SSN interferer placed at some az-
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imuth in the horizontal plane. Subjects were presented with one sentence at
a time and asked to repeat it as accurately as possible. The number of cor-
rectly repeated words was noted by the experimenter. Speech intelligibility
was measured for ten different interferer locations (see Table G.1), each at
six SNRs, uniformly spaced by 3 dB and centered around a rough estimate
of the Speech Reception Threshold (SRT)1 (manually obtained by the experi-
menter, by listening to samples of the stimuli). Three sentences were scored
for each subject/location/SNR, resulting in the scoring of (10 subjects) × (10
interferer locations) × (6 SNRs) × (3 repetitions) = (1800 sentences).

2.2 D2: Point Sources and Binary Mask Processing

This dataset was initially described in [43], and contains conditions similar
to dataset D1, but adds Ideal Binary Mask (IBM) processing [50] and real-
istic environmental noise. This dataset is included in order to investigate
whether SIP algorithms can predict the combined impact of binaural ad-
vantage and non-linear processing. Measurements were carried out for 14
subjects who reported normal hearing. Three representative interferer az-
imuths were chosen from the conditions of dataset D1 (0◦, 20◦, and −115◦).
Measurements were made for three different variations of each of these three
conditions:

• Conditions 1–3: use an SSN interferer as in dataset D1. However, the
stimuli were IBM processed before being presented to the subjects: the
speech and noise signals were decomposed with a short-time Discrete
Fourier Transformation (DFT) and noisy DFT-units with an SNR of less
than 0 dB were attenuated by 10 dB [44]. This processing was carried
out independently on the left and right ear signals, e.g. to simulate a
hearing aid with a powerful noise reduction system.

• Conditions 4–6: use an environmental noise recording in place of
the SSN interferer: Bottling Factory Hall Noise (BFHN) [51]. BFHN is a
recording of heavy machinery and bottles rattling on a conveyor belt.
No IBM processing was applied.

• Conditions 7–9: are identical to conditions 4–6, but use IBM processing
as in conditions 1–3.

Sentence material and scoring was carried out as for D1, except for the
fact that subjects did not verbally repeat the sentences they heard, but rather
entered them on a computer screen by selecting each word from a list of 10

1We define the SRT as the SNR at which the intelligibility is 50%. The SNR is computed as
the ratio of average target power to average interferer power, both measured at the respective
sources.
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possibilities2. This resulted in the scoring of (14 subjects) × (9 conditions) ×
(6 SNRs) × (3 repetitions) = (2268 sentences).

2.3 D3: Multiple Interferers and Beamforming

This dataset was initially described in [42], and includes different combina-
tions of multiple interferers, isotropic noise and beamforming. It is therefore
well suited for evaluating, how SIP algorithms cope with changing acoustical
conditions and processing. Intelligibility was measured for 10 subjects, who
reported normal hearing, using the same sentence material and collection
procedure as dataset D1. In all the 10 conditions, speech was presented from
the front. Otherwise, the conditions are as follows:

• Condition 1: speech is presented together with cylindrically
isotropic SSN.

• Condition 2: SSN interferers are placed in 115◦, 180◦ and −115◦ az-
imuth.

• Condition 3: is acoustically identical to condition 2, but uses the Inter-
national Speech Test Signal (ISTS) instead of SSN. ISTS is a speech-like,
but unintelligible, signal, obtained by concatenating short segments of
speech in different languages [53].

• Condition 4: SSN interferers are placed in, 30◦ and −180◦ azimuth.

• Condition 5: is acoustically identical to condition 4, but uses the ISTS
instead of SSN.

• Conditions 6–10: are identical to conditions 1–5, but present subjects
with the output of a time-invariant, two-microphone Minimum Vari-
ance Distortionless Response (MVDR) beamformer. This was accom-
plished by using HRTFs measured for the two microphones of a behind-
the-ear hearing aid.

This resulted in the scoring of (10 subjects) × (10 conditions) × (6 SNRs) ×
(3 repetitions) = (1800 sentences).

2.4 D4: Reverberation and Beamforming

This dataset was initially described in [46], and consists of conditions with
multiple spatially separated interferers and different types of beamforming.
Some types of beamforming alter the binaural cues of the input signals,

2The collection procedure is described in more detail in [44]. A comparison of the two ap-
proaches for measuring intelligibility is conducted in [52], showing them to yield highly similar
results.
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and this dataset allows for evaluating how SIP algorithms cope with such
changes. Measurements were made for 20 subjects, using the same speech
material and procedure as in dataset D2. Speech was presented from the
front with reverberation simulated by use of a Binaural Room Impulse Re-
sponse (BRIR) measured in a large cellar. Five ISTS interferers were placed
at azimuths of ±90◦, ±135◦ and 180◦, respectively, using BRIRs measured
in those locations in the same cellar. The interferers were fixed at the same
power as the target speaker. Intelligibility was modified by synthetically alter-
ing the Direct to Reverberant Ratio (DRR) of the target speaker. Intelligibility
was measured for four different DRRs and for eight different combinations
of hearing aid beamforming and noise reduction. Details on the applied pro-
cessing are given in [46]. In total, intelligibility was scored for (20 subjects) ×
(8 conditions) × (4 DRRs) × (5 repetitions) = (3200 sentences).

2.5 D5: Isotropic and Point Source Interferers

To gain even more knowledge about the performance of the DBSTOI mea-
sure in environments with distributed interferers, we collected an additional
dataset with different combinations of cylindrically isotropic and point
source SSN interferers. Specifically, we measured intelligibility for frontal
speech, using the same speech material and procedure as that of dataset D2.
The speech was masked by interferer signals of the following form:

n(t; α) =

{√
1− α n0(t) +

√
α niso(t), if 0 < α < 1.√

2− α niso(t) +
√

α− 1 n−115(t), if 1 < α < 2,
(G.1)

where n0(t) : R → R2×1 is the binaural signal arising from a point source
of SSN directly in front of the listener, while niso(t) is the binaural signal
arising from cylindrically isotropic SSN, and n−115(t) is the binaural signal
arising from a point source of SSN at −115◦ from the front. Intelligibility was
measured for seven linearly spaced values of α: 0, 1/3, 2/3, 1, 4/3, 5/3 and 2,
each for eight SNRs linearly spaced by 3 dB, centered on a rough estimate of
the SRT. Measurements were carried out with eight subjects, who reported
normal hearing, using the same procedure as that described for dataset D2.
This resulted in the scoring of (8 subjects) × (7 conditions) × (8 SNRs) × (3
repetitions) = (1344 sentences).

3 Methods

The purpose of this section is threefold: 1) to briefly outline the DBSTOI
measure, which was initially proposed in [43, 44], 2) to highlight important
disparities between measured intelligibility and predictions of the DBSTOI
measure which arise in conditions with spatially distributed noise sources,

180



3. Methods

x l x r y l y r

S
ho

rt
-t

im
eb

se
gm

en
ta

ti
on

S
ho

rt
-t

im
eb

se
gm

en
ta

ti
on

C
or

re
la

tio
nb

co
ef

fi
ci

en
t

A
ve

ra
ge

D
B

S
T

O
I

S
el

ec
tbγ

ba
nd

bτ
bf

or
be

ac
hb

1/
3b

oc
ta

ve
bb

an
d,

bq
,ba

nd
be

ac
hb

ti
m

eb
un

it
,bm

,bs
uc

hb
as

bto
bm

ax
im

iz
eb

ou
tp

ut
b

M
od

if
ie

d
E1

/3
bo

ct
av

eF
b

E
C

-s
ta

ge

M
od

if
ie

d
E1

/3
bo

ct
av

eF
b

E
C

-s
ta

ge

S
ho

rt
-t

im
eb

D
F

T

S
ho

rt
-t

im
eb

D
F

T

S
ho

rt
-t

im
eb

D
F

T

S
ho

rt
-t

im
eb

D
F

T

X
q

,m

Y
q

,m

x
q

,m

y
q

,m

ρ
q

,m

E
nv

el
op

eb
ex

tr
ac

ti
on

E
nv

el
op

eb
ex

tr
ac

ti
on

x̂ k
,m

ŷ k
,m

x̂ k
,m(
l)

x̂ k
,m(r

)

ŷ k
,m

ŷ k
,m(l
)

(r
)

^

Fi
g.

G
.1

:A
bl

oc
k

di
ag

ra
m

of
th

e
D

BS
TO

I
m

ea
su

re
.F

ig
ur

e
ta

ke
n

fr
om

[4
4]

.

181



Paper G.

and 3) to propose a modification of the DBSTOI measure, which greatly di-
minishes these disparities.

3.1 The DBSTOI measure

The DBSTOI measure, introduced in [44], extends the STOI measure to en-
able prediction of binaural advantage. At the same time, it was shown that
the DBSTOI measure mostly retains the favorable monaural prediction per-
formance of the STOI measure [44]. An overview of the DBSTOI measure is
given in Fig. G.1. To facilitate the following discussion, we give a compressed
overview of the DBSTOI measure. A more thorough treatment can be found
in [44].

As input signals, the DBSTOI measure assumes access to degraded sig-
nals, yl(t) and yr(t), recorded at the left and right ears of the listener, as well
as the corresponding clean reference signals xl(t) and xr(t). These are ana-
lyzed with a short-time DFT, yielding coefficients, ŷ(l)k,m, ŷ(r)k,m, x̂(l)k,m and x̂(r)k,m,
where k is the frequency bin index and m is the frame index. The DFT is
computed with the same parameters as in [3].

The DFT coefficients from the left and the right ear are combined using
an EC stage [32, 33, 54], which models the binaural advantage obtained by
having two ears, in situations with spatial separation between target and
interferer [44]:

x̂k,m = λk,m x̂(l)k,m − λ−1
k,m x̂(r)k,m, (G.2)

ŷk,m = λk,m ŷ(l)k,m − λ−1
k,mŷ(r)k,m, (G.3)

where
λk,m = 10(γk,m+∆γk,m)/40ejω(τk,m+∆τk,m)/2. (G.4)

Here, γk,m is a relative amplitude change between the left and right ear sig-
nals, and τk,m is a relative time shift. These are used to compute the complex
scalar λk,m, which represents both time and amplitude shift. Both are intro-
duced before subtracting the right ear coefficient from the left ear coefficient
to obtain the EC stage output. The parameters γk,m and τk,m are determined
in order to maximize predicted intelligibility of the output. Informally, the
purpose of γk,m and τk,m can be interpreted as that of aligning any interferer
or distortion components in the left and right ear signals, such that these are
canceled when the signals are subtracted from one another [32]. In signal
processing terms, the EC stage can be viewed as a beamformer. Independent
noise sources, ∆γk,m and ∆τk,m, referred to as ”jitter” [32], are added to γk,m
and τk,m, to limit performance to be consistent with human performance. The
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jitters are zero mean Gaussian with variances [54]:

σ∆γ(γk,m) =
√

2 · 1.5 dB ·
(

1 +
( |γk,m|

13 dB

)1.6
)

[dB], (G.5)

σ∆τ(τk,m) =
√

2 · 65 µs ·
(

1 +
|τk,m|

1.6 ms

)
[s]. (G.6)

The combined DFT coefficients are used to compute power envelopes, Xq,m
and Yq,m, in Q = 15 one-third octave bands [44]:

Xq,m =
k2(q)

∑
k=k1(q)

∣∣x̂k,m
∣∣2 =

k2(q)

∑
k=k1(q)

∣∣∣λ x̂(l)k,m − λ−1 x̂(r)k,m

∣∣∣2
= 10

γ+∆γ
20

k2(q)

∑
k=k1(q)

∣∣∣x̂(l)k,m

∣∣∣2 + 10−
γ+∆γ

20

k2(q)

∑
k=k1(q)

∣∣∣x̂(r)k,m

∣∣∣2

− 2Re

 k2(q)

∑
k=k1(q)

x̂(l)∗k,m x̂(r)k,me−jωk(τ+∆τ)


≈ 10

γ+∆γ
20 X(l)

q,m + 10−
γ+∆γ

20 X(r)
q,m

− 2 Re
[
e−jωq(τ+∆τ)X(c)

q,m

]
, (G.7)

where:

X(l)
q,m =

k2(q)

∑
k=k1(q)

|x̂(l)k,m|
2,

X(r)
q,m =

k2(q)

∑
k=k1(q)

|x̂(r)k,m|
2,

X(c)
q,m =

k2(q)

∑
k=k1(q)

x̂(l)∗k,m x̂(r)k,m, (G.8)

and where ωk is the angular frequency of the k’th frequency bin, ωq is the
center angular frequency of the q’th third octave band, and k1(q) and k2(q)
are, respectively, the lower and upper limits of the q’th one-third octave band.
Similar power envelope samples, Yq,m, are defined for the degraded signal.
These envelopes are arranged in zero-mean vectors of N = 30 samples:

xq,m = [Xq,m−N+1, . . . , Xq,m]
ᵀ − 1

m

∑
m′=m−N+1

Xq,m′

N
, (G.9)
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where 1 ∈ RN×1 is a vector of ones. Similar vectors, yq,m, are defined for
the degraded signal, as well as for the other power envelope signals defined
by (G.8): x(l)q,m, x(r)q,m, x(c)q,m, y(l)

q,m, y(r)
q,m and y(c)

q,m. Using (G.7), we then have [44]:

xq,m ≈ 10
γ+∆γ

20 x(l)q,m + 10−
γ+∆γ

20 x(r)q,m

− 2 Re
[
e−jωq(τ+∆τ)x(c)q,m

]
. (G.10)

The STOI measure uses the average correlation between clean and degraded
envelopes to predict intelligibility [3]. Assuming that Xq,m′ and Yq,m′ , for m′ =
m− N + 1, . . . , m, are samples of a wide sense stationary process, this can
be interpreted as an estimate of the linear correlation coefficient:

ρq,m =
E
[
(Xq,m − E

[
Xq,m

]
)(Yq,m − E

[
Yq,m

]
)
]√

E
[
(Xq,m − E

[
Xq,m

]
)2
]

E
[
(Yq,m − E

[
Yq,m

]
)2
] , (G.11)

where the expectation is computed with respect to both the input signals, and
the jitter in the EC stage. By estimating the correlation in the same manner
as in the STOI measure, we arrive at [44]:

ρ̄q,m =
E∆
[
xᵀq,myq,m

]√
E∆
[
xᵀq,mxq,m

]
E∆
[
yᵀq,myq,m

] , (G.12)

where E∆ [·] is the expectation with respect to the jitter. As shown in [44], the
numerator of this expression may be approximated by:

E∆
[
xᵀq,myq,m

]
≈

(e2βx(l)ᵀq,m y(l)
q,m + e−2βx(r)ᵀq,m y(r)

q,m)e
2σ2

∆β

+ x(r)ᵀq,m y(l)
q,m + x(l)ᵀq,m y(r)

q,m − 2eσ2
∆β/2e−ω2σ2

∆τ/2×{(
eβx(l)ᵀq,m + e−βx(r)ᵀq,m

)
Re
[
y(c)

q,me−jωτ
]

+ Re
[
e−jωτx(c)q,m

]ᵀ (
eβy(l)

q,m + e−βy(r)
q,m

)}
+ 2

(
Re
[
x(c)H

q,m y(c)
q,m

]
+ e−2ω2σ2

∆τ Re
[
x(c)ᵀq,m y(c)

q,me−j2ωτ
])

, (G.13)

where:

β =
ln(10)

20
γ,

σ2
∆β =

(
ln(10)

20

)2

σ2
∆γ. (G.14)
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The values of E∆
[
xᵀq,mxq,m

]
and E∆

[
yᵀq,myq,m

]
can be obtained from simi-

lar expressions (by exchanging all occurrences of y with x, or vice versa,
in (G.13)) [44]. The final DBSTOI measure is obtained by averaging the inter-
mediate correlation coefficients across time and one-third octave bands:

DBSTOI =
1

QM

M

∑
m=1

Q

∑
q=1

ρ̄q,m. (G.15)

This value is influenced by the choice of γk,m and τk,m. These values are
fixed within each one third octave band, so that γk,m = γq,m for k1(q) ≤ k ≤
k2(q). At the same time, the values are fixed across one vector of envelope
samples, (G.9). The values are chosen such as to maximize the intermediate
correlation, i.e. the predicted intelligibility:

ρ̄q,m = max
γq,m ,τq,m

ρ̄q,m(γq,m, τq,m). (G.16)

In practice, this optimization is carried out as a simple grid search across all
combinations of −1 ms < τq,m < +1 ms in 100 uniform steps and −20 dB <
γq,m < +20 dB in 40 steps. In addition, we also search the two ”better-ear”-
options given by the (γq,m, τq,m)-pairs (+∞, 0) and (−∞, 0). This corresponds
to listening with only one ear and ignoring the other.

The DBSTOI measure outputs a rating of intelligibility on a somewhat
arbitrary scale from zero to one. To obtain a prediction of measured intelligi-
bility as a percentage of correctly repeated words, we transform this output
with a logistic function [44]:

f (d) =
100%

1 + ead+b , (G.17)

where d is the DBSTOI measure, f (d) is the estimated fraction of correctly
repeated words and a and b are free parameters, which we fit by maximum
likelihood, to provide the best possible predictions [44].

3.2 The DBSTOI measure in spatially diverse conditions

In [44] the DBSTOI measure is evaluated in a range of conditions including
different noise types, different configurations of interferers, as well as IBM
processing and beamforming. Generally, the measure was found to correlate
well with intelligibility in the investigated conditions. However, some indi-
cation was also seen of the measure providing inaccurate predictions, when
making comparisons between conditions with a point source interferer and
conditions with multiple or distributed interferers (e.g. isotropic noise). In
this section, we investigate this effect further.
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Fig. G.2: Output of the DBSTOI measure plotted against measured intelligibility for
datasets D3 [42] (left) and D5 (right).
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Fig. G.3: The output of the DBSTOI measure at low SNRs. Left: the DBSTOI measure as a
function of SNR in three acoustical conditions. Right: the output of the DBSTOI measure at
an SNR of −100 dB versus the value of α, as defined by (G.1).
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Fig. G.4: Examples of the distribution of intermediate correlation coefficients, (G.12), across the
values sampled by the grid search, (G.16), for a random time frame and for band q = 4 (with
center frequency 300 Hz). Left: all four input signals are independent white noise signals. Right:
clean and degraded inputs are independent white noise signals, but the left and right ear signals
are identical for both pairs.

Fig. G.2 shows measurements from datasets D3 and D5, which contain
both distributed and point-like interferers, plotted against the DBSTOI mea-
sure of each condition. The left plots shows the discrepancy which was noted
in [44]. It appears that the conditions cluster along two distinct lines. The left
cluster, which has relatively high measured intelligibility compared with pre-
dictions, consists mainly of the conditions with two ISTS interferers. The two
conditions with two SSN interferers fall somewhere between the two clus-
ters. The right cluster, containing the remaining conditions, terminates at
a DBSTOI measure just above 0.2 and a measured intelligibility of about 0%.
This cluster consists of the conditions with more spatially distributed interfer-
ers (i.e those with either three point sources or isotropic noise). The right plot
of Fig. G.2 shows predictions for dataset D5. Here, we see the same tendency
towards clustering. A left cluster contains the two conditions which exclu-
sively consist of point interferers, while a right cluster contains the conditions
where isotropic noise is included. For both datasets, the clusters join together
at high levels of intelligibility, and the discrepancy is most pronounced at low
intelligibility levels.

To shed further light on this issue, we investigate the behaviour of
the DBSTOI measure at very low SNRs. For this purpose, we consider the
predictions made for frontal speech masked by the same type of interferer
signals used in dataset D5, as given by (G.1). Fig. G.3 shows the DBSTOI
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measure for different SNRs, for a frontal target, masked by noise signals
corresponding to different α-values. On the left, the DBSTOI measure is
plotted against SNR, for three different α-values. It is immediately apparent
that the DBSTOI measure does not converge exactly to 0, at low SNRs, for
any of the conditions. The right plot shows the DBSTOI measure versus α
at an SNR of −100 dB, i.e. a situation where the output of the DBSTOI
measure should ideally be zero. This shows that the DBSTOI measure almost
reaches 0 for the conditions with a point source interferer (α = 0 and α = 2),
but settles at a higher value, whenever isotropic noise is present. This is a
significant insight into the discrepancies seen in Fig. G.2, as these can be
characterized by the DBSTOI measure predicting too high intelligibility at
low SNRs, whenever isotropic noise or multiple distributed interferers are
present.

To understand this issue further, we look at the internals of the DBSTOI
measure. When computing each intermediate correlation coefficient, as de-
scribed by (G.16), the DBSTOI measure does a grid search of (100 values
of τ)×(40 values of γ)+(2 better ear options)= 4002 parameter combinations,
with the aim of finding the combination that leads to the highest predicted
intelligibility. However, this optimization process is not only influenced by
intelligibility, but also by random fluctuations in the signals. To illustrate this
point, the left plot of Fig. G.4 shows a histogram of the intermediate correla-
tion, ρ̄q,m, for all 4002 possible (τ, γ)-combinations for one frame, when the
four input signals are uncorrelated white Gaussian noise. Since the clean and
degraded signals are entirely uncorrelated in this scenario, the intermediate
correlation should be 0 on average. However, the figure shows that a consid-
erable variation occurs for the different EC parameters. When always picking
the highest correlation from such distributions (i.e. what is done in (G.16)),
a considerable upwards bias is introduced. The right plot of Fig. G.4 shows
the distribution arising from a similar procedure, but when the left and right
signals are identical white Gaussian noise signals, while the clean and de-
graded signals are still uncorrelated. Here, it is seen that the intermediate
correlation is the same for all sampled EC-parameters. In [44] it was shown
that the DBSTOI measure reduces to the monaural STOI measure under such
conditions. Thereby, no variation can be introduced in the EC stage. This
explains why the upwards bias is not present, when highly correlated signals
are presented to the left and the right ear, e.g. when a single interferer is
located in front of the listener together with the target.

The mechanism described above presents a fundamental issue with
the DBSTOI measure: a signal dependent upward bias is introduced at
low SNRs. This can be more or less disruptive, depending on the application
of the measure. When using it to compare predicted intelligibility between
acoustically similar conditions, the issue is not severe, as the bias will be
present to the same extent in all predictions. However, if using the measure
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to compare widely different acoustical situations, the bias may be of different
magnitude in the different conditions and thus corrupt the comparability
of predictions. The issue may also be disruptive when comparing different
types of processing (e.g. speech enhancement or beamforming) as these may
modify the binaural cues of the signal differently, thus effectively changing
the acoustical scene conveyed by the binaural signal. Since such comparisons
of different acoustical environments and different processing types are
central use-cases of the DBSTOI measure, this issue is highly undesirable.
We therefore propose a slight modification to the DBSTOI measure, which
greatly diminishes the bias.

3.3 The MBSTOI measure

To approach the problematic bias, we consider a subset of the domain in
which the DBSTOI measure is meant to be applied. We derive analytically a
bias compensation strategy for this domain. In Section 4, we demonstrate that
the strategy works well outside of this domain. Let us, therefore, consider
the situations where the degraded signal can be written as a sum of the clean
signal and a noise/distortion component:

yl(t) = xl(t) + nl(t),

yr(t) = xr(t) + nr(t). (G.18)

Here, nl(t) and nr(t) may be additive noise or distortion, but are assumed to
be uncorrelated with the clean reference signals xl(t) and xr(t). In this situ-
ation, the degraded speech power envelope (defined by (G.7)) can be written
as:

Yq,m =
k2(q)

∑
k=k1(q)

|x̂k,m + n̂k,m|2

=
k2(q)

∑
k=k1(q)

|x̂k,m|2︸ ︷︷ ︸
Xq,m

+
k2(q)

∑
k=k1(q)

|n̂k,m|2 +
k2(q)

∑
k=k1(q)

2Re(x̂∗k,mn̂k,m)︸ ︷︷ ︸
Rq,m

, (G.19)

where the first term is recognized as the clean signal power envelope, Xq,m,
and two following terms are collectively referred to as Rq,m. We now define
an envelope SNR:

SNRq,m ,
∑

k2(q)
k=k1(q)

|x̂k,m|2

∑
k2(q)
k=k1(q)

|n̂k,m|2
. (G.20)
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Considering a situation with very low envelope SNR, i.e. SNRq,m → 0, we
have3:

Yq,m

∣∣∣∣
SNRq,m�1

≈ Rq,m

∣∣∣∣
SNRq,m�1

≈
k2(q)

∑
k=k1(q)

|n̂k,m|2. (G.22)

The above approximations become exact for SNRs tending toward negative
infinity.

Now, define:

rq,m = [Rq,m−N+1, . . . , Rq,m]
ᵀ − 1

m

∑
m′=m−N+1

Rq,m′

N
. (G.23)

From this point, we drop the frame and frequency band indexes, q
and m, from xq,m, yq,m and rq,m for notational convenience. Then (G.19)
implies y = x + r. Inserting this into (G.12), we obtain:

ρ̄q,m =
E∆ [xᵀx] + E∆ [xᵀr]√

E∆ [xᵀx] E∆ [yᵀy]

=

√
E∆ [xᵀx]
E∆ [yᵀy]

+
E∆ [xᵀr]√

E∆ [xᵀx] E∆ [yᵀy]
. (G.24)

Here, E∆ [·] is the expectation across the jitter from the EC stage. We remind
the reader that (G.19), (G.22) and (G.24) are functions of the EC parame-
ters, τ and γ. Clearly, (G.22) holds independently of these values, except
for the special case where the EC stage would provide an infinite improve-
ment in SNR (i.e. in the hypothetical situation where the EC stage is able
to completely cancel the noise). The jitter effectively prevents this from hap-
pening in practice [32]. For low SNRs, we thus have E∆ [yᵀy] ≈ E∆ [rᵀr] and
E∆ [yᵀy]� E∆ [xᵀx]. Inserting this into (G.24), we get:

ρ̄

∣∣∣∣
SNRq,m�1

≈ 0 +
E∆ [xᵀr]√

E∆ [xᵀx] E∆ [rᵀr]
. (G.25)

The first term approaches zero, and the second term is a short-time estimate
of the correlation between the signals Xq,m′ and Rq,m′ for m′ = m − N +

3To see the result from (G.22), decompose the clean signals, xl(t) and xr(t), as xl(t) = cφl(t)
and xr(t) = cφr(t), where c > 0 and φl(t) and φr(t) are arbitrary real signals. Inserting this in
(G.19) yields:

Yq,m = c2
k2(q)

∑
k=k1(q)

|φ̂k,m|2 +
k2(q)

∑
k=k1(q)

|n̂k,m|2 + c
k2(q)

∑
k=k1(q)

2Re(φ̂∗k,m n̂k,m). (G.21)

It is evident that the value of c directly controls SNRq,m. The first term diminishes for small c,
i.e. for low SNRq,m, leaving only Rq,m. As c→ 0, only the second term remains.
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1, . . . , m. This second term is not in general zero, and is furthermore de-
pendent on the EC parameters. We can conclude that the bias at low SNRs
must stem from the fact that the EC stage parameters, γ and τ, are found
such as to maximize the second term in (G.25). We therefore propose a mod-
ified objective function for finding EC stage parameters, in which only the
first term of (G.24) is included. In other words, rather than finding the EC
parameters, (γq,m,τq,m), which maximize (G.24), we find instead the EC pa-
rameters, (γq,m,τq,m), which maximize:

g =

√
E∆ [xᵀx]
E∆ [yᵀy]

. (G.26)

Note that by doing so, we ensure that in situations where the true intelligi-
bility is certainly going to be 0% (additive uncorrelated noise at sufficiently
low SNR), the predictor output is also going to be zero. Furthermore, it
should be noted that in high SNR situations, i.e. where E∆ [xᵀx] ≈ E∆ [yᵀy],
we have g = 1. We only use (G.26) to find the values of γ and τ. The found
parameters are then used to evaluate the intermediate correlation, (G.12), as
in the DBSTOI measure. We refer to the modified measure as the MBSTOI
measure.

In these derivations, we assumed a very simple signal model, (G.18),
which is not strictly valid for all situations, in which the MBSTOI measure
may find use, i.e. when the degraded signal is a processed version of the
noisy speech signal, and this processing cannot be modeled as an uncorre-
lated additive component. However, an argument, similar to the one carried
out above, leads to the same method, if the noisy speech has been processed,
and this processing is 1) identical on both ears, 2) linear, 3) slowly time vary-
ing (with respect to the duration of N DFT windows), and 4) approximately
constant within each one-third octave band4. We hypothesize, furthermore,
that the MBSTOI measure works well in an even broader context. This is
experimentally verified in Section 4.

3.4 The beMBSTOI measure

We also define a better ear version of the MBSTOI measure. This is eas-
ily obtained by performing the optimization across a search grid of only
two (γq,m, τq,m)-pairs: (+∞, 0) and (−∞, 0). Mathematically, this corresponds
completely to disabling the EC stage, computing the (modified) STOI mea-
sure for each ear separately, and maintaining only the larger result. This
measure allows us to investigate the contribution of binaural unmasking to
predicted speech intelligibility. We refer to it as the beMBSTOI measure.

4In this case, the processing amounts approximately to a constant factor, c2
q,m, multiplied

onto (G.19).
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Fig. G.5: The output of the MBSTOI measure at low SNRs. Left: the MBSTOI measure as a
function of SNR in three acoustical conditions. Right: the output of the MBSTOI measure at
an SNR of −100 dB versus the value of α, as defined by (G.1).

4 Results and Discussion

We investigate the performance of the proposed MBSTOI measure and other
measures in terms of 1) bias characteristics, 2) general prediction perfor-
mance, and 3) prediction of binaural advantage. We furthermore, discuss
the relationship between the different evaluated SIP algorithms, as well as
the extent to which the results generalize to conditions beyond those tested
here.

4.1 Bias in the MBSTOI measure

The bias problem, encountered in the DBSTOI measure, is most directly ap-
parent from Fig. G.3. Fig. G.5 therefore shows the same plot, using the same
input signals, but for the MBSTOI measure. From this figure, it appears that
almost no upwards bias is present in the MBSTOI measure. The right plot
on the figure shows that a slight upwards bias is still present for α-values
just under 1. However, the magnitude of this effect is so small that it has no
practical impact on prediction performance.

Fig. G.5 indicates that upwards bias, in conditions with spatially dis-
tributed interferers, is not a pronounced issue in the MBSTOI measure, but it
does not say anything about how the proposed modification impacts predic-
tion performance. This is investigated in the following two sections.
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4.2 General Prediction Performance

In this section we investigate prediction performance for each of the five
datasets and for four different SIP algorithms: the DBSTOI measure [44], the
MBSTOI measure, the beMBSTOI measure, and the B-sEPSM [45].

The B-sEPSM, proposed in [45], is a binaural extension of the mr-sEPSM,
which handles binaural and non-linearly processed stimuli. The B-sEPSM
bases predictions on a degraded speech signal and a clean noise signal, i.e.
noise in the absence of speech and processing. An implementation of the
measure has kindly been made available by the authors [55]5. The B-sEPSM
outputs a number, B-SNRenv, which is transformed to a sensitivity index [45]:

d′ = k(B-SNRenv)
q, (G.27)

and further to a prediction of the probability that a subject answers cor-
rectly [45]:

Pcorrect = Φ

 d′ − µN√
σ2

S + σ2
N

 , (G.28)

where Φ(·) is a cumulative normal distribution, k, q, µN , and σ2
N are con-

stants determined by the speech material and test setup, while σ2
S is fitted

to the data at hand. In this work, we use the B-sEPSM slightly differently
to make it more comparable with the other methods. We first transform the
output, B-SNRenv, by (G.27) using k =

√
1.2 and q = 0.5. These values were

suggested in [24] for making predictions together with the Dantale II speech
material, which was used in collecting the five datasets considered in this
study. We then transform the resulting sensitivity index, d′, by a logistic
function, (G.17), and fit the parameters, a, and b to the available data, exactly
as is done for the other measures discussed in this paper. It should be noted
that the logistic function is very similar to the cumulative normal distribu-
tion, and that the main difference therefore lies in the fact that we fit two
parameters (a, b) to the available data rather than one (σ2

S).6

Fig. G.6 shows the predictions of the four measures for each of the five
datasets. It was not possible to obtain clean noise signals for dataset D4,
and B-sEPSM predictions for this dataset are therefore missing. A single
logistic function was fitted for each measure (i.e. a and b are constant across
each row in the figure).

5The implementation is part of the Python Auditory Modelling Toolbox. See http://pambox.
org/.

6The B-sEPSM only processes frequency channels which exceed the absolute threshold of
hearing [45]. The datasets used in this study were collected at normal conversational level, and
thus not near the absolute threshold of hearing. We therefore ensured that the signals provided
to the B-sEPSM were always powerful enough for all frequency channels to be processed.
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4. Results and Discussion

The DBSTOI measure (Fig. G.6, row 1) makes accurate predictions for
the datasets with point source interferers, D1 and D2, while for the remain-
ing datasets, D3, D4, and D5, predictions fall in two clusters depending on
whether the interferers are point-like or spatially distributed. The MBSTOI
measure (Fig. G.6, row 2) makes almost identical predictions for datasets D1
and D2. For the three remaining datasets, D3, D4, and D5, the bias prob-
lem appears to be alleviated. Some deviation is, however, still seen for con-
ditions D3 − 5 and D3 − 10, which contain two ISTS interferers. This cor-
responds to unintelligible two-talker babble, which is strongly fluctuating.
The STOI measure is known to underestimate intelligibility for such interfer-
ers [26], and this is most likely the cause of observed deviations. It therefore
appears that the proposed modification to the DBSTOI measure serves its
intended purpose, without otherwise impairing prediction performance con-
siderably. The tested conditions include a substantial range of combinations
of different acoustical setups, different interferer types, noise reduction and
beamforming. It therefore spans many of the types of conditions in which
the MBSTOI measure could realistically be applied.

The third row in Fig. G.6 shows predictions by the beMBSTOI measure,
which does not have the EC stage, but works purely in a better-ear fash-
ion. For datasets D1 and D2, it is very evident that the beMBSTOI measure
is not accounting for binaural unmasking, i.e. predictions are too low for
conditions, where this provides an advantage. This is especially evident for
dataset D1, where intelligibility is underestimated in all conditions except
the two where the interferer is located directly in front or directly behind. In
conditions such as those in datasets D1 and D2, a simple better-ear approach
is thus not sufficient to predict binaural advantage. A similar effect can be
seen for dataset D5. However, for datasets D3 and D4, predictions do not ap-
pear to be significantly impaired. These datasets cover conditions which are
complicated in terms of both spatially distributed interferers and processing.
At the same time they do not contain conditions with a single point-like in-
terferer located away from the frontal position. The absence of such ”pure”
conditions, with large potential for binaural unmasking, may explain why
predictions are reasonably good without the EC stage.

The last row of Fig. G.6 shows predictions of the B-sEPSM. These follow
the trend of the measurements, but are less accurate than the predictions of
the MBSTOI measure. From dataset D1, it appears that binaural advantage is
overestimated. At the same time, from dataset D2, it appears that the effect
of IBM processing may also be overestimated. The B-sEPSM uses an EC stage
similar to that of the MBSTOI measure, but the underlying SIP algorithm,
the mr-sEPSM [21], is very different from the STOI measure. It is designed
to take modulation masking into account, and therefore performs well in
conditions with modulated interferers [21, 56]. The datasets considered in
this paper lack such conditions.
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Table G.2: Summary of prediction performance ([RMSE] / [Kendall’s Tau]).

D1 D2 D3 D4 D5

DBSTOI 10.80% / 0.88 8.73% / 0.87 12.87% / 0.84 13.54% / 0.70 15.39% / 0.81
MBSTOI 7.34% / 0.89 6.92% / 0.86 7.07% / 0.84 6.30% / 0.91 7.69% / 0.89
beMBSTOI 16.57% / 0.80 13.06% / 0.73 8.49% / 0.85 10.71% / 0.89 11.27% / 0.88
B-sEPSM 15.12% / 0.75 17.82% / 0.67 16.12% / 0.69 — / — 23.48% / 0.82
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Fig. G.7: Binaural advantage as measured in two independent studies, and predicted by four SIP
algorithms. The error bars on the ”Andersen et al.”-data show quartiles (the binaural advantage
was computed separately for the 10 subjects).

The overall performance of the four methods is summarized in Table G.2,
in terms of Root-Mean-Square Error (RMSE) and Kendall’s Tau [57]. These
metrics support the previous observations. Specifically, the minimum RMSE
is obtained by the MBSTOI measure for all five datasets. We remark that
Kendall’s Tau is independent of one-to-one mappings, and that the fitted
logistic mapping therefore has no effect on this metric. This also means that
performance is independent of whether the B-sEPSM framework is used as
described in [45], or in the slightly different manner in which we use it here.
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4. Results and Discussion

4.3 Prediction of Binaural Advantage

In this section we evaluate the performance of the four methods in terms of
predicting binaural advantage. We therefore focus specifically on the results
of dataset D1, which contains conditions with a frontal target and a single
interferer at different azimuths, i.e. conditions where binaural advantage is
expected to be high.

The SRT was estimated for each of these conditions, by maximum-
likelihood-fitting a logistic function to measured intelligibility as a function
of SNR, and computing the intersection with 50% intelligibility [44]. We
define the binaural advantage of each condition of dataset D1 to be the
difference in SRT between the particular condition and the condition with an
interferer azimuth of 0◦, i.e. condition D1-6 (see Table G.1). The binaural ad-
vantage is plotted in Fig. G.7 (”Andersen et al.”). Similar measurements were
carried out by [31] and these are also included (”Bronkhorst & Plomp, FF”).
This study also measured binaural advantage with artificially processed
stimuli, where no binaural unmasking is possible (see [31] for details). For
this type of stimuli, no additional performance is predicted by using an EC
stage relative to better-ear processing as used in the beMBSTOI measure.
These results are also shown in Fig. G.7 (”Bronkhorst & Plomp, dL”).

To predict binaural advantage using the studied predictors, calibration
values were generated by evaluating each predictor at the SRT in condi-
tion D1-6 (which has the target and interferer co-located at the front). The
calibration value for each predictor was then assumed to always correspond
to the SRT. Hence, the SRT in another condition can be predicted by adap-
tively adjusting the input SNR to a predictor, until the predictor output is
equal to the calibration value. The binaural advantage, predicted with the
four studied predictors in this way, is shown in Fig. G.7.

From Fig. G.7 we first note that the DBSTOI measure predicts binau-
ral advantage accurately in these conditions, as was also concluded in [44].
The DBSTOI measure predicts binaural advantage to increase as the inter-
ferer is moved away from 0◦. Peaks are located both below and above 90◦.
This well-known phenomenon, which is most likely caused by the acoustics
of the human head [27], is also seen in the ”Andersen et al.”-data.

The MBSTOI measure predicts binaural advantage to be up to 1.5 dB
smaller than the DBSTOI measure does. This could be due to the MBSTOI
measure also removing some bias in these conditions. Fig. G.3 indicates a
slight bias also in the S0N−115-condition (the DBSTOI measure does not con-
verge to 0 for low SNRs). While this happens to decrease prediction perfor-
mance of the MBSTOI measure relative to the DBSTOI measure, the MBSTOI-
predictions are still well in line with the measurements. This, furthermore,
should be seen in the light of the considerable variability inherent to such
measurements (as seen from the error bars on Fig. G.7).
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As expected, the beMBSTOI measure predicts binaural advantage to be
much smaller than the other methods, because it does not include the pre-
diction of binaural unmasking. It, however, reveals the predicted better ear
advantage in isolation. Similarly, the difference in predictions by the MBSTOI
and beMBSTOI measures show the amount of binaural unmasking included
in predictions by the MBSTOI measure. This is seen to be around 2 dB when
the interferer is not near 0◦ or 180◦. Fig. G.7 also shows results from [31],
of measured binaural advantage (”Bronkhorst & Plomp, FF”) and of bin-
aural advantage, measured using modified stimuli that does not allow for
binaural unmasking (”Bronkhorst & Plomp, dL”). The vertical distance be-
tween each corresponding pair of points from ”Bronkhorst & Plomp, dL” and
”Bronkhorst & Plomp, FF” amounts to an empirical observation of binaural
unmasking. It is interesting to note that the distance between these measure-
ments correspond well with the distance between prediction by the MBSTOI
and beMBSTOI measures. Moreover, the beMBSTOI measure predicts the
data points of ”Bronkhorst & Plomp, dL” quite well. This indicates that
the MBSTOI measure correctly estimates the separate contributions of better-
ear advantage and binaural unmasking.

The B-sEPSM overestimates binaural advantage considerably. This result
is somewhat surprising, as the B-sEPSM also uses an EC stage, similar to
that of the MBSTOI measure, to predict binaural advantage. However, the
fact that it uses a degraded signal and a clean noise signal, could possibly
alter the operation of the EC stage. Furthermore, as mentioned, the under-
lying SIP algorithm, the mr-sEPSM, is significantly different from the STOI
measure. The result is consistent with observations of [45], which, however,
also indicate that the B-sEPSM performs well in more complicated binaural
conditions with reverberation and fluctuating interferers.

5 Conclusions

In this paper we have carried out a detailed investigation of the Determinis-
tic Binaural Short-Time Objective Intelligibility (DBSTOI) measure in acous-
tical conditions with distributed or multiple interferers. We showed that,
in such conditions at low Signal to Noise Ratios (SNRs), the DBSTOI mea-
sure suffers from an upward bias. The reason for this bias was studied in
detail, resulting in a modified algorithm which does not suffer from this is-
sue: the Modified BSTOI (MBSTOI) measure. Across five different datasets,
the MBSTOI measure performed similarly to the DBSTOI measure in con-
ditions with point-like interferers, and outperformed the DBSTOI measure
in conditions with multiple or spatially distributed interferers. Within the
scope of the five datasets used for testing, the MBSTOI measure essentially
removed the issues relating to bias, with no apparent side effects.
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1. Introduction

Abstract

Speech Intelligibility Prediction (SIP) algorithms are becoming popular tools within
the development and operation of speech processing devices and algorithms. How-
ever, many SIP algorithms require knowledge of the underlying clean speech; a sig-
nal which is often not available in real-world applications. This has recently led to
increased interest in non-intrusive SIP algorithms, which do not require clean speech
to make predictions. In this paper we investigate the use of Convolutional Neural
Networks (CNNs) for non-intrusive SIP. To do so, we utilize a CNN architecture
which shows similarities to existing SIP algorithms, in terms of computational struc-
ture, and which allows for easy and meaningful visualization and interpretation of
trained weights. We evaluate this architecture by using a large dataset obtained by
combining multiple existing datasets from the literature. The proposed method shows
high prediction performance when compared with four existing intrusive and non-
intrusive SIP algorithms. This underlines the strong potential of deep learning for
use in predicting speech intelligibility.

1 Introduction

Algorithms for Speech Intelligibility Prediction (SIP) typically attempt to pre-
dict the average intelligibility of noisy or degraded recordings of speech, to
a group of average normal-hearing listeners. This can be an advantageous
alternative to carrying out time consuming and expensive listening experi-
ments involving many test subjects. Such algorithms were first studied in the
telephone industry, with the aim of quantifying intelligibility of speech trans-
mitted via telephone, without relying on listening experiments [1, 2]. This
research resulted in the Articulation Index (AI), which is an objective scoring
of intelligibility, between zero and one [1]. This scoring is computed as a
weighted sum of contributions from a range of non-overlapping frequency
bands [1]. The band-wise contributions are, in turn, based on the long-term
Signal to Noise Ratio (SNR) within each band [1]. The resulting scoring of
intelligibility has been shown to have a nearly monotonic relationship with
measured intelligibility (measured in percentage of words understood cor-
rectly). It has, furthermore, been shown that the AI can be interpreted as an
estimate of the information capacity of a noisy communication channel [3].
An updated and ANSI-standardized version of the AI is known as the Speech
Intelligibility Index (SII) [4].

Since the introduction of the AI, a considerable amount of research has
been carried out within SIP. This, more recent, work often aims to provide
predictions in conditions where the AI and SII fall short. These include condi-
tions with fluctuating interferers, e.g. [5–10], conditions where the speech sig-
nal has been non-linearly degraded or processed, e.g. [11, 12], conditions with
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binaural listening, e.g. [7, 8, 13–18], and conditions with hearing impaired lis-
teners, e.g. [19–22]. Furthermore, SIP algorithms can be classified according
to the input signals required for making predictions. The AI and SII re-
quire access to clean speech and noise in separation (and therefore do not
handle non-linearly degraded noisy speech) [1]. A second class of SIP al-
gorithms makes predictions based on the degraded speech signal (i.e. that
for which intelligibility is predicted), and either the clean speech in sepa-
ration, e.g [10–12, 21, 23], or the clean noise in separation, e.g. [9, 18, 24].
Together, SIP algorithms which require knowledge of the clean speech signal
or the clean noise signal, are known as intrusive SIP algorithms [22].

Recently, however, research has been increasingly directed towards non-
intrusive SIP algorithms, which predict intelligibility by using only the de-
graded speech signal, e.g. [19, 20, 22, 25–31]. Such algorithms could be valu-
able for online assessment of speech intelligibility in signal processing de-
vices such as hearing aids, or for other real-world applications where a clean
signal cannot be obtained [22, 29–31].

One intrusive SIP algorithm has recently gained considerable popularity
in the signal processing community: the Short-Time Objective Intelligibil-
ity (STOI) measure [12]. This very simple algorithm predicts intelligibility
from clean and degraded speech, by averaging the sample correlation coeffi-
cient of short segments of clean and degraded envelopes across 15 one-third
octave bands. The STOI measure has shown to correlate well with measured
intelligibility in conditions including different additive noise sources [12],
noise reduction processing [12, 32], hearing-aid and cochlear implant pro-
cessing [22], and noisy speech transmitted via telephone [33]. Later work
has shown the STOI measure to be closely related to an estimate of infor-
mation transmission [23]. The STOI measure has been extended to make
binaural predictions [34, 35], as well as to make non-intrusive [30], or partly
non-intrusive [29, 31], predictions. An extension of the STOI measure, which
aims to increase prediction accuracy for speech masked by fluctuating noise,
is proposed in [10]. Another extension aims to increase prediction accuracy
by weighting contributions of speech segments according to the information
content of the speech [36]. A noise reduction algorithm, based on maximizing
the STOI measure, is presented in [37].

The SIP algorithms discussed until this point are typically based on
heuristics, as well as simple models of the human auditory system, and
in some cases information theory. The algorithms gain trustworthiness
primarily from repeated displays of accurate prediction performance across
different conditions. Somewhat surprisingly, the SIP problem has only
been sporadically investigated from a machine learning perspective [38–40].
The SIP problem has a clearly defined structure, with one or more well-
defined input signals, and one output between zero and one. Thus, it can be
considered as a regression problem. Furthermore, the recent success of deep
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learning, within both Automatic Speech Recognition (ASR) [41] and speech
enhancement [42, 43], suggests that similar approaches could be successful
within SIP. The absence of such work may be primarily due to the lack of
widely available datasets of degraded speech and corresponding measured
intelligibility.

In this paper, we use Convolutional Neural Networks (CNNs) to non-
intrusively predict the intelligibility of speech which has been degraded in
different ways. When using neural networks for ASR, these typically in-
clude millions of parameters, and are trained using hundreds or thousands
of hours of speech material [41]. We are not aware of the existence of such
large databases of measured intelligibility, and this consequently rules out
the possibility of training similarly large neural networks for SIP. Instead,
this work has been guided by the following hypothesis:

SIP is a simple problem in comparison with ASR and speech enhance-
ment, and can therefore be solved by a comparatively smaller neural
network.

Under this hypothesis, it should be possible to obtain good performance on
the SIP task, without having to rely on massive quantities of training data.
The hypothesis is based on the belief that speech intelligibility can be ef-
fectively assessed by the presence or absence of a rather small number of
spectro-temporal patterns in a signal. This belief is motivated by the ob-
servation that existing non-intrusive SIP algorithms are able to predict in-
telligibility accurately across many conditions, by considering very simple
modulation-domain structures [25, 26, 30]. In contrast, an ASR system must,
in some form or another, store a detailed lexicon of all sounds present in
speech, such as to allow for distinguishing and classifying these.

In order to make our work interpretable and comparable to existing non-
intrusive and intrusive SIP algorithms, we have used a simple CNN structure,
which is based on a small number of easy-to-visualize modulation features.
In Section 2, we provide a detailed description of the structure of this net-
work. In Section 3, we describe the speech database used for training, val-
idation, and testing of the method. In Section 4, we evaluate the proposed
measure, and compare it with existing non-intrusive and intrusive SIP algo-
rithms. In Section 5 we discuss the implications of specific design choices in
the proposed CNN architecture and the approach used for training it. Sec-
tion 6 concludes upon our findings.

2 A CNN for Intelligibility Prediction

In this section we provide a detailed overview of the CNN architecture which
we use to non-intrusively predict speech intelligibility. We specifically chose

209



Paper H.

a CNN structure because 1) this allows for handling input signals of varying
length, and 2) the resulting convolution kernels can be visually inspected,
and clearly reveal the spectro-temporal features used by the network.

Since we consider non-intrusive intelligibility prediction, only a degraded
input signal, y(t), is available. This is assumed to be a recording of at least
several spoken sentences, which may be degraded by noise, reverberation,
non-linear distortion, or essentially any other factor. The goal is to predict the
fraction of words which are understandable to a normal-hearing listener. By
a word being “understandable”, we mean that the listener is able to repeat it,
after having heard it. Thus, the output is a number in the range 0% to 100%.

The input signal, y(t), is preprocessed before being presented to the afore-
mentioned CNN. Specifically, this is done to lower computational demands.
Furthermore, the preprocessing steps serve to make the resulting network in-
dependent of the overall level of the input speech. The preprocessing consists
of steps which are highly similar to ones carried out in the STOI measure [12].
These steps result in a considerably more compact signal representation, and
the success of the STOI measure suggests that they do not remove informa-
tion which is crucially important to speech intelligibility.

2.1 Preprocessing

The input signals are first resampled to 10 kHz and periods without speech
are removed by use of an ideal Voice Activity Detector (VAD), i.e. a VAD
which makes use of the underlying clean speech signal. An ideal VAD is used
to allow for meaningful performance evaluation. See Section 5 for a discus-
sion of the necessity and implications of this. The VAD consists of two steps:
1) both the clean and degraded signals are segmented into 256-sample Hann-
windowed segments, with an overlap of 50% between consecutive frames,
and 2) the degraded signal is resynthesized, using only the frames with a
clean speech power of more than −40 dB relative to the most powerful frame.
These steps are identical to ones used in the STOI measure [12].

After resampling and removal of segments without speech, the signal is
analyzed with a short-time Discrete Fourier Transformation (DFT), following
the exact structure of the STOI measure [12]. This is done in 256-sample
Hann-windowed segments which are zero-padded to 512 samples. The DFT
coefficient corresponding to the kth frequency bin and the mth time frame is
denoted ŷk,m.

Envelopes are then extracted in Q = 15 one-third octave bands, across
the M time frames in the signal, in the same way as in the STOI measure [12]:

Yq,m =

√√√√ k2(q)

∑
k=k1(q)

|ŷk,m|2, (H.1)
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for m = 1, . . . , M and q = 1, . . . , Q, where q is the one-third octave band
index, and k1(q) and k2(q) are, respectively, the lower and upper limits of
the qth one-third octave band. The one-third octave bands have center fre-
quencies spaced by one third octave, starting at 150 Hz.

The envelopes are mean- and variance normalized. This is also done in
the STOI measure [12], but in a slightly different manner. We define the
normalized envelope sample, Ȳq,m, by the two following steps:

Ỹq,m = Yq,m −
1
N

m

∑
m′=m−N+1

Yq,m′ , (H.2)

for m = N, . . . , M, and:

Ȳq,m =
Ỹq,m√

1
N ∑m

m′=m−N+1 Ỹ2
q,m′

, (H.3)

for m = 2N − 1, . . . , M, where Ỹq,m is a zero-mean intermediate variable,
and Ȳq,m is the normalized envelope. As in the STOI measure, we use N =
30 envelope samples (corresponding to 384 ms) to estimate the mean and
variance. The resulting normalized envelopes are defined for Q = 15 one-
third octave bands, and for L = M− 2N + 2 time windows.

2.2 Network Architecture

The preprocessed input signal can be represented as a matrix of L× Q real
numbers. The aim is to make a prediction of the intelligibility of the input
signal in the range 0–100%. The specific CNN architecture, used to do so, is
illustrated in Fig. H.1.

First, the preprocessed input signal is convolved with K kernels of di-
mension N × Q (marked (A) in Fig. H.1). This convolution is carried out
only for shifts where the kernel is entirely contained in the preprocessed sig-
nal (this is sometimes referred to as “narrow” convolution). Furthermore,
the convolution is carried out with a subsampling (or a stride) of 10, to limit
computational demand. Thus, the output of this convolution is a tensor of
dimension (L− N + 1)/10× 1× K.1 A kernel-dependent constant is added
to this tensor (marked (B) in Fig. H.1). The temporal length of the kernels has
been chosen to N = 30 (or 384 ms), because a similar time scale was used with
good results for both the STOI [12] and Non-Intrusive STOI (NI-STOI) [30]
measures. The kernels were chosen to span all Q = 15 frequency bands, in or-
der not to impose any constraints on the modeled structures across frequency.
Furthermore, this design allows for easy visual inspection and interpretation

1More precisely the first dimension is b(L − N + 1)/10c. We have left out the floor opera-
tor, b·c, for notational convenience.
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Fig. H.1: A block diagram of the applied network architecture. Network weights, indicated by
(A)–(F), are found by stochastic gradient descent.

of the kernels. The result of the convolution is transformed in an entry-wise
manner with a “softplus” non-linearity [44]:

f (z) = log(1 + ez). (H.4)

Following this, pooling is carried out by averaging across the first dimension
of the signal, yielding an output vector of dimension 1× 1× K. This vec-
tor is passed through three conventional Feed-Forward (FF) layers (weights
marked (C) in Fig. H.1), with K inputs and K outputs, each employing soft-
plus non-linearities. A constant-vector is added before each non-linearity
(marked (D) in Fig. H.1). A weighted summation of the the K outputs of the
final FF layers is carried out (weights marked (E) and constant marked (F)
in Fig. H.1), followed by a sigmoid non-linearity. The resulting output is a
number in the range 0 to 1, corresponding to 0–100% predicted intelligibility.
The system was implemented using Theano [45].

2.3 Interpretation of the Architecture

The proposed CNN architecture can be related to the structure of exist-
ing SIP algorithms. The majority of existing SIP algorithms assume that
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additive contributions to intelligibility are supplied from different frequency
bands [1, 4, 12] or modulation frequency bands [24, 46, 47]. Thus, contri-
butions from several separate channels are computed and linearly combined,
typically applying some numerical weighting of the importance of each chan-
nel [1, 48]. The contributions typically depend on either the SNR [1] or the
correlation between clean and degraded envelopes [10–12, 23] within a band.
For instance, the SII is computed as follows [4]:

SII =
n

∑
i=1

Ii Ai, (H.5)

where n is the number of frequency bands, Ii is the relative importance of
the i’th band, and Ai is a measure of the speech fidelity in the ith band,
which is, in turn, determined by transforming the SNR, in the ith band, with a
compressive activation function. The resulting sum of contributions can then
be transformed into a prediction of intelligibility (as a fraction of correctly
understood words), by use of a function with an output in the range 0 to 1
(e.g. a logistic function [12] or a cumulative normal distribution [24]).

In the CNN architecture proposed in this paper, the K outputs of the
convolution stage react to the presence of different sprectro-temporal pat-
terns in the input signal. These excitations are non-linearly transformed and
mixed in three FF layers. The outputs from the last FF layer are summed
together using trained weights. The resulting sum is transformed into the
range 0 to 1, by a sigmoid function. The last part of the CNN is similar to
existing SIP algorithms, in that it computes a weighted sum of contributions,
which is then transformed onto the interval 0 to 1 with a mapping function.
These last two steps of this process correspond closely to the computation
of e.g. the SII. However, instead of combining the SNR-based values Ai,
the CNN architecture combines the outputs of the FF network into an in-
dex. This index is transformed into a prediction of intelligibility in percent
by a sigmoid function. A similar approach is used to transform the SII into
a prediction of intelligibility in percent [4]. The difference between the pro-
posed CNN architecture and the SII is, then, that the proposed architecture
non-intrusively estimates the K separate contributions, while the SII relies on
the band-wise SNR, transformed by a compressive non-linearity. The pro-
posed architecture does so by detecting the presence of a range of trained
modulation templates (i.e. kernels), which may be indicators of speech,
noise, or other factors which impact intelligibility. This in turn suggests that
the combination of the convolutional stage and the FF network can be inter-
preted, in part, as an SNR estimator, followed by a non-linear transformation
similar to that used in the SII. An advantage of the proposed method is that
visual inspection of the kernels can give an understanding of which features
the network associates with speech.
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2.4 Training

The system is trained in a supervised manner on a database of audio files
of different lengths, each with an associated measured intelligibility (see Sec-
tion 3). Network weights (marked (A)–(F) in Fig. H.1) were found using
stochastic gradient descent [49], while optimizing for the cross entropy [49].
Each gradient step is computed from a minibatch assembled from 5 seconds
of audio, picked from a uniformly distributed random location in the signal,
from each of five randomly picked audio files, i.e a total of 5 × 5 seconds
of audio, and 5 corresponding values of measured intelligibility between 0%
and 100%. We consider one epoch to constitute a single use of each value
of measured intelligibility. Consequently, one epoch makes use of only 5
seconds of audio from each associated audio file.

Training commences with a learning rate of 0.01. Performance is evalu-
ated on both the training set and the validation set once every 50 epochs (see
Section 3 for details on the training and validation sets). At this point, the
learning rate is decreased by 15% if 1) the current best training set perfor-
mance has not been found within any of the last five performance evalua-
tions, or 2) the current best validation set performance has not been found
within any of the last 20 performance evaluations. Training is stopped when
the learning rate becomes too small for the gradient steps to impact perfor-
mance. Evaluation is performed using the weights which gave rise to the
highest validation set performance.

The training process was regularized in two different ways. First, a reg-
ularization term, consisting of 10−5 times the sum of squares of all trained
weights, was added to the objective function. Secondly, dropout, with a prob-
ability of 0.5 was used on the weights in the convolution stage. Dropout was
not used in the remaining stages, as this was found to make the training pro-
cess unstable. This is most likely because relatively narrow FF layers were
used in practice (i.e. there were few nodes in each layer).

3 Data Material

To evaluate the proposed architecture, we assembled a dataset by combining
data from a number of sources. This dataset was split into training, validation
and testing sets in two different manners, as described below.

3.1 Sources of Data

We obtained measured intelligibility from four different listening experi-
ments, previously described in the literature (see Table H.1):

• D1: (Described in [50].) Intelligibility was measured for noisy sen-
tences processed with Ideal Time Frequency Segregation (ITFS). This
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Table H.1: An overview of the four listening experiments.

ID Collected by # conditions
D1 Kjems et al. [50] 114
D2 Kjems et al. [50] 33
D3 Jensen & Taal [10] 60
D4 Studebaker & Sherbecoe [51] 318

was done for 1) four different noise types: Speech Shaped Noise (SSN),
bottling factory hall noise, car noise, and café noise, 2) two different
types of ideal binary masks, 3) eight different Relative Criterion (RC)
values (parameter setting for the ITFS algorithms), and 4) three differ-
ent SNR values. The measurements were carried out for 15 normal
hearing subjects, using the Dantale II speech corpus [52]. In this work,
we excluded the conditions with café noise, as this effectively consists
of a single interfering talker. In conditions with a single interfering
talker, a non-intrusive SIP algorithm must be supplied with additional
information to correctly identify the target talker (as it could be any of
the two talkers). We consider such conditions to be beyond the scope
of this work.

• D2: (Described in [50].) This experiment measured the intelligibility for
speech masked by the same four types of noise, as used in dataset D1,
but without the application of ITFS. This was done for 15 normal hear-
ing listeners with the Dantale II corpus, using an adaptive procedure for
measuring the 20%– and 80% Speech Reception Thresholds (SRTs) [50]2.
The speech intelligibility was estimated at 11 SNRs, uniformly spaced
from −20 dB SNR to 5 dB SNR, by fitting a logistic function to the
measured SRTs, and interpolating [23]. The café noise conditions were
removed from this dataset, for the same reason as for dataset D1.

• D3: (Described in [10].) Intelligibility was measured for Dantale II sen-
tences masked by ten different types of noise, including SSN, unintelli-
gible babble (1, 2, and 6 talkers), sinusoidally intensity modulated SSN
(2, 4, 8, and 16 Hz), “machine gun” noise, and “destroyer operations
room” noise (the two last noise types are from the NOISEX corpus [53]).
Intelligibility was measured at six SNRs, uniformly spaced by 3 dB, and
centered around the experimenters rough estimate of the 50% SRT [10].
The experiment was carried out for 12 normal hearing listeners.

• D4: (Described in [51].) Intelligibility was measured for high- and low-
pass filtered spoken words masked by SSN [51]. This was done using

2The X% SRT is the SNR at which the subject is able to correctly repeat X% of presented
words.
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recordings of the CID W-22 word lists [54]. Measurements were taken
at 21 filter cutoffs and 10 SNRs, but some combinations were left out
due to very low intelligibility. Eight normal hearing listeners partici-
pated in the study.

In all four listening experiments, the sound was delivered to the subject via
headphones. For the first three datasets, we are in possession of the ac-
tual speech signals which were presented to the listeners. For dataset D4,
we recreated stimuli by high- or low-pass filtering speech and mixing it
with SSN, following the description in [51].

The first three datasets were collected using the Danish Dantale II speech
corpus [52] while D4 was collected using the CID W-22 corpus [54]. It is
worthwhile to notice that the Dantale II corpus includes only 50 unique
words, while the CID W-22 corpus contains 200 unique words. By train-
ing on such small corpora, it is likely that the resulting CNN could be able
to recognize individual words, or parts of words, and associate these with
high levels of intelligibility. This is an unwanted behaviour, as a truly non-
intrusive SIP algorithm should not be dependent on a particular underlying
speech corpus. To avoid this problem, we recreated the signals of all four
experiments using another Danish speech corpus: Akustiske Databaser For
Dansk (ADFD)3. This includes a wide variety of Danish sentences spoken by
more than 600 individuals of both genders. In this way, it was possible to en-
sure that a broad corpora of sentences spoken by different, non-overlapping,
sets of talkers were used for training, validation, and testing. Speech mate-
rial corresponding to at least ten sentences per condition was generated. This
resulted in slightly less than 7 hours of audio in total (after voice activity
detection).

The choices, involved in assembling the above described dataset, are fur-
ther discussed in Section 5.

3.2 Training, Validation, and Testing Sets

The used datasets include measured intelligibility in a total of 525 conditions
(see Table H.1). To facilitate an evaluation of the proposed CNN architecture,
these conditions were split into training, validation, and testing sets. To do
so, it is important to realize that varying levels of similarity exist between the
conditions. For instance, intelligibility was measured for different SNRs for
each noise/processing configuration, and each of these measurements are
counted as one individual condition. If a system is trained with measure-
ments for several SNR values in one noise/processing configuration, and
tested on an unseen SNR in that same configuration, the task may be likened
to a simple interpolation task. On the other hand, it may be a much more

3See http://www.nb.no/sbfil/dok/nst_taledat_dk.pdf.
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4. Results

difficult task to correctly predict the intelligibility for a noise/processing con-
figuration which was not included in the training data. If the 525 conditions
are split randomly, the evaluation may, thus, consist of tasks of somewhat
varying difficulty. In particular, the results may not be representative of the
performance which could be obtained with entirely novel types of noise and
processing.

To alleviate this potential problem, we impose some structure on the gen-
eration of training, validation, and testing subsets. We investigate two dif-
ferent ways of doing so: 1) we perform the split such that, to the furthest
extent possible, all noise/processing configurations are represented in all
three subsets, but at different SNRs, and 2) we perform the split such that
no noise/processing configuration is represented in more than one subset.
The first method allows us to investigate the ability of the trained network
to generalize to previously unseen SNRs in previously seen configurations of
noise type and processing. The second method allows us to investigate the
ability of the trained network to generalize to unseen configurations of noise
type and processing.

In the first type of split (unseen SNRs), the data is split to use approxi-
mately four of six conditions for training and one of six conditions for each of
validation and testing. Whenever this distribution cannot be obtained exactly,
the remaining data points are distributed via fair lottery.

The second type of split (unseen noise/processing configurations) is per-
formed slightly differently. We also use four out of six conditions for training,
and one of six for each of validation and testing. However, since the different
conditions may not be equally difficult to predict, this introduces a consid-
erable source of variability, i.e. the performance on a particular testing set
is likely to depend considerably on the specific noise/processing configura-
tions contained in that set. Therefore, to ensure that all conditions are equally
represented in the evaluation, we carry out the second type of split as Leave-
N-Out Cross Validation (LNOCV). To do so, the noise/processing configu-
rations were randomly split into six subsets, containing approximately the
same number of conditions. Four of these subsets are used for training, one
for validation, and one for testing. By rotating which subsets are used for
training, validation and testing, we obtain six different splits, such that every
data point is included exactly once in a validation set and once in a testing
set. This ensures that predictions are made for all conditions in the available
dataset.

4 Results

In this section we evaluate the proposed CNN, and compare it with four
previously proposed non-intrusive and intrusive SIP algorithms. We sepa-
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Fig. H.2: The median test RMSE vs K, when testing with unseen SNRs but previously seen
noise/processing configurations. The error bars show 25th and 75th percentiles.

rately evaluate performance for the two different approaches for generating
training, validation, and testing subsets (described in Section 3.2). Lastly, we
investigate the properties of a specific instance of a trained network.

4.1 Testing with Unseen SNRs

We first consider performance when training with all noise/processing con-
figurations, and testing with unseen SNRs (the first data splitting method
described in Section 3.2). Because of the relatively small size of the dataset,
random factors in the splitting procedure may affect performance. We there-
fore drew ten realizations of the split, and evaluated performance for each of
these.

Fig. H.2 shows the relationship between median prediction performance,
in terms of Root-Mean-Square Error (RMSE), and the value of K (i.e. the
number of convolution kernels). The median is computed across the perfor-
mance of ten trained networks; one for each dataset split. The figure shows
performance improving for increasing K, until around K = 16, where perfor-
mance plateaus. The error bars indicate that performance is very consistent
across the different realizations of splits, except at low values of K. In abso-
lute terms, the best RMSE is slightly below 16%. This suggests a considerable
degree of correlation with measured intelligibility.

Based on the results of Fig. H.2, we use K = 16 for testing with unseen
noise/processing configurations, as described in the following section.
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4.2 Testing with Unseen Noise/Processing Configurations

We now consider performance for noise/processing configurations which
were not used for training. To do so, we split the dataset by the second
method described in Section 3.2, including the use of LNOCV. We gener-
ated ten sets of six splits, as described in Section 3.2. One CNN was trained
for each resulting split, yielding ten different predictions for each condition
(i.e. 60 CNNs were trained in total). The medians of these predictions, for
each condition, are plotted against measured intelligibility in Fig. H.3a. This
shows that accurate predictions are made for the majority of conditions. This,
to a certain extent, suggests that the trained CNNs have learned fundamental
features which govern the intelligibility of speech. Especially the conditions
of dataset D4 consistently appear to be very accurately predicted. Datasets D1
and D2 are also reasonably predicted. Dataset D3, on the contrary, is notably
less accurately predicted. This dataset contains speech in different types of
modulated or strongly fluctuating noise types. Such conditions have proved
difficult to predict by several existing SIP algorithms, including the SII and
the STOI measure [6, 10].

The prediction bias (i.e. the average signed prediction error) of the pro-
posed method, for datasets D1, D2, D3 and D4 is, respectively −0.04%, 12.1%,
3.64%, and −2.44%. Disregarding the bias for dataset D2, which contains
relatively few conditions, the bias is very small, i.e. there is little tendency
to systematically over- or underestimate intelligibility from particular listen-
ing experiments. This can be taken as an indication that merging different
datasets is not problematic in this context (we discuss this issue further in
Section 5).

The ten largest prediction errors on Fig. H.3a are annotated and listed
in Table H.2. Not surprisingly, these mainly consist of conditions from
dataset D3. These are conditions with noise types that contain speech-like
modulations. More surprisingly, a large prediction error occurs for speech
in SSN at an SNR of −5 dB (No. 7 in Table H.2, dataset D3). From
Fig. H.3, it can be seen that intelligibility, in this condition, is predicted to
be around 40%, while it is measured to be around 90%. Similar conditions
(i.e. speech masked by SSN) are included in dataset D4. Here intelligibility
has been measured at SNRs of −4 dB and −6 dB, to, respectively, 73.2%
and 49.2% [51]. Both are considerably lower than the result from dataset D3.
This may be due to difference in the intelligibility of the Dantale II corpus
used for collecting D3 and the CID W-22 corpus used for collecting D4.

Fig. H.3b shows predictions by four other SIP algorithms: the intru-
sive STOI [12] and Extended STOI (ESTOI) [10] measures, as well as the non-
intrusive NI-STOI measure [30] and the Speech to Reverberation Modulation
energy Ratio (SRMR) [25, 28]. To ensure a fair comparison, we preprocessed
the input signals, for these algorithms, with exactly the same ideal VAD as
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Fig. H.3: The median of predictions for the proposed CNN, and for four other SIP algorithms,
plotted against corresponding measured intelligibility. The error bars show the 25th and 75th
percentiles of predictions. Colors/symbols indicate which dataset each condition belongs to.
For the proposed method, the ten conditions with the largest absolute prediction errors are
numbered in descending order. Descriptions of these are given in Table H.2.
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Table H.2: Conditions with largest absolute prediction errors.

No. Error Description
1 73.8% D3 • ICRA7: 6 spkr babble • SNR=–19dB SNR
2 64.4% D3 • ICRA7: 6 spkr babble • SNR=–16dB SNR
3 60.3% D1 • Car cabin • SNR=–60dB • TBM RC=12.7dB
4 –53.9% D3 • Mod. SSN f=16Hz • SNR=–10dB
5 –52.7% D3 • Mod. SSN f=16Hz • SNR=–13dB
6 50.7% D1 • Car cabin • SNR=–20.3dB • TBM RC=12.7dB
7 –49.7% D3 • ICRA1: SSN • SNR=–5dB
8 48.6% D3 • Mod. SSN f=8Hz • SNR=–25dB
9 48.5% D1 • Bottling factory hall noise • SNR=–60dB • IBM RC=-

25.2dB
10 48.2% D1 • Car cabin • SNR=–23dB • TBM RC=12.7dB

Table H.3: Performance metrics for the five SIP algorithms.

SIP algorithm RMSE Kendall’s Tau
CNN 17.67% 0.678
STOI 24.35% 0.550
ESTOI 19.74% 0.633
NI-STOI 23.38% 0.566
SRMR 34.41% 0.232

used in preprocessing for the proposed architecture. The outputs of these
predictors were transformed with a logistic function [12]:

f (x) =
1

1 + exp(ax + b)
. (H.6)

The constants a and b were fitted to the training data4, and predictions were
carried out for the corresponding test set. This was done for all 60 dataset
splits, yielding ten different predictions for each point.

The two intrusive SIP algorithms (the STOI and ESTOI measures) also
show consistently good prediction performance, with the exception of a
group of conditions, for which the STOI measure severely underestimates
intelligibility. These are mainly conditions from dataset D3, which involve
modulated or otherwise fluctuating interferers. The ESTOI measure was
developed specifically to cope better with such conditions [10]. It is entirely
expected that these algorithms perform favorably in comparison with the
proposed one, as they have a considerable advantage, in having the clean
signal available. This is not the case for the two non-intrusive SIP algorithms

4The fitting was carried out using the scipy.optimize.curve_fit-function in SciPy [55].
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included in the analysis (the NI-STOI measure and the SRMR). The NI-STOI
measure generally predicts the trend accurately, but over- or underestimates
intelligibility considerably for a number of conditions, particularly ones
belonging to dataset D3. The SRMR correlates poorly with measured
intelligibility in the studied conditions.

A notable feature of Fig. H.3, is the fact that the measures in the STOI-
family provide very consistent predictions across different training sets (i.e.
the error bars are small), while the CNN-based approach shows considerable
variability. This is certainly a consequence of the fact that the STOI-family
measures have only two fitted parameters (a and b in (H.6)), while the CNN-
based approach has many more. However, the variations are rather small in
comparison with the magnitude of prediction errors, and are therefore not
likely to influence performance strongly. Even more consistent predictions
could possibly be obtained with a larger and more representative dataset.

Table H.3 lists the overall prediction performance of the five SIP algo-
rithms in terms of RMSE and Kendall’s tau. Both performance measures
show the proposed method to perform similarly to or better than the four SIP
algorithms used for comparison. This result should be considered in the
light of the fact that the STOI and ESTOI measures gain a considerable ad-
vantage by having access to the clean speech signal. On the other hand,
the CNN-based method is trained on conditions which, while not identical,
may be similar to the ones used for testing. It is also notable that the non-
intrusive NI-STOI measure performs slightly better than the original intrusive
STOI measure.

4.3 Interpretation of Trained Network

Because of the simple structure of the used CNN and the small values of K, it
is possible to effectively visualize the operation of the resulting network. To
do this, we selected one particular network with K = 10, trained according
to the procedure applied in Section 4.1. In this section, we illustrate the
operation of this network in further detail.

The kernel weights of this network are plotted in Fig. H.4. Each kernel
spans Q = 15 one-third octave bands, logarithmically spaced from 150 Hz
to 3.8 KHz, and N = 30 time frames, corresponding to 384 ms. The convo-
lutional part of the network can be interpreted as if looking for segments of
signal with a time-frequency pattern similar to the kernels. The output of the
convolutional stage is passed through three FF layers. It is therefore not di-
rectly possible to observe the effect of each kernel, on predicted intelligibility.
A high degree of excitation for a particular kernel, may be interpreted, by
the later stages of the network, as an indication of either higher intelligibility
or of lower intelligibility (e.g. a kernel can function as a detector of intel-
ligible speech, but also as a detector of noise). The kernels seen in Fig. H.4
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Fig. H.4: Plots of the kernel weights for a CNN with K = 10, trained according to the procedure
described in Section 4.1.

clearly represent various types of spectro-temporal modulation structure. For
instance, kernels 5 and 8 appear to encode temporal modulation at rates be-
tween 3 and 10 Hz. Kernel 5 could also be interpreted as a detector of short
gaps. Kernels 3, 4, 9 and 10 appear to represent more complex temporal
developments with the spectral distribution changing across time.

To further illustrate the operation of the network, Fig. H.5 shows several
internal properties of the network, for an input signal consisting of a short
segment of bottling factory hall noise followed by a short segment of speech
and bottling factory hall noise at +10 dB SNR. Fig. H.5a shows a conventional
spectrogram of the signal. Fig. H.5b shows the signal representation used as
input to the network (i.e. the representation given by (H.3)). Fig. H.5c shows
the ten outputs of the convolution stage (i.e. obtained by convolution with
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the kernels displayed in Fig. H.4), as well as the predicted intelligibility of
the signal, computed based on one trailing second of signal. From Fig. H.5b,
it is evident, that the non-speech and speech segments contain very differ-
ent modulation structures. Most notably, the non-speech segment appears
to contain more high-frequency modulations, while the speech segment con-
tains more low-frequency modulations. From Fig. H.5c, it is evident that the
kernels are strongly excited by the speech part of the signal, and much less
so by the non-speech part. Fig. H.5c furthermore suggests a considerable
degree of independence between the kernels, i.e. the outputs of the kernels
appear mutually uncorrelated. The individual kernels are excited somewhat
sparsely during the speech part of the signal, and each of them at different
points in time. This could indicate that the training has caused the kernels
to be excited by different features in speech signals. The predicted speech
intelligibility, shown in Fig. H.5c, is mostly low in the non-speech part of
the signal, and becomes close to one in the speech part of the signal. This
suggests that the network is able to distinguish speech from the noisy back-
ground. However, the strong fluctuations of the prediction also suggests that
one second of audio is not enough to accurately predict intelligibility (one
could argue that speech intelligibility is not even a meaningful concept for
such a short signal).

5 Discussion

In this section we further discuss some design decisions concerning the pro-
posed CNN architecture and the procedure used for training it. Specifically
we discuss 1) the use a an ideal VAD in the preprocessing step for an other-
wise non-intrusive method, and 2) the joining of data across multiple listen-
ing experiments and the associated substitution of underlying clean speech
material.

5.1 The Use of an Ideal VAD

The preprocessing steps carried on the degraded speech inputs to the pro-
posed CNN architecture (Section 2.1) involve the use of an ideal VAD. The
use of an ideal VAD together with an otherwise non-intrusive method may
seem somewhat inconsistent. However, we argue that the use of a VAD is
necessary in order to ensure a consistent presence of speech in the signals
used as input, at least for carrying out meaningful training and evaluation
of the proposed method. To illustrate this point, two hypothetical signals
are shown in Fig. H.6. Each signal consists of two tokens of speech and/or
noise. Signal 1 consists of one token of clean speech (e.g. a sentence), and
a token of clean noise without speech. The first token is easily intelligible,
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Fig. H.6: Two hypothetical signals, each composed of two consecutive segments. The first signal
consists of a token of clean speech (e.g. a sentence), and a token of pure noise. The second signal
consists of a token of clean speech, and a token of noisy speech, presented at an SNR which
makes it indistinguishable from pure noise. The speech intelligibility of the first signal is 100%,
as only the first token contains intelligible speech, and the second token contains no speech.
The average intelligibility of the second signal is only 50%, as the first token contains intelligible
speech, while the second token contains unintelligible speech.

and the second token contains no speech. Therefore all speech in Signal 1
is intelligible, i.e. the intelligibility is 100%. Signal 2 consists of one token
of clean speech, followed by one token of noisy speech, presented at a SNR
of −∞ dB. In Signal 2, the first token of speech is intelligible, but the second
one is not, i.e. the average intelligibility is 50%. However, there is no way,
even in principle, to predict this difference from the degraded signals only,
because signals 1 and 2 are, in fact, sample-wise identical: both signals con-
tain one token of clean speech, and one token of noise. The only difference is
whether the second token is considered to contain an underlying, unintelli-
gible, speech signal, or not. This ambiguity arises for any noisy speech signal
which contains speech pauses where only noise is present. We are not aware
of any approach to resolve this ambiguity, that does not involve somehow
standardizing the input signals. We therefore chose to standardize the input
signals by ensuring that there are no segments with only noise. We remark
that it is, of course, not fair to make performance comparisons between al-
gorithms that do make use of an ideal VAD, and algorithms that do not. In
the evaluation part of this work, we therefore used exactly the same VAD
as a preprocessing step for all compared methods. For practical uses of non-
intrusive SIP algorithms, this ambiguity has to be resolved in some other way
(that does not assume knowledge of a clean signal). One possibility is to use
a non-ideal VAD, which does not require knowledge of the clean signal (see
e.g. [56]). Another approach could be to attempt estimation of a slightly dif-
ferent target than intelligibility in percent, such as the number of intelligible
words or syllables per second of signal, or the rate of transferred informa-
tion [3, 23]. Such targets do not suffer from similar ambiguities, as they are
not dependent on the total number of words present in the underlying clean
speech signal. It may even be possible to use the proposed measure in this

226



5. Discussion

manner, by training with the use of an ideal VAD, and applying the resulting
CNN with no VAD at all. In this case the output can be interpreted as a
prediction of speech intelligibility under the assumption that the degraded
signal includes a consistent presence of underlying clean speech. I.e. in prac-
tical applications, it may not be necessary to distinguish between situations
where intelligibility is 0% because there is no speech, and situations where
intelligibility is 0% because of severe degradations.

5.2 Joining Data Across Different Listening Experiments

The process of changing the underlying speech material in audio from lis-
tening experiments, as described in Section 3.1, introduces the assumption
that the original target speech, used in the listening experiments, can be
substituted by an alternative corpus of speech, and still be meaningfully
used for predicting the intelligibility of the original speech signal. For this
to be the case, the used CNN architecture should respond similarly to the
original degraded speech and the degraded speech with substituted target
speech. Because the employed architecture uses kernels with a temporal
length of 386 ms, we assume it to be mainly sensitive to features on this
time-scale, i.e. individual phonemes and transitions between these. The sub-
stitution should therefore be unproblematic, provided that the distribution
of phonetic structures is similar across the original and substituted corpora.
Since Dantale II and the ADFD corpora both contain common Danish sen-
tences, we consider this to be a reasonable assumption for datasets D1, D2
and D3. We were unable to obtain the used recordings of the CID W-22
word lists used in dataset D4, and it is therefore more difficult to assess
whether the substitution of speech corpora is justifiable in this case. Notably,
the CID W-22 corpus contains English words rather than full Danish sen-
tences. While we do not believe the difference between English and Danish
to be highly important, it has previously been suggested that intelligibility
is lower, when individual words are presented without a context [57]. This
could possibly lead to some degree of discrepancy in the results.

The above discussion suggests an even broader question: is it sensible to
merge results from different listening experiments, carried out with different
subjects, different equipment, in different conditions, using different speech
corpora? The answer, of course, depends on the magnitude of differences
between the listening experiments, and the required quality of the merged
dataset. All four datasets, considered in this work, have been collected with
normal hearing subjects, presented with diotic degraded speech via head-
phones. Unless any of the equipment used in collecting these datasets have
strongly impacted the measured results, it should be reasonable to assume
that results can be compared across such studies. We believe the main dif-
ference to be the, already mentioned, difference between the used speech
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corpora. The decision of whether to merge datasets is then a trade-off of
quality against quantity. In this study we deemed it necessary to collect a
considerable amount of data, in order to justify the training of networks with
thousands of parameters. Thus, in contrast to many existing studies on SIP,
we have placed a slightly larger focus on the quantity of data, believing this
to cause only an insignificant reduction in the quality of the used data.

The results presented in Section 4 do not appear to suggest that the joining
of multiple datasets has led to any severe issues in the present study.

6 Conclusion

We have proposed a Convolutional Neural Network (CNN) architecture for
use in Speech Intelligibility Prediction (SIP). The architecture is designed
with a specific focus on being interpretable and structurally comparable to
existing SIP algorithms. To evaluate the performance of the architecture, we
collected a dataset of measured intelligibility by combining the results of four
listening experiments from the literature. The performance of the proposed
method was shown to be similar to or higher than that of four existing intru-
sive and non-intrusive SIP algorithms. By investigating the weights fitted in
a specific instance of the proposed architecture, it was possible to visualize
how the resulting network detects speech-like modulations, and uses these
to assess the degree of intelligibility in a degraded speech signal.
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