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Abstract 

An adaptive control system is a system that can 
cope with variations in a plant where it plays a 
major role in smart controllers needed for 
sophisticated systems. In this study, the adaptive 
control system is represented as a hierarchical 
control structure consisting of primary, 
secondary, and supervisory levels to monitor the 
system performance and adjust controller 
parameters for system regulation and stability. To 
validate the adaptive control concept, a basic 
automatic voltage regulator model is employed as 
an example. System performance is assessed 
against the conventional feedback control system 
under different step perturbations. The results 
demonstrate the effectiveness of the proposed 
adaptation mechanism, acting as a secondary 
control loop, in achieving superior performance 
and stability compared to the conventional one. 

Introduction 

According to Webster's dictionary, adaptation 
refers to changing one's behavior to conform to 
new or altered circumstances. The term adaptive 
control has been utilized since the early 1950s [1]. 
An adaptive regulator can intuitively change its 
behavior against variations in process dynamics 
and perturbations. Since regular feedback serves 
the same objective, the query of the distinction 
between adaptive and feedback control 
increments promptly. A precise definition of 
adaptive control that enables monitoring and 
determination of its adaptiveness is still lacking 
[1, 2].  
Early surveys on adaptive control were conducted 
by researchers from the 1950s to the 1980s [3-6].  
In the 1960s, crucial contributions to control 
theory were discussed that were necessary for the 
expansion of adaptive control, where theories of 
stability and state-space were presented. Notably, 
substantial findings were also made in stochastic 
control theory. Bellman introduced dynamic 
programming [3], while Feldbaum contributed to 
the understanding of adaptive processes through 
dual control theory [4]. Moreover, Tsipkin 
demonstrated the mutual framework of various 
adaptive learning schemes using stochastic 
approximation equations [5]. Furthermore, 
Åström and Eykhoff made significant progress in 
parameter estimation and system identification 
[6]. 
A brief review of several approaches based on 
adaptive control has been presented, including 



theoretical and machine learning-based 
approaches in [7]. Furthermore, three main 
schemes were discussed before in detail such as 
self-tuning regulators, model reference control, 
and gain scheduling. The principles underlying 
those adaptation schemes that now finding their 
path into products and applications were 
described early on [1]. The adaptation framework 
has been developed starting from [8] until now 
using self-optimizing controls. This type of 
adaptation way has recently been modernized and 
applied based on heuristics and metaheuristics 
optimizers in a direct adaptive control manner for 
many power system applications [9-12]. 
Over time, many challenges and failures of 
adaptive control emerged. It consists of three 
groups: The first incorporates challenges 
encountered in developing the subject including 
obstacles commitment to the bursting, MIT rule, 
Rohr’s counterexample, and unplanned instability 
in iterative identification and control. The second 
one is general issues; This constitutes a list of 
difficulties in almost all the adaptive control 
issues that algorithms need to overcome including 
impractical control targets, handling an abruptly 
unsteady closed-loop, transient instability, and 
problems with changing experimental conditions. 
For example, if a plant is unknown, and a control 
target is set, the target may be unachievable in 
practice, and any adaptive control algorithm 
needs to handle this possibility. The third group 
includes some problems of great interest to 
researchers at present, including model-free 
design and multi-model adaptive control, which 
are further elaborated in [13, 14]. 
The history of the HCS starts from [15] then J. 
Albus [16] who introduced the theory and 
practice of the hierarchical control concept, 
through T. Moor and J. Davoren, who developed 
a hierarchical control synthesis framework in 
collaboration with the Max Planck Institute that 
was sufficient to cover both continuous and 
discrete levels. Josep Guerrero [17] applied the 
concept of HCS to AC and DC microgrid 
systems. Further knowledge about the concept 
and theory of the HCS is provided in the 
following section. 
In this work, a new conceptual idea of the 
adaptive control system as a hierarchical control 
system (HCS) is presented. The utilization of 
hierarchical structure has gained significant 
appeal in various control system applications. The 
primary objective is to measure the system 
performance after adding an adaptation loop at 
the secondary level alongside the primary one, 

comparing it to the conventional feedback control 
system in terms of maximum 
overshoot/undershoot, settling time, and steady-
state error. Thus, the key features and importance 
of this study lie in introducing the application of 
a hierarchical control structure in the context of 
adaptive control systems, highlighting the 
benefits and effectiveness of this incorporation, 
performance comparison with conventional 
feedback systems, and focus on adaptation to 
changing disturbances. These aspects contribute 
to advancing the understanding and practical 
implementation of adaptive control systems. 

Hierarchical Control System: 

Theory and Concept 

The HCS can be explicated as an endeavor to 
address complex problems by breaking them 
down into smaller sub-problems and gathering 
their solutions into a hierarchical shape. The 
HCS  is a form of a control system in which a set 
of tasks is arranged at each level with possibly 
different periods of planning and execution time 
in a hierarchical tree. The general control system 
structure of an HCS is depicted in Fig. 1. 
The HCS is subdivided into several levels, as 
follows: 

• Level 0 is the lowest layer of the HCS 
called the inner control loop or the 
instrumentation layer. It contains field 
devices (i.e., transmitters and sensors) 
and control elements (actuators) such as 
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Production 
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Fig. 1: Basic control process levels. 



pumps and control valves. The purpose 
of this layer is to provide information to 
the upper control layer about the final 
status of the plant (direct control). 

• Level 1 contains the industrialized 
Input/Output (I/O) modules.  

• Level 2 includes the supervision 
computers that collect data from the 
direct control level and provide the 
operator control screens.  

• Level 3 is the production schedule and 
the level of control, which is 
responsible for monitoring the 
production and targets. This level might 
be also divided into stages (level 3 for 
controlling the production and level 4 
for scheduling it). 

These levels depend on the applications and may 
start from levels 0-5 as discussed in [18], which 
include an inner loop, unit /cell, area/line, 
building/production, campus/plant, and enterprise 
levels. On the other hand, they can be primary, 
secondary, tertiary, and supervisory levels as 
suggested by Josep Guerrero in [16] for 
micro/mini-grid applications.   

Adaptation Control Scheme 

 To understand the conceptual idea of adaptive 
control, the distinction between adaptive control 
and conventional feedback control system must 
be clarified first. Let’s start with the main reason 
for applying it to keep the performance of the 
control system at a high level. Nevertheless, in 
practice anonymous and boundless variations of 
process parameters negatively affect the overall 
performance of the proposed control system. One 
of the key reasons for variations is disturbances as 

shown in Fig. 2, which describes the closed-loop 
control system. The controller is determined 
using knowledge of the plant along with a list of 
specifications for the closed-loop performance: 
the specifications may compose the requirement 
to reduce a particular performance index. 
In conventional control systems, feedback (in 
practice sensors) is used mainly to decline the 
effect of disturbances on the controlled variables 
and to return them to the desired values 
considering a given performance index. To fulfill 
this, the controlled variables are first measured, 
then the measurements are compared to the 
desired (reference) ones and the difference is 
added to the controller which will create a suitable 
control signal for the plant. 
The first thing that differs in the context of 
adaptive control is that the plant is initially 
unknown, only partially known, or may change 
slowly. Since in many cases, the conventional 
controller is not able to deliver a satisfactory 
result for any potential plant, it is necessary to 
incorporate some learning capability in the 
controller [14].  
In this regard, a high-level architecture for the 
adaptive control is shown in Fig. 3. A typical non-
adaptive controller plots the error signal(� − �) 
in Fig. 2. into the plant input � in a causal time-
invariant manner [14]: ��	 = �	�	 + 
	(� − �)� = �	 + �	 �                                    (1). 
where �	 , 
	 , �	  mean constant matrices, and �	  is 
the controller state vector which is adjusted 
adaptively.  
The function of the identifier is to determine what 
the plant is or to estimate the plant. The control 
law calculator does online what a designer can do 
before presenting the controller with a traditional 
control issue where the plant is known. 
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Fig. 2: Conventional feedback control loop. 
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control [14]. 



System Limitations 

HCSs offer advantages in managing complex 
control problems, but they also have certain 
limitations, which include: 

• As the complexity of a control system 
increases, it becomes more challenging 
to manage the interactions and 
coordination among different levels. 

• Effective communication between 
different levels is essential for HCSs. 
Delays or failures in communication 
can degrade system performance or 
even lead to instability. 

• HCSs can include robustness 
limitations due to failure in adjusting 
the control parameters at specific levels. 
Therefore, robustness-based adaptation 
mechanisms can enhance the system's 
robustness by dynamically adapting the 
control strategy to maintain 
performance and stability in the 
presence of uncertainties. 

• HCs may face scalability issues when 
the number of levels and interactions 
grows significantly. 

Moreover, there are limitations associated with 
robustness-based adaptive control including 
adaptation rate, modeling uncertainties, control 
saturation, convergence, and stability. This study 
introduces the concept of adaptive control’s 
ability to redesign as an HCS. However, in 
practical systems, these limitations must be 
considered when designing and implementing 
adaptive control strategies. 

Relation between Adaptive Control 

System and Hierarchical Control 

System 

To determine the desired performance, the 
damping factor is assumed to be the performance 
index to be measured for the closed-loop plant 
shown in Fig. 1. This state of measurement will 
be compared to the input (reference) as the 
desired index. The resulting values will be fed 
into the adaptation mechanism if the difference is 
not acceptable. In the latter case, the adaptation 
mechanism will attempt to tune the controller 
gain parameters to modify the overall system 
performance by generating an auxiliary control to 
keep the damping index within the set of given 
ones. The basic configuration of the adaptive 
control system is shown in Fig. 4. In addition, [19] 
provides a general definition of the adaptive 
control system, which involves measuring a 
specific performance index using known inputs, 
outputs, states, and disturbances.  
It is clear from Fig. 4, that there are three control 
loops defined as primary, secondary, and 
supervisory levels: 
 The primary level is a conventional feedback 
control that monitors the controlled variables that 
are affected by disturbances. At this level of 
control, the performance of the control system is 
varied, which means that it is not monitored. 
The secondary level is the adaptation loop which 
contains a supplementary loop next to the 
conventional one (primary loop) for adjusting the 
controller parameters. In addition, it will monitor 
the system performance in case of parameter 
perturbations. 
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Fig. 4: Proposed hierarchical system-based adaptive controller. 



Finally, the supervisory level is practically 
presented as a monitoring level by computerized 
systems such as (SCADA…. etc.). It aims to 
create an online strategy for stating whether or not 
the determinations are satisfied and fulfilled for a 
valid process according to the adaptation loop to 
attain the best performance given the current state 
and system inputs. It is composed of two essential 
blocks: (i) the multi-estimator; and (ii) the 
monitoring signal generator; The estimator is a 
dynamical system that monitors the tuned output 
signal and generates a set of estimator errors. 
Then, the monitoring signal generator processes 
the estimation errors to create appropriate signals 
of supervision that will be utilized for decision-
making to help the measured signal match the 
desired one. 

Adaptation Mechanism and 

Stability Validation 

In this study, a soft optimizer named Harris 
Hawks is proposed with the adaptation 
mechanism for adjusting the controller 
parameters. The basic principle of the optimizer 
is inspired by the hunting behavior of the hawks 
in some steps such as tracing, encircling, 
closeness, and finally attacking, as detailed in 
[20]. This method offers several benefits, 
including simplicity of coding, less 
computational time, and ease to use. Moreover. It 
can be used to solve discrete, constrained, and 
unconstrained optimization problems. Thus, the 
performance of this method is remarkable, 
powerful, and unaffected by issues related to the 
wide dimensions. The effectiveness of the 
optimizer is demonstrated in [21]. 

For robustness and stability validation of 

the proposed scheme: 

The system with the proposed control scheme can 
be visually represented by a block diagram, as 
depicted in Fig. 5. The adaptive mechanism 
attempts to make the plant output (��) match the 
nominal transfer function (��). The adaptation 
loop is responsible for tunning the regulator 
parameters in such a way as to minimize the error 
between �� to zero [22]. Where,  

� = ��� + ������ = �� − �� �                                                  (2). 
where �� and �� are the nominal values of the 
controller parameters. Let the vector ∅ contain the 
adjustable controller parameters. The idea is to 
reduce the ��by adjusting ∅: �∅�� = −� ��(∅) ����(∅) 

= −2���(∅) ��(∅) !��(∅)" (3). 
where (�) is the adaptation gain.  
Considering the nominal plant transfer function $%(&) as the base of the proposed adaptive 
controller, the system output will be defined as: �∗ = $�(&). �                                                        (4). 
Now, the actual output is modeled as the output 
of the nominal plant combined with an additive 
uncertainty component represented by the 
abounded operator )*, as follows: �(�) = �∗ + )*. �(�)                                          (5). 
where )* represents the difference between the 
automated voltage regulation (AVR) real plant 
and the adaptation one. )* = $,(&) − $�(&)                                            (6). 
The stability theory for an adaptive mechanism 
with parameter uncertainties is explained in [11], 
considering continuous trajectories over time (t). 
To guarantee stability, the following conditions 
are considered: 
Assuming �. = 1, at any iteration (i), the impact 
of changes in system parameters can manifest in 
the value of the plant transfer function $,(&). The 
transfer function between the terminal voltage /0(&) to the reference /123(&), as shown in Fig. 6, 
can be mathematically represented in (7). 

$456(&) = /0(&)/123(&) = $,(&)1 − ��$,(&) = 7 !89 + 8:& + 8;&" $4(&)$<(&)$=(&)
1 + !89 + 8:& + 8;&" $4(&)$<(&)$=(&)$3(&)  >     (7). 

 
Fig. 5: Proposed hierarchical system-based 
adaptive controller. 



For simplification, the MATLAB code is used to 
factorize the 4th order denominator in (7) into a 2nd 
order form, enabling the determination of the 
AVR system's poles and zeros, as follows: &�& = �@(A�B ⁄ D�E)=FGH(I) JKL�& = �KK�&(��LL2B��(&�&, D�E)) M��K& = �KK�&(��LL2B��(&�&, A�B)) 

Table I: AVR system nominal parameters. 

 
So, it will be easier to determine the parameters 
indices using the standard formula, as follows: 

N. O =  PQ�&� + 2RPQ& + ��PQ�                             (8). 
Therefore, to maintain system stability, �. should be ≤ 2RPQ. where �. U& the 89:;. 

Example: Discussion 

A simple example is presented to highlight the 
importance of adding an adaptation loop to the 
conventional feedback control for achieving the 
desired damping in various operating conditions. 

The example focuses on developing an adaptive 
PID controller to improve the performance of an 
AVR in a synchronous generator. The controller 
is designed based on the mathematical model of 
the system mentioned in [21, 23]. The AVR 
system consists of multiple first-order models, 
namely amplifier, generator, exciter, and sensor 
to measure the output terminal voltage as shown 
in Fig. 6 and is examined under different 
operating conditions. The nominal parameters of 
the AVR system are given in Table I.  
For normal operation, switches S1 and S2 are 
open, as shown in Fig. 6. It is observed from Fig. 
7 that the AVR system-based conventional 
control (primary loop) exhibits high overshoot 
around + 0.29 pu and undershoot by -0.183 pu, 
with a long stabilization time (t= 9.6 s) which 
leads to a large steady-state error. Therefore, the 
objective is to mimic this damping initially by 
adding an adaptation control loop (acting as a 
secondary loop) to adjust the parameters of the 
PID controller and assist the conventional 
feedback loop in regulating the terminal voltage. 
It is clear from Fig. 7 that the addition of the 
adaptation loop improved the performance 
indices of the proposed AVR system by reducing 
overshoot (+0.01 pu), eliminating undershoot (0 
pu), stabilizing faster (1.5 s), and decreasing the 
steady-state error compared to the primary loop.  
Disturbances have a negative impact on the 
controlled variables and restoring them to the 
desired values requires target damping, assuming 
the initial parameter values of the plant are 
known. The damping response varies when 
sudden changes occur in the plant due to these 
perturbations, as shown in Fig. 6. 

Component Parameter Value 

PID [KX, KY, KZ] [1, 0.25, 0.28] 

Amplifier k] 10 T] 0.1 

Exciter k_ 1 T_ 0.4 

Generator k` 1 T̀  1 

Sensor ka 1 Ta 0.05 

 kA1+TA s  kE1+TE s  kG1+TG s 

 kf1+Tf s 

PID (s) Σ

 

Σ

 
  

S2

+

+

-

-

-

Vs (s) 

Adaptation Mechanism

Plant Vt (s) 
1

S1

 Vref  

GA(s) GE(s) GG(s) 

Gf(s)  
Fig. 6: A simplified AVR system block diagram. 



The test is performed in different stages: first, 
close switch (S1) and open switch (S2), a sudden 
sequence of changes occurs at t=15 s with a 
variation of -10% and increments again at t=30 s 
by +20% and then decrements by 10 % at t= 45 s 
during the whole simulation time of 1 minute as 
shown in Fig. 8a. From Fig. 8b, the terminal 
voltage response with the conventional control 
loop still has high oscillations during the 
switching period.  At switching t=0, the 
overshoot, undershoot, and settling time is equal 
to 1.29 pu, 0.829 pu, and 9.6 s, respectively. At t= 
15s, the performance indices are 0.87 pu for 
undershoot and begin to stabilize at t=17 s. At t= 
30 s, the overshoot is 1.29 pu and stabilizes at 
t=33 s. Finally, at switching t=45 s, the 
undershoot is around 0.94 pu and stabilizes again 
at t= 48 s. On the other hand, with the existence 
of the secondary/adaptation control loop, it is seen 
that the terminal voltage is boosted in terms of 
over/undershoot, settling time, and steady-state 
error for all abrupts changes at t=0, 15, 30, and 45 
s as compared to the conventional feedback one. 
Moreover, the measured output signal-based 
secondary controller roughly corresponds to the 
input disturbance signal (it means that the 
nominal performance is recovered). 
Second, opening switch (S1) and closing switch 
(S2), a sudden step change happened at t=30 s 
with a perturbation of 3% as shown in Fig. 9a. 
From Fig. 9b, it is found that a significant drop 
occurred in the terminal voltage by a 0.28 pu 
resulting in excitation loss and typically lead to an 
Undervoltage and Overcurrent trip if not 
controlled. For this reason, we added a secondary 
control loop-based adaptation mechanism to 
mimic the drop in the terminal voltage and make 
the system stable during this abrupt disturbance. 
The drop in the terminal voltage using the 
secondary level is about 0.064 pu. Therefore, the 
studied AVR system with the availability of the 
suggested adaptation mechanism provides a fast 
and stable response compared to the conventional 
feedback control loop (primary level). 
 
Here in this example, there is no need to add a 
supervisory control loop because the system is 
fully recovered by the secondary adaptation loop.  
Therefore, the supervisory loop will look to the 
secondary one and monitor the difference 
between the measured and desired performance 
index and decide according to the received data 
from the secondary level. 

 
Fig. 7: AVR system response with (secondary) 
and without (primary) the adaptation mechanism. 

 
(a) 

 

 

 
(b) 

Fig. 8: AVR system response under different 
sequence perturbations: (a) disturbance signal and 
(b) primary and secondary control loops. 

 
(a) 

 
(b) 

Fig. 9: AVR system response under a 3% sudden 
step change. 



Conclusion 

When the nature of the disturbances is changing, 
the system performance will be adversely 
affected. Therefore, it is beneficial to be able to 
estimate a model that can adapt to these variations 
in the plant. In this work, the conceptual idea of 
the adaptive control system and how it can be 
represented in a form of a control system that 
contains a set of tasks arranged for each level in 
a hierarchical tree is highlighted. The main 
objective is to provide automatic adjustment of 
the controllers to keep the desired level of the 
control system performance and monitor it when 
the parameters of the plant model are unknown 
and/or change in time. The above discussion 
clarifies the need to initiate an adaptive control 
strategy to deal with critical problems in classical 
control systems caused by a sudden change in 
plant parameters compared to a conventional 
feedback control system. Therefore, Auto tuning 
is very widely used, especially for PID controllers 
where the technologies can be grouped in such a 
way that the systems are very user-friendly. 
A simple AVR system model is demonstrated in 
this work to prove the superiority of the proposed 
adaptation control loop which acts as a secondary 
control loop over a conventional feedback loop. 
The suggested AVR system is validated under an 
abrupt step and repeating sequences changes as 
disturbances. The final finding supports the 
concept of adaptive control and gives the 
potential to act as a hierarchical control system, in 
which there is a limited steady-state error, settling 
time, and overshoot found compared to the 
conventional feedback control loop that acts as a 
primary level.  

References 

[1]. Åström K. J.: Theory and applications of 
adaptive control—a survey, Automatica Vol. 
19 no 5, pp. 471-486, 1983. 

[2]. Truxal J. G.: Theory of self-adjusting control, 
Proc. 2nd IFAC World Congress, 1964. 

[3]. Bellman R.: Adaptive Processes__A Guided 
Tour, Princeton University Press, 1961. 

[4]. Feldbaum A. A.: Dual control theory. 
I. Avtomatika i Telemekhanika Vol. 21 no 9, 
pp. 1240-1249, 1960. 

[5]. Tsypkin Ya. Z.: Adaptation and Learning in 
Automatic Systems, Academic Press. New 
York, 1971. 

[6]. Astrsm K. J., Eykhoff P.: System 
identification--a survey, Automatica Vol. 7 
no 2, pp. 123-162, 1971. 

[7]. Yechiel O., Guterman H.: A survey of 
adaptive control, Int. Rob. Auto J. Vol. 3 no. 
2, pp. 290-292, 2017. 

[8]. Sternby J.: Extremum control systems--an 
area for adaptive control, Proc. JACC 
American Automation Council, 1980. 

[9]. Abubakr H. et al.: Adaptive LFC 
Incorporating Modified Virtual Rotor to 
Regulate Frequency and Tie-Line Power 
Flow in Multi-Area Microgrids, In IEEE 
Access Vol. 10, pp. 33248-33268, 2022. 

[10]. Mohamed T. H., Abubakr H., Hussein M. 
M., Shabib G.: Adaptive load frequency 
control in power systems using optimization 
techniques, In AI and Learning Systems 
Industrial Applications and Future 
Directions, London, U.K.: IntechOpen 2021, 
pp. 201–215. 

[11]. Dahab Y. A., Abubakr H., Mohamed T. 
H.: Adaptive Load Frequency Control of 
Power Systems Using Electro-Search 
Optimization Supported by the Balloon 
Effect, In IEEE Access Vol. 8, pp. 7408-
7422, 2020. 

[12]. Abubakr H., Mohamed T. H., Hussein M. 
M., Shabib G.: ESO-Based Self Tuning 
Frequency Control Design for Isolated 
Microgrid System, 21st International Middle 
East Power Systems Conference (MEPCON), 
2019, pp. 589-593. 

[13]. Anderson B. D., Dehghani A.: 
Challenges of adaptive control–past, 
permanent, and future, Annual reviews in 
control Vol. 32 no. 2, pp. 123-135, 2008. 

[14]. Anderson B. D.: Failures of adaptive 
control theory and their resolution, 
Communications in Information & 
Systems Vol. 5 no. 1, pp. 1-20, 2005. 

[15]. Williamson O. E.: Hierarchical control 
and optimum firm size, Journal of political 
economy Vol. 75 no. 2, pp. 123-138, 1967. 

[16]. Albus J. S., Barbera A. J., Nagel R. N.: 
Theory and practice of hierarchical control, 
National Bureau of Standards, pp. 18-39, 
1980. 

[17]. Guerrero J. M., Vasquez J. C., Matas J.,  
De Vicuña L. G.,  Castilla M.: Hierarchical 
control of droop-controlled AC and DC 
microgrids—A general approach toward 
standardization, IEEE Transactions on 
industrial electronics Vol. 58 no. 1, pp. 158-
172, 2010. 



[18]. Ambrosio R., Widergren S.: A 
framework for addressing interoperability 
issues, In 2007 IEEE Power Engineering 
Society General Meeting, IEEE, pp. 1-5, 
2007. 

[19]. Landau I. D., Lozano R., M'Saad M., 
Karimi A.: Adaptive control: algorithms, 
analysis, and applications, Springer Science 
& Business Media, 2011. 

[20]. Heidari A. A., Mirjalili S., Faris H., 
Aljarah I., Mafarja M., Chen H.: Harris 
Hawks optimization: Algorithm and 
applications, Future generation computer 
systems Vol. 97, pp. 849-872, 2019. 

[21]. Abubakr H., Vasquez J. C., Mohamed T. 
H., Guerrero J. M.: The concept of direct 
adaptive control for improving voltage and 
frequency regulation loops in several power 
system applications, Int. J. Electr. Power 
Energy Syst. Vol. 140, pp. 108068, 2022. 

[22]. Sastry S., Bodson M., Bartram J. F.: 
Adaptive control: Stability, convergence, and 
robustness, J. Acoust. Soc. Amer. Vol. 88 no. 
1, pp. 588–589, 1990. 

[23]. Farouk N., Sheng L.: Design and 
Implementation of a Fuzzy Logic Controller 
for Synchronous Generator, Research Journal 
of Applied Sciences, Engineering and 
Technology Vol. 4 no. 20, pp. 4126-4131, 
2012. 
 


