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Abstract—In this paper, the spherical-coordinate finite-difference time-domain (FDTD) method is applied to numerical analysis of phased array of monopoles distributed over a sphere. Outer boundary of the given problem is modeled by accurate spherical-coordinate anisotropic perfectly matched layer (PML). The problem of increased cell aspect ratio near the sphere poles causing degradation of results is solved by dispersion optimization through artificial anisotropy. The accuracy of the approach is verified by comparing a model case with an exact solution. Finally, radiation patterns obtained by frequency-domain near-to-far-field transform and s-parameters of the array elements are presented and validated by comparing with measurement data.
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I. INTRODUCTION

WITh the advent of the new generation of mobile communication technology, more attention is given to proper modeling of the channel characteristics. This raises a need for antennas, specially designed for measurement campaigns and capable of determining the direction of arrival (DOA) and polarization of incoming wave, impinging on the antenna from virtually whole exterior space. Commonly used planar phased arrays can satisfactorily resolve DOA only in a limited angular region, apart from the fact that the polarization properties of the signal remains usually unknown. Real omnidirectional antennas should provide total independence of the beam shape when steered over all possible angles of incidence. The described goal is closely approximated by spherical phased arrays.

Early theoretical work on spherical arrays can be found in [1]–[4]. In practical implementations, different numbers of various element types distributed over a sphere surface have been used. The 120-element constellation with conformal circular patches was mentioned in [5]. Another version of spherical array, with turnstile antennas as array elements, is numerically analyzed and discussed in [6]. In the measurement system described in [7], 32 dual-polarized rectangular microstrip patches are utilized. A phased array of 36 and 54 spiral antennas randomly dispersed over a sphere has been proposed in [8]. Finally, in [9], a spherical dodecahedral distribution of twelve monopoles is designed and investigated.

Monopoles are also used in the present antenna as they offer good broadband and even ultrawideband (UWB) performance and, at the same time, they are relatively easy to implement. A total number of 32 elements are positioned on a metallic sphere in quasi-uniform pattern, yielding the lowest possible sidelobe level given by optimization. The antenna was designed for operating in frequency range 3–6 GHz, with a view to receiving signals from arbitrary direction and with arbitrary polarization.

In the present paper, numerical analysis of the above described spherical phased array is presented. The well-known and established finite-difference time-domain (FDTD) method [10] was chosen to accomplish the task. The FDTD method has previously proven to be an efficient and straightforward technique for analysis of several types of antennas. Although the preceding works on spherical arrays ([8], [9]) utilized the method of moments (MoM), the FDTD can be advantageous in cases when dielectric materials are present in the structure.

When applying the FDTD method to curved surfaces such as the spherical array, one has to face the problem of proper incorporation of the boundaries into the FDTD algorithm, as the inaccuracy inherent in staircasing approximation is well known. One possible solution is to employ some type of subcell technique [11]. The present authors decided to take advantage of the spherical coordinate system, which naturally conforms to the geometry of the submitted problem. The spherical coordinate FDTD concept was first introduced in [12]. Later, it was successfully used for analysis of conical antennas [13], spherical cavities [14], and recently also to extremely low frequency propagation in the Earth-ionosphere waveguide [15]. Application of the spherical-coordinate FDTD method to numerical analysis of spherical array antennas is new and has not appeared in the literature before. In addition, the monopoles were modeled by modified thin-rod approximation technique [16], which was adapted to the spherical coordinate system.

The remaining part of the paper is organized as follows. First of all, the investigated spherical antenna is briefly introduced in section II. In section III, the spherical-coordinate finite-difference time-domain method is described. Section IV presents the process of transformation of near-field response to far field, while the modeling of particular monopoles and their feeding and loading is reported in section V. In section VI, the numerical results are compared with exact solution of simplified problem and with measurement data of the physical realization of the spherical array. Finally, the results are discussed in section VII.
II. SPHERICAL ARRAY OF MONOPOLES

Design of the antenna modeled in this paper was motivated by highest possible flexibility in steering the beam while preserving wide frequency range of operation. The antenna (Figs. 1, 2, 19) is formed by a brass sphere of diameter 195 mm mounted on a metallic rod of diameter 42 mm. The rod serves as a mechanical support as well as a lead for cables feeding the array elements. The array aperture consists of 32 monopoles spread over the spherical surface in a quasi-uniform pattern. Such homogenous distribution of the monopoles, when appropriately phased, supports radiation in arbitrary direction with arbitrary polarization.

The monopoles are formed by teflon coated stubs at the backsides of SMA connectors mounted inward the sphere. Their dimensions are given in section V.

III. SPHERICAL COORDINATE FDTD

The computational domain for FDTD is subdivided into \( I \times J \times K \) Yee-type volume cells [17], extending outwards from the metallic sphere of radius \( r_0 \). The arrangement of the field components in the cell is shown in Fig. 3. The spherical coordinates of the field components, cell edges and cell faces are \( r_{i,j,k} = r_0 + i\Delta r, \theta_{i,j} = j\Delta \theta \) and \( \phi_{i,j,k} = k\Delta \phi \), where \( i = 0, \ldots, I - 1, j = 0, \ldots, J - 1 \) and \( k = 0, \ldots, K - 1 \) are the cell indices and \( \Delta r, \Delta \theta = \pi / J, \Delta \phi = 2\pi / K \) are spatial lattice steps in particular directions. In the time domain, the field components are distributed in usual leap-frog manner, at time points \( t^n = n\Delta t \) with temporal step \( \Delta t \).

When approaching to the sphere poles, the excentricity of the FDTD cells is increasing. This puts a constraint on the time step, which is a function of dimension of the smallest cell in the grid. In addition, the cell shape affects the propagation characteristics of the wave in the lattice due to numerical dispersion and anisotropy. To reduce this effect, correction coefficients for material permittivity and permeability tensors are computed for each field component. The procedure was described thoroughly in [18], yielding local parameters \( \varepsilon \) and \( \mu \) for multiplication with intrinsic material constants. However, these parameters can be derived for single frequency only. Although in [18] it is recommended to use the lowest frequency of the range of interest, the present scheme was tuned to optimum dispersion on the highest frequency, 6 GHz, as this turned out to be the best choice.

The update equations for the field components originate from Faraday’s and Ampere’s laws in integral form. After discretization in terms of Fig. 1 we obtain three local vector components for both electric and magnetic field components:

\[
E_{r,i+0.5,j,k}^{n+1} = E_{r,i+0.5,j,k}^n + \frac{\Delta t}{\varepsilon_{r,i+0.5,j,k}} \left[ \left( H_{\theta,i+0.5,j,k}^{n+0.5} - H_{\theta,i+0.5,j,k+0.5}^{n+0.5} \right) \frac{\Delta \theta}{\Delta \phi} \right] + H_{\phi,i+0.5,j+0.5}^{n+0.5} l_{\phi,i+0.5,j+0.5} + H_{\phi,i+0.5,j+0.5}^{n+0.5} l_{\phi,i+0.5,j+0.5} - H_{\phi,i+0.5,j+0.5}^{n+0.5} l_{\phi,i+0.5,j+0.5 - 0.5} \right] \quad (1)
\]
The indices while the cell face areas can be computed as

\[ A_r|i,j| = 2r^2|\Delta \phi \sin (\Delta \theta/2) \sin \theta|_j \]

\[ A_\theta|i,j| = r|\Delta r \phi \sin \theta|_j \]

\[ A_\phi|i,j| = r|\Delta r \Delta \theta. \]

The material parameters are defined

\[ \varepsilon_\zeta|i,j,k| = \varepsilon_0 \varepsilon_{\text{rel}}|i,j,k| \varepsilon_\nu|i,j \]

\[ \mu_\zeta|i,j,k| = \mu_0 \mu_{\text{rel}}|i,j,k| \mu_\nu|i,j \]

where \( \zeta = r, \theta, \phi \) and \( \nu = x, y, z \) respectively. Here, \( \varepsilon_0, \mu_0 \) are the permittivity and permeability of vacuum and \( \varepsilon_{\text{rel}}|i,j,k|, \mu_{\text{rel}}|i,j,k| \) represent the relative permittivity and permeability of the material being modeled, in points given by indices \( i, j, k \). The parameters \( \varepsilon_\nu|i,j \) and \( \mu_\nu|i,j \) are local numerical dispersion and anisotropy correction coefficients defined according to [18].

The inner boundary of the grid is formed by the metallic surface of the sphere, which serves as a ground plane for radiators of the phased array. This surface is modeled by perfect electric conductor, where the tangential electric fields are forced to zero, \( E_{\phi|0,i,j,k} = E_{\phi|0,i,j,k} = 0 \). On the outer boundary, the mesh is terminated by anisotropic PML in spherical coordinate system [19]. The conductivity profile of the PML layer is polynomial of fourth order with maximum conductivity taken from [20].

Concerning the sphere poles, the surface areas \( A_r|i,0 \) and \( A_\phi|i,0 \) are equal to zero, which leads to singularities in expressions (1) and (5). Consequently, the radial electric field component at the north pole \( (j = 0) \) has to be updated in different way

\[ E_{r|i,0,5.0,0,k} = E_{r|i,0,5.0,0,k} + \frac{\Delta t}{\varepsilon_r|i,0,5.0,0,k} \frac{\mu_r|i,0,5.0,0,k}{A_r|i,0} \]

\[ \times \sum_{k'=0}^{K-1} H_{\phi|i,0,5.0,0,k'} \]

\[ \mu_r|i,0,5.0,0,k \]

where \( A_{\text{cap}}|i| = 2\pi r^2|\sin(\Delta \theta/2)| \) is the area of the pole cap. The update equation for the south pole \( (j = J) \) is similar, only with opposite sign of the sum on the right-hand side. The magnetic field components \( H_{\phi|i,0,5.0,0,k} \) are not updated as they are not needed at all and the electric fields \( E_{\phi|i,0,5.0,0,k}, E_{\phi|i,0,5.0,0} \) are, although not singular, are kept zero. The remaining field components follow the standard formulas (1)–(6).

Finally, periodic boundary conditions are employed to link both ends of the spherical grid in azimuthal direction. Since \( H_{r|i,0,5.0,0,k} = 0 \) and \( H_{\phi|i,0,5.0,0,k} = 0 \) depend on electric fields which are not part of the lattice, these must be additionally defined as

\[ E_{r|i,0,5.0,0,k} = E_{r|i,0,5.0,0,0} \]

\[ E_{\phi|i,0,5.0,0} = E_{\phi|i,0,5.0,0} \]

Similarly, \( E_{r|i,0,5.0,0,j} \) and \( E_{\phi|i,0,5.0,0,j} \) are computed using values

\[ H_{r|i,0,5.0,0,k} = H_{r|i,0,5.0,0,0} \]

\[ H_{\phi|i,0,5.0,0,k} = H_{\phi|i,0,5.0,0,0} \]

from the opposite end of the lattice.
IV. NEAR-FIELD TO FAR-FIELD TRANSFORM

The radiation pattern of the antenna is deduced by transforming the field responses inside the computational domain to the far-field region. This is done by integrating the equivalent surface electric and magnetic currents over the spherical surface, so that all possible sources are inside the surface.

The far-field extrapolation is carried out in frequency domain [10] as the time-domain version is not very well suited for computing a whole hemisphere radiation patterns. Therefore, all field quantities in this section are considered as complex phasors, obtained by discrete Fourier transform of the time-domain data.

The spherical coordinate components of the far field electric intensity are

\[ E_\theta = -j \frac{e^{-jk_0r}}{2\lambda r} (\eta N_\theta + L_\theta) \]
\[ E_\phi = \frac{e^{-jk_0r}}{2\lambda r} (\eta N_\phi + L_\phi) \]

where \( \lambda \) is a wavelength, \( k \) the wavenumber, \( r \) is the distance of the observation point from the phase center and \( \eta = \sqrt{\mu_0/\varepsilon_0} \) is the free space wave impedance. Furthermore, the terms \( N_\theta, N_\phi \) and \( L_\theta, L_\phi \) are the spherical components of

\[ \hat{N} = \int_A \hat{J}_s e^{jk_0r_s} \cos \psi dA \]
\[ \hat{L} = \int_A \hat{M}_s e^{jk_0r_s} \cos \psi dA \]

These formulas represent the integration of surface electric and magnetic currents, \( \hat{J}_s \) and \( \hat{M}_s \) respectively, over the surface \( A \), whereas \( r_s \) is the radius of the integration surface and \( \psi \) is the angle between radiusvectors of the far-field observation point and the integration element \( dA \). The surface currents can be written in terms of electric and magnetic fields on the integration surface as

\[ \hat{J}_s = \hat{r} \times \hat{H} = -H_\theta \hat{\theta} + H_\phi \hat{\phi} \]
\[ \hat{M}_s = -\hat{r} \times \hat{E} = E_\phi \hat{\theta} - E_\theta \hat{\phi} \]

Here, \( \hat{\theta} \) and \( \hat{\phi} \) are local spherical coordinate unit vectors on the integration surface. Taking into account the far field unit vectors \( \hat{\theta}', \hat{\phi}' \) as well, we can decompose (22) and (23) into orthogonal components, \( \hat{N}' = N_\theta \hat{\theta}' + N_\phi \hat{\phi}' \), \( \hat{L}' = L_\theta \hat{\theta}' + L_\phi \hat{\phi}' \), and we obtain

\[ E_\theta = -j \frac{e^{-jk_0r}}{2\lambda r} \left[ \sum_{j=1}^{J-1} \sum_{k=0}^{K-1} (E_\phi|_{s,j,k+0.5} \hat{\theta} \hat{\phi}|_{j,k+0.5} + \eta H_\theta|_{s,j,k+0.5} \hat{\theta} \hat{\phi}|_{j,k+0.5}) \times e^{jk_0r_s} \cos \psi|_{j,k+0.5} A|_{s,j} \right. \]
\[ \left. + \sum_{j=0}^{J-1} \sum_{k=0}^{K-1} (E_\phi|_{s,j,k+0.5} \hat{\theta} \hat{\phi}|_{j,k+0.5}) \times e^{jk_0r_s} \cos \psi|_{j,k+0.5} A|_{s,j,k+0.5} \right] \]
\[ + \sum_{j=0}^{J-1} \sum_{k=0}^{K-1} (E_\phi|_{s,j,k+0.5} \hat{\theta} \hat{\phi}|_{j,k+0.5}) \times e^{jk_0r_s} \cos \psi|_{j,k+0.5} A|_{s,j,k+0.5} \]

while approximating the integrals with summations. Concerning the surface area components, \( A_r|_{s,j} = A_r|_{s,j} \) applies almost everywhere, except for \( j = 1 \) and \( j = J - 1 \). As the tangential field components of spherical FDTD are either not defined or set to zero on the poles, the surface areas related to the adjacent components have to be extended to compensate for this absence.

\[ \hat{A}_r|_{s,1} = \hat{A}_r|_{s,J-1} = r^2 \Delta \phi \left( 1 - \cos \frac{3\Delta \theta}{2} \right) \]

As the E and H field components in FDTD method are staggered in space, it is necessary to use some kind of averaging to obtain the desired quantity within the integration surface. The displacement of the field components in temporal dimension due to the leap-frog advance of FDTD does not have to be treated in any way, as the phase shift is negligible for small time steps implied by the lattice arrangement.

In the present algorithm, the integration surface is collocated with tangential electric components and magnetic fields have to be interpolated in radial direction. A geometric mean was chosen for this purpose, which brings significant improvement over commonly used linear interpolation [21].

V. ARRAY ELEMENT MODELING

When assembling the overall radiation pattern, the active element pattern approach [22] is used with advantage—only one element of the array is excited while the remaining are loaded with characteristic impedance of the feeder. It is evident, that in total 32 simulation runs are needed to achieve the freedom of virtually steering the beam by merely summing the particular radiation patterns weighted by excitation coefficients.

The array elements are monopoles with partial dielectric coating, as shown in Fig. 4a. They are actually the back sides of panel-type SMA connectors, mounted into sparings on the surface of the sphere. The metal sticks have radius \( a = 0.65 \) mm and length \( l = 17.9 \) mm, while the dielectric coatings with radius \( b = 2.1 \) mm reach only to \( d = 15 \) mm.

As the dimensions of the monopoles are apparently smaller than the largest FDTD cells, application of some kind of subcell FDTD technique is indicated. Such techniques for modeling of thin-wire antennas including treatment of the antenna tips were presented in [23] and [24]. In the present work, the thin-rod approximation of [16] was employed. To this end, axes of the monopoles were fitted into the primary FDTD grid, as required by [16]. However, from Fig. 4b,c it follows that although the spherical grid is coarse near the equator and, thus, the thin-rod approximation can be used without
Complications, when approaching the poles the FDTD cells are thinner in the azimuth coordinate and some modifications are needed. Derivation of the particular modifications to [16] is demonstrated in Appendix, here only the resulting parameters used in the simulation are presented.

First modification is motivated by simplicity and efficiency: the integral factors $L$ and $S$ in [16] are merged and expressed in terms of material properties at the respective field positions (see Appendix and Fig. 5a). For instance, hyperbolic deformation of the radial electric fields adjacent to the monopole metal is respected in anisotropic relative permittivity elements

\[
\varepsilon'_r = 2\frac{l_\phi}{l_\psi} \left( \arctan \frac{l_\psi}{l_\phi} \right) \left( \ln \frac{l_\phi}{a} \right)^{-1}
\]

(29)

with $l_\phi$ and $l_\psi$ as the lengths of the local grid segments. If the permittivity elements are computed also in the positions of circulating magnetic fields, then the relative permeability elements are simply

\[
\mu'_\theta = (\varepsilon'_\theta)^{-1}
\]

(31)

\[
\mu'_\phi = (\varepsilon'_\phi)^{-1}
\]

(32)

The primes express the fact that $\varepsilon'$ and $\mu'$ are only coefficients to the permittivity and permeability values (13) and (14), respectively.

When the grid segment is completely embedded in the dielectric coating, the quantities (29) and (30) are just multiplied by the dielectric constant of the coating $\varepsilon'_{\text{dieel}} = 2.1$ (Teflon).

Grid segments that are not adjacent to the metallic rod may, however, lie completely or partially in the dielectric coating. In such cases, average dielectric constants $\varepsilon'_r$, $\varepsilon'_\theta$ and $\varepsilon'_\phi$ are defined simply

\[
\varepsilon' = \frac{l_1 + l_2}{l_1 (\varepsilon'_1)^{-1} + l_2 (\varepsilon'_2)^{-1}}
\]

(33)

where $\varepsilon'_1$ and $\varepsilon'_2$ are the material constants spanning $l_1$ and $l_2$ portions, respectively, of the total cell edge length $l_1 + l_2$.

If the adjacent primary grid segments normal to the metallic rod intersect both metal-dielectric and dielectric-air interfaces, modifications are made to the $\varepsilon'_\theta$ and $\varepsilon'_\phi$ constants

\[
\varepsilon'_\theta = 2\frac{l_\phi}{l_\psi} \left( \arctan \frac{l_\psi}{l_\phi} \right) \left( (\varepsilon'_{\text{dieel}})^{-1} \ln \frac{b}{a} + \ln \frac{l_\phi}{b} \right)^{-1}
\]

(34)

\[
\varepsilon'_\phi = 2\frac{l_\phi}{l_\psi} \left( \arctan \frac{l_\psi}{l_\phi} \right) \left( (\varepsilon'_{\text{dieel}})^{-1} \ln \frac{b}{a} + \ln \frac{l_\phi}{b} \right)^{-1}
\]

(35)

originating from the integrals in [16].

Cylindrical monopole ends are substituted by hemispheres as suggested in [16], to appropriately model the end effects. Nevertheless, the position of the hemispherical tip is different from [16]—the center of the sphere is placed in the intersection of the primary grid lines (see Fig. 5b). This allows us to assign the $1/r^2$ behavior not only to the collinear $E$-field, but to all radial $E$-fields emerging from the monopole tip, yielding equivalent material properties

\[
\varepsilon'_r = \frac{4l_\phi}{l_\phi} \left( a^{-1} - l_\phi^{-1} \right)^{-1} \frac{l_\phi l_\psi}{l_\psi} \arctan \frac{l_\psi l_\phi}{l_\psi^2 + l_\phi^2 + l_\phi^2}
\]

(36)

\[
\varepsilon'_\theta = \frac{4l_\phi}{l_\phi} \left( a^{-1} - l_\phi^{-1} \right)^{-1} \frac{l_\theta l_\phi}{l_\psi} \arctan \frac{l_\psi l_\phi}{l_\psi^2 + l_\phi^2 + l_\phi^2}
\]

(37)

\[
\varepsilon'_\phi = \frac{4l_\phi}{l_\phi} \left( a^{-1} - l_\phi^{-1} \right)^{-1} \frac{l_\phi l_\theta}{l_\psi} \arctan \frac{l_\phi l_\theta}{l_\psi^2 + l_\phi^2 + l_\phi^2}
\]

(38)

Because the dielectric coating of the monopole does not reach the tip, the dielectric constant is not used here.

The rest of the rules governing the material constants follow the stability of the FDTD algorithm, in the sense of similar rules presented in [16] (see also Appendix). First, the...
tangential $H$-fields around the tip (with radial coordinates $i_{\text{tip}}$) are updated using magnetic constants

$$
\mu'_0 |_{i_{\text{tip}}-0.5} = \max \left\{ \mu'_0 |_{i_{\text{tip}}-0.5}; (\varepsilon'_0 |_{i_{\text{tip}}-1})^{-1}; (\varepsilon'_0 |_{i_{\text{tip}}})^{-1} \right\}
$$
(39)

$$
\mu'_\phi |_{i_{\text{tip}}-0.5} = \max \left\{ \mu'_\phi |_{i_{\text{tip}}-0.5}; (\varepsilon'_\phi |_{i_{\text{tip}}-1})^{-1}; (\varepsilon'_\phi |_{i_{\text{tip}}})^{-1} \right\}
$$
(40)

$$
\mu'_\phi |_{i_{\text{tip}}+0.5} = \max \left\{ 1; (\varepsilon'_\phi |_{i_{\text{tip}}})^{-1}; (\varepsilon'_\phi |_{i_{\text{tip}}+0.5})^{-1} \right\}
$$
(41)

$$
\mu'_\phi |_{i_{\text{tip}}+0.5} = \max \left\{ 1; (\varepsilon'_\phi |_{i_{\text{tip}}})^{-1}; (\varepsilon'_\phi |_{i_{\text{tip}}+0.5})^{-1} \right\}
$$
(42)

dependent on neighboring modified dielectric constants.

Similarly, the neighboring magnetic fields parallel to the monopole have to be stabilized using

$$
\mu'_r = \max \left\{ 1; (\varepsilon'_r)^{-1}; (\varepsilon'_r)^{-1} \right\}
$$
(43)

Finally, the parallel electric fields adjacent to the modified $\mu'_0$ and $\mu'_\phi$ positions need to be scaled in case the modifications of the respective magnetic constants result in too low values

$$
\varepsilon'_r = \max \left\{ \varepsilon'_r, (2\mu'_0)^{-1} \right\}
$$
(44)

$$
\varepsilon'_r = \max \left\{ \varepsilon'_r, (2\mu'_0)^{-1} \right\}
$$
(45)

The electric field components $E_r$ correlated with the metallic rod are zeroed along the monopole, simulating a perfect electric conductor. The first segment of the monopole, centered at $0, j, k$, serves as a lumped load substituting for a coaxial feeder. Electric current flowing through the load is computed using the integral representation of fields (see also Appendix)

$$
I_{0.5,j,k} = \left( H_\theta |_{0.5,j,k-0.5} - H_\theta |_{0.5,j,k+0.5} \right) t_{\theta | 0.5} + H_\phi |_{0.5,j+0.5,k} t_{\phi | 0.5,j+0.5} - H_\phi |_{0.5,j-0.5,k} t_{\phi | 0.5,j-0.5}
$$
(46)

Total voltage across the filament $V$ is formed by voltage of the load with resistance $R_s$ and, eventually, a source voltage $V_s$ (when the particular monopole is exciting the antenna)

$$
V = IR_s + V_s
$$
(47)

Conversion to the corresponding electric field is then straightforward

$$
E_r |_{0.5,j,k} = \frac{V}{l_r}
$$
(48)

Input impedance of the monopole is $Z_{11} = -V_1/I_1$, and the $s$-parameters are expressed

$$
s_{11} = \frac{Z_{11} - R_s}{Z_{11} + R_s}
$$
(49)

$$
s_{21} = \frac{-2I_2/I_1}{Z_{11}/R_s + 1}
$$
(50)

where the index 1 denotes number of the exciting monopole and index 2 can be arbitrary monopole selected for output observations.

VI. NUMERICAL RESULTS

The FDTD simulation used $2^\circ \times 2^\circ$ resolution in the $\theta$ and $\phi$ directions, making the $\theta$-oriented cell edges span from 3.4 mm for the sphere surface to 5.6 mm on the termination of the PML (see Eq. 8), while the $\phi$-oriented edges start from as low as 0.06 mm at the sphere poles (9). The length of the cell filament in the radial direction was $l_r = 4.3125$ mm, tailored to fit four times into the length of the monopole respecting the radius of the cap (see Fig. 5a). Given the minimum edge lengths, the time-step was approximately determined by

$$
\Delta t \leq \frac{1}{c\sqrt{l_r^{-2} + l_\theta^{-2} + l_\phi^{-2}}}
$$
(51)

where $c$ represents the speed of light. This yielded $\Delta t \approx 0.2$ ps, which was experimentally proven as stable.

The main computational domain was 7-cell thick in radial direction, followed be the anisotropic PML layer with depth of 5 cells. The excitation pulse was Gaussian weighted sinusoid with center frequency 4.5 GHz and characteristic decay $\tau = 156$ ps. The overall number of time-steps was chosen 20000.
Fig. 8. Comparison of FDTD and measured mixed polarization gain of the spherical antenna with monopole no. 2 ($\phi = 352^\circ$, $\theta = 154^\circ$) excited, at frequency 5.9 GHz

Fig. 9. Comparison of FDTD and measured mixed polarization gain of the spherical antenna with monopole no. 17 ($\phi = 64^\circ$, $\theta = 96^\circ$) excited, at frequency 5.9 GHz

Fig. 10. Comparison of FDTD and measured mixed polarization gain of the spherical antenna with monopole no. 32 ($\phi = 224^\circ$, $\theta = 12^\circ$) excited, at frequency 5.9 GHz
Correctness of the described numerical algorithm was first validated by running a simulation of bare sphere (without monopoles) and comparing it with known analytical solution. One radial electric field component adjacent to the sphere surface was excited as transparent (soft) current source and far-field pattern was rendered. Such a case is reciprocal to observing radial electric field on a sphere illuminated by a plane wave, where the exact solution is available [25].

Let us assume that the plane wave of magnitude $1 \text{V m}^{-1}$ is impinging on the sphere from direction given by $\theta = \pi/2$, $\phi = 0$. The magnitude and the phase of the $E_r$ component half a cell above the surface of the sphere is shown in Fig. 6 and 7, respectively. Maximum difference of the exact and FDTD computed data is less than 0.6 dB in magnitude and 5 degrees in phase, both occurring only in the minima of the field.

Figs. 8–14 show the radiation patterns with all the monopoles present. Only one monopole is excited in each case and the mixed polarization gain, i.e. the gain of the antenna composed of both polarization waves, is observed. The patterns were plotted for three monopoles representing typical positions on the sphere: close to the mounting rod, near the equator and near the top of the sphere (monopole numbers 2, 17 and 32, respectively—for reference, see Fig. 1). In Figs. 8–12, only cross sections of the full hemisphere radiation patterns are presented, namely in the $xy$ and $xz$ planes. The particular directions of the axes are emphasized on the horizontal scales. As a supplement, two examples of the full hemisphere pattern in color scale are given in Figs. 13 and 14.

It can be seen from the figures that the discrepancies between the FDTD and measured results are more pronounced in vertical directions (i.e. $+z$ and $-z$ axes) and generally with
monopoles closer to the mounting rod. There is a strong belief that these effects are due to finite length of the rod assumed in simulations, while the measurements were carried out with long rod positioned on relatively massive metallic mount (see Fig. 19). This reasoning is supported by Fig. 13(c), where the radiation pattern of the monopole no. 2 is obtained from simulation with four times larger computational domain in radial direction (28 cells instead of 7), thus including four times longer portion of the mounting rod. However, in global sense the FDTD-obtained patterns are in good agreement with the measurement results, as can be seen from the full hemisphere diagrams in Figs. 13 and 14.

Fig. 13. Comparison of FDTD and measured mixed polarization gain in full hemisphere of the spherical antenna with monopole no. 2 ($\phi = 352^\circ$, $\theta = 154^\circ$) excited, at frequency 5.9 GHz.

Next, the matching and coupling of the monopoles are analysed. In Figs. 15–17, the $s$-parameters are evaluated for various pairs of monopoles, again covering positions near the mounting rod (bottom part), the equator and the top of the sphere, and close and distant couplings (for reference of the monopole numbers, see Fig. 1). The FDTD simulation data is obtained by means of discrete Fourier transform of recorded time responses.

Again, the most visible differences occur with monopoles closer to the rod and, of course, with long distance coupling, as the influence of the surroundings is stronger here. However, the errors occur below $-20$ dB and do not contribute significantly to the overall results. On the other hand, the matching coefficients are accurate for all three tested monopoles.

Finally, Fig. 18 shows the same s-parameters as in Fig. 17, that is matching of the monopole no. 32 and its coupling with monopole no. 31, but without the thin-rod approximation described in Section V. Here, the monopoles are modeled by merely zeroing four collinear filaments of radial electric field stemming from the sphere. The absence of the dielectrics and ignoring the singular effects causes the resonance of the monopole to be slightly shifted, as can be seen from Fig. 18.
Fig. 15. Magnitude of s-parameters between monopoles no. 1 ($\phi = 80^\circ$, $\theta = 152^\circ$) and no. 2 ($\phi = 352^\circ$, $\theta = 154^\circ$): comparison of measured and FDTD results.

Fig. 16. Magnitude of s-parameters between monopoles no. 1 ($\phi = 80^\circ$, $\theta = 152^\circ$) and no. 17 ($\phi = 64^\circ$, $\theta = 96^\circ$): comparison of measured and FDTD results.

Fig. 17. Magnitude of s-parameters between monopoles no. 31 ($\phi = 60^\circ$, $\theta = 26^\circ$) and no. 32 ($\phi = 224^\circ$, $\theta = 12^\circ$): comparison of measured and FDTD results without thin-rod approximations.

Fig. 18. Magnitude of s-parameters between monopoles no. 31 ($\phi = 60^\circ$, $\theta = 26^\circ$) and no. 32 ($\phi = 224^\circ$, $\theta = 12^\circ$): comparison of measured and FDTD results without thin-rod approximations.

Fig. 19. The spherical array antenna with the metallic rod during the measurement in anechoic chamber.

VII. CONCLUSION

The numerical analysis of spherical array of monopoles using spherical-coordinate FDTD method was presented. The simplified problem of bare sphere illumination showed an excellent agreement with known exact solution, which anticipated the ability of the chosen method to provide accurate results. This was finally proven in confrontation with data obtained from measurement. The authors believe that the presented description of the approach will be helpful to others in applying the method either to spherical phased arrays or to different problems of similar geometry.

APPENDIX

Some definitions presented in Section V originating from the thin-rod approximation technique [16] are clarified below. Let us assume that the Cartesian coordinate system used in [16] is associated with the monopole so that $x \rightarrow \theta$, $y \rightarrow \phi$. 
and \( z \rightarrow r \). Then Eq. 10 from [16] can be written

\[
L_{E_{\theta}} = 0.5 l_\theta \ln \frac{l_\theta}{a} \tag{52}
\]

and Eq. 16 in [16] is

\[
S_{E_{\theta \phi}} = l_r l_\phi \arctan \frac{l_\phi}{l_r} \tag{53}
\]

where the grid segments are \( \Delta x \rightarrow l_\theta, \Delta y \rightarrow l_\phi \) and \( \Delta z \rightarrow l_r \).

According to [16], the length coefficients \( L_{E_{\phi}} \) should be used instead of particular \( l_\theta \) in (4) and (6). Similarly, \( S_{E_{\theta \phi}} \) substitutes for cell face area \( A_\theta \) in (2). To preserve the simplicity and efficiency of the FDTD algorithm in the present work, the field values in the vicinity of the monopole are understood as average values along the cell edges. This allows us to use the original integral formulation of the spherical FDTD (1)–(6) without disturbances, whereas the information about the nonstandard fields near the monopoles is hidden in the \( \varepsilon \) and \( \mu \) coefficients.

For instance, the \( \theta \)-oriented electric field integrated over the corresponding segment is

\[
E_\theta^{\text{average}} = E_\theta^{\text{pointwise}} \tag{54}
\]

This means that (4) and (6) do not need to be modified, while the update equation (2) is now

\[
E_\theta|_{i,j+0.5,k}^{n+1} = E_\theta|_{i,j+0.5,k}^{n} + \frac{L_{E_{\theta}} \Delta t A_{\theta}|_{i,j+0.5}}{l_\theta|_{i} \varepsilon_\theta|_{i,j+0.5,k} S_{E_{\theta \phi}} A_{\phi}|_{i,j+0.5}} \times \left[ \left( H_{\theta \phi}|_{i,j+0.5,k} - H_{\theta \phi}|_{i+0.5,j-k+0.5} \right) l_r \right. \\
\left. + H_{\phi \phi}|_{i+0.5,j-k+0.5,k} l_\phi|_{i+0.5,j+0.5} \right] \tag{55}
\]

The original form of (2) is restored by grouping the extra terms into additional dielectric coefficient

\[
\varepsilon_\theta = \frac{l_\theta|_{i} S_{E_{\theta \phi}}}{L_{E_{\theta}} A_{\theta}|_{i,j+0.5}} \tag{56}
\]

Since the surface area \( A_\theta \) can be expressed as \( l_\theta|_{i} l_r \) (compare (7) and (9) with (11)), we obtain (29). The expression (30) is derived analogically.

By comparing Eqs. 10 and 16 with Eqs. 11 and 17 in [16] we see that the additional permeability coefficients \( \mu_\phi \) can be computed similarly and, what is more, the resulting formulas are reciprocal to \( \varepsilon_\theta \) and \( \varepsilon_\phi' \), hence (31) and (32) apply.

In case that the primary grid segment is intersected by the dielectric boundary, the effective dielectric constant \( \varepsilon_{\text{eff}} \) of the corresponding E-field is computed from Eq. 32 in [16]

\[
\varepsilon_{\text{eff}} = \ln \frac{l_\theta}{a} \left[ \varepsilon_{\text{diei}}^{-1} \ln \frac{b}{a} + \ln \frac{l_\theta}{b} \right]^{-1} \tag{57}
\]

where the background is considered vacuum. Multiplying (29) with (57) we obtain the resulting (34) and, analogically, substituting \( l_\theta \) with \( l_\phi \) in (57), we obtain (35) from (30).

The same procedure as for expressing \( \varepsilon_\phi' \) above can be applied to get the auxiliary coefficients at the monopole tip. Formula (36) for the vertical segment is constructed using Eq. 22 in [16]

\[
L_{E_r} = (0.5 l_r)^2 \left[ a^{-1} - l_r^{-1} \right] \tag{58}
\]

and Eq. 26 in [16]

\[
S_{E_{\phi \omega}} = l_r^2 \arctan \frac{l_\phi}{l_r (l_r^2 + l_\phi^2 + l_\omega^2)^{1/2}} \tag{59}
\]

where the different position of the tip is respected by assigning \((0.5 \Delta z + a) \rightarrow 0.5 l_r, (\Delta z + a) \rightarrow l_r\) and, of course, \( \delta_z \rightarrow l_\theta/2, \delta_y \rightarrow l_\phi/2, \delta_r \rightarrow l_r/2 \). Formulas (37) and (38) are derived by just permuting the edge lengths.

The stability criteria introduced in (39)–(45) follow the assumption that a product of any neighboring dielectric constants must be higher or equal to 1 in order to avoid superluminal propagation in the grid leading to instability. We take the \( \mu_\phi' \) coefficient in (39) as an example. First, we scale the neighboring \( E_\phi \) components by \( \varepsilon_\phi' \)

\[
E_\phi' = \varepsilon_\phi E_\phi \tag{60}
\]

so that the equation (3) is void of any correction and need not be treated anymore. Now, (5) at the point \( (i_{\text{tip}} - 0.5,j,k+0.5) \) can be written as

\[
H_{\phi}|_{i_{\text{tip}} - 0.5,j,k+0.5} = H_{\phi}|_{i_{\text{tip}} - 0.5,j,k+0.5} - \frac{\Delta t}{A_{\phi}|_{i_{\text{tip}} - 0.5,j,k+0.5} \mu_\phi' |_{i_{\text{tip}} - 0.5,j,k+0.5}} \times \left[ (E_r|_{i_{\text{tip}} - 0.5,j,k+1} - E_r|_{i_{\text{tip}} - 0.5,j,k}) l_r (\mu_\phi')^{-1} \right. \\
\left. - E_r|_{i_{\text{tip}} - 0.5,j,k+0.5} l_\phi|_{i_{\text{tip}} - 0.5,j+0.5} (\mu_\phi' \varepsilon_\phi')^{-1} \right. \\
\left. + E_r|_{i_{\text{tip}} - 1,j,k+0.5} l_\phi|_{i_{\text{tip}} - 1,j+0.5} (\mu_\phi' \varepsilon_\phi')^{-1} \right] \tag{61}
\]

Stability is enforced by setting \( \mu_\phi' \varepsilon_\phi|_{i_{\text{tip}} - 1} \geq 1 \), \( \mu_\phi' \varepsilon_\phi'|_{i_{\text{tip}} - 1} \geq 1 \), i.e. \( \mu_\phi' \) is not allowed to be lower than the reciprocal values of neighboring \( \varepsilon_\phi \) coefficients. At the same time, however, the new value of \( \mu_\phi' \) should not be lower than the original \( \mu_\phi' \), hence equation (39) applies. Similar rule can be derived for (40). In (41)–(43), the underlying coefficient has not been introduced before, therefore its value is 1. Finally, in (44), (45) the neighboring \( \mu_\phi' \) coefficients can drop to 0.5 without sacrificing stability, which is due to the presence of metal on one side of the cell.

It is worth noting that the feed current in (46) is also expressed in terms of understanding the field values as averages over the line segments, which substantially simplifies the formulation. If for some reason one needs to know the pointwise field values, they can be easily extracted in terms of (54).
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