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Summary

Loudness, the perceived intensity of sound, is the psychological correlate of physical sound pressure level. Models for predicting loudness from acoustical measurements of sound pressure exist, and they conventionally utilize a monophonic signal obtained in the absence of a listener. However, for a thorough understanding of loudness perception in sound fields, the binaural nature of our exposure to sound must be considered. Understanding binaural loudness perception is important for many acoustical applications, from the determination of noise exposure as measured with artificial heads to the spatial quality of sound reproduction systems.

This PhD thesis investigates directional loudness perception, i.e., how the incidence angle, from which the sound reaches the listener’s ears, affects its perceived loudness. This was achieved in a series of listening experiments, in which loudness matches were obtained between a frontal reference sound source and comparison sources at various locations. In addition to obtaining these directional loudness matches, individual at-ear exposures were determined in order to model the binaural summation underlying the matches. The aim of the modeling was to predict the directional loudness data based on the direction-dependent at-ear exposure, and to serve as a basis for developing a binaural loudness model, applicable to artificial-head measurements.

In the first experiment, directional loudness matches were obtained from listeners for narrow-band stimuli using real sound sources located inside an anechoic chamber. In addition to the loudness matches, the listeners’ individual head-related transfer functions (HRTFs) were measured on three different occasions, and then utilized in modeling the binaural loudness summation of their individual at-ear exposures. Even though the effect of the HRTFs were accounted for, individual differences in the manner, in which the listeners integrate the left- and right-ear inputs to a single binaural percept, were still evident.

Therefore, the measured HRTFs were utilized in the second experiment for generating virtual sound sources using individual binaural synthesis, and for obtaining directional loudness matches in that virtual sound field. Despite the use of binaural synthesis, where the sets of HRTFs used for stimulation were precisely known, essentially the same directional matches as in the first experiment were obtained. This, on the one hand, corroborated the validity of the HRTFs obtained for analyzing loudness as a function of incidence angle, while on the other hand, it still left the individual peculiarities in the binaural summation unexplained.

In the first two experiments, directional loudness was investigated both for the horizontal and the median planes. In the horizontal plane, sound sources were, however, only located in the left hemisphere, due to assumed symmetry. Thus, in order to investigate possible laterality effects in loudness judgments, the third experiment investigated the effect of the side of stimulation on loudness matches with the frontal reference. For most of the listeners, the effect of side was insignificant, while in some cases, a slight left-ear advantage was observed.

In the fourth experiment, generic, i.e., artificial-head-based HRTFs were utilized in obtaining directional loudness matches, in an attempt to give each listener the same directional changes in at-ear exposure. Despite essentially the same stimulation for all listeners, the individual
differences in the underlying binaural summation were still evident, the summation factors showing considerable similarities with those observed utilizing individual HRTFs.

Finally, to improve the ecological validity of the stimulation, in the fifth experiment the effect of direction was investigated for wideband and reverberant sounds. The directional effect on loudness was significant also for these stimuli resembling more the sounds our ears encounter in real-life, than the anechoic narrow-band stimuli utilized in the first four experiments.

The mean data from all experiments show evidence for a binaural 'power summation', according to which the maximum binaural gain between monaural and binaural stimulation is 3 dB. Based on this finding, a binaural loudness model, applicable to artificial-head measurements, is presented.
Sammenfatning (Summary in Danish)


Denne Ph.D.-afhandling undersøger retningsbestemt loudness-opfattelse, dvs. hvordan lydens indfaldsvinkel i forhold til ørene indvirker på den opfattede loudness. Dette er opnået gennem en række lytteforsøg, i hvilke loudness af lydkilder i forskellige retninger blev matchet til loudness af lyden fra en frontal referencekilde. Udover disse retningsbestemte loudness-matches blev individuelle lydtryk ved øret bestemt for at kunne modellere den binaurale summering, som ligger bag de målte loudness-matches. Målet for modelleringen var at forudsige de retningsbestemte loudness data baseret på det retningsafhængige lydtryk ved øret, og at danne grundlag for udvikling af en binaural loudness-model, som kan bruges med målinger fra et kunsthoved.

I det første forsøg blev lytteres retningsbestemte loudness-matches målt for småbåndsstimuli fra virkelige lydkilder i et lyddødt rum. Udover loudness-matches blev lytternes individuelle “head-related transfer functions” (HRTFs) målt tre gange og derefter brugt til modellering af binaural loudness-summering på baggrund af de individuelle lydtryk ved ørene. Selvom der blev taget hensyn til HRTFs, var der stadig tydelig forskel på, hvordan lyttere integrerer input fra venstre og højre øre til én enkel binaural opfattet enhed.

Derfor blev de målte HRTFs brugt i et efterfølgende forsøg til at generere virtuelle lydkilder ved individuel binaural syntese og til at måle retningsbestemte loudness-matches i det virtuelle miljø. Til trods for brugen af binaural syntese, hvor HRTFs for syntesen var kendt helt præcist, var de retningsbestemte matches så godt som identiske med resultaterne fra det første forsøg. På den ene side bekræfter dette validiteten af de målte HRTFs til bestemmelsen af loudness som funktion af indfalsvinkel, men efterlader på den anden side særegne forskelle i loudness-summeringen uforklaret.

I de første to forsøg blev retningsbestemt loudness undersøgt i både det horisontale og vertikale midterplan. I det horisontale plan var lydkilder imidlertid kun placeret i den venstre hemisfære på grund af antaget symmetri. For at undersøge mulige laterale effekter i loudness-bedømmelser blev det i det tredje forsøg undersøgt, hvordan side for simuleringen påvirker loudness-matches til den frontale reference. For de fleste lyttere var effekten af side ubetydelig, men i enkelte tilfælde blev der observeret en svag tendens til, at lyttere lagde relativt højere vægt på lyden i venstre øre.

I det fjerde forsøg blev der brugt generelle, dvs. kunsthovedbaserede, HRTFs til at måle retningsbestemte loudness-matches i et forsøg på at give hver lytter de samme retningsbestemte ændringer i lydtryk ved øret. Trods den tilnærmelservis samme stimulering for alle lyttere var forskellene i den underliggende binaurale summering stadig tydelige, og summeringsfaktorerne havde tydelige ligheds punkter med dem, som blev målt med individuelle HRTFs.
For at gøre stimuleringen mere virkelighedstro blev retningseffekten for loudness for bredbandssignaler og signaler med refleksion undersøgt i et femte forsøg. Retningens betydning for loudness for disse lyde, som minder mere om de lyde, vores øre møder i dagligdagen end smalbåndssignalerne i et lyddødt rum, som blev brugt i de første fire forsøg, var også signifikant.

Middeldata fra alle forsøg tyder på binaural “effekt summering”, ifølge hvilken den maksimale “binaurale fordel” mellem monaural og binaural stimulering er 3 dB. På grundlag af dette bliver der præsenteret en binaural loudness-model, som kan bruges med kunsthovedmålinger.
Introduction

The perceived intensity of sensations is a salient attribute in psychophysics, be it vision, hearing, touch, taste or smell. In the sense of vision, the perceived intensity is the brightness of visual objects, while in hearing, it the loudness of sounds.

This PhD thesis investigates a particular aspect of loudness perception; namely, the effect of the spatial location, from which a sound reaches the listener, on loudness. When considered from the listener’s point of view, a sound source located in space is at a given distance and in a given direction.

Intuitively, loudness is bound to be affected by the physical distance between the source and the listener. A person speaking in the open air at a great distance is inaudible, if the sound waves propagating in the air are attenuated below the threshold of hearing, when reaching the listener. When the distance is decreased, the speaker becomes audible at some point. Speaking with the same vocal effort directly to the listener’s ear, the speaker is probably perceived louder than when speaking from a distance.

The above reasoning relies heavily on the physics of the signals reaching the observer. It does not take the cognitive processing into account, that is, how the brain makes use of the signals registered by the sensory receptors. The listener might judge the vocal effort of the speaker, i.e., the sound power the speaker is radiating into the air, to remain constant irrespective of distance. Such a loudness constancy with varying distance has been reported, despite profound changes in at-ear stimulation (Zahorik and Wightman, 2001). An analogy for loudness constancy can be found in visual perception, where the size, e.g., the height of a person, is judged constant, irrespective of the distance between the person and the viewer, and of the changes in the size of the person’s image on the viewer’s retina (for a review, see e.g., Goldstein, 2004).

This thesis will focus on the effect of direction on loudness, while keeping the physical distance between the source and the listener constant. Investigating directional loudness perception, the thesis aims to answer the following questions:

(1) Does perceived loudness depend on the incidence angle of the sound, or is loudness constant as function of direction, as might be observed as a function of distance?

(2) If there is a quantifiable effect of direction on loudness, can it be explained by inspecting directional dependencies of the physical stimulation reaching the listener’s ears?

(3) How are the two signals at the listener’s ears integrated to yield a single percept of loudness for directional sounds?

Before going into details, it may be useful to look at the transduction of pressure waves in the air to nerve signals in the brain, and ultimately to an auditory percept, such as loudness. A schematic of the human auditory system, illustrating this transduction is shown in Fig. 1. Acoustical pressure waves in the air are picked up by the eardrums at the end of each ear canal. The transmission of sound from an unobstructed field to the eardrums is largely affected by
The size and shape of the torso, head, pinnae and the ear canals. The pressure variations cause the eardrums to vibrate, and the bones of the middle ear transmit the vibrations to the inner ear, matching the impedance between the surrounding air and the liquid-filled cochlea. The main function of the cochlea is to transduce the mechanical vibration to electrical signals in the auditory nerve fibers. The auditory nerve fibers then synapse in the cochlear nuclei.

Our auditory system is binaural, i.e., it consists of two ears. The first stage where nerve signals are combined from the two ears is in the superior olivary complex, see the contralateral connections in the superior olivary nuclei in Fig. 1. The two sides are connected also later in the auditory pathway, e.g., via the inferior colliculi and in the brain utilizing the information at both auditory cortices.

This thesis will look into both the physical effects of the transmission of sound from various directions to the listener’s two ears (strongly affected by the torso, head and pinnae depicted in Fig. 1), and the psychophysical effects of listeners’ loudness judgments as a function of direction. Physiological aspects concerning where binaural loudness is processed in the auditory pathway are outside of the scope of the thesis.

In section 1, the concept of loudness is introduced. Section 2 deals with binaural and spatial effects on loudness. The experimental work, the general conclusions, and possibilities for future work are summarized in section 3. The experiments carried out are presented in detail in five manuscripts constituting the main body of the thesis, and an extended discussion is appended in the end of the thesis.
1 Loudness

Loudness is the subjective intensity of sound, an attribute which characterizes sounds ranging from quiet to loud. Although sounds are sometimes described as having a certain loudness, loudness is not an intrinsic, physical property of a sound. Rather, loudness is psychoacoustical, depending both on the sound and on the listener.

As a psychoacoustic attribute, loudness is undoubtedly prominent: (1) The concept of loudness is intuitive. Everyday sounds can be judged in terms of their loudness without specific training, and listeners (even preschool children, Werner and Rubel, 1992) can do this fairly reliably. (2) A great amount of research has been accumulated, investigating different aspects of loudness (for summaries, see Scharf, 1978; Zwicker and Fastl, 1999; Moore, 2003). (3) Loudness is the basis of metrics developed for sound-quality evaluation, such as roughness and sharpness (Zwicker and Fastl, 1999). (4) Loudness strongly correlates with other psychoacoustic attributes, such as the perceived quality of sound-reproduction systems (Gabrielson and Sjögren, 1979; Illényi and Korpassy, 1981), or annoyance caused by noise (Hellman, 1985; Berglund et al., 1990).

Figure 2: Aspects of the loudness concept.

The concept of loudness may be looked at from several angles which are visualized in Fig. 2, and which will be elaborated in turn in the sections below. Being subjective by definition, loudness resides in the listener (section 1.1). Therefore, it can only be measured (section 1.2) via the listener’s response to sounds. The physics of the sound stimulus (section 1.3) can be altered in an attempt to derive functional relationships, and eventually a model (section 1.4), relating the physical properties of a sound to the psychological loudness percept the sound evokes. The categorization of loudness proposed in Fig. 2 is not exhaustive; it will merely be used here for giving an overview on the issue.
1.1 Listener variables

Like any percept (be it auditory or from another modality), loudness is subjective and it only exists "inside the listener's head". Therefore, loudness depends on the individual listener; for example, on his or her linguistic concepts or interpretation of the verbal instructions given by the experimenter. Correlates for individual loudness judgments have been found in personality differences (Reason, 1972), or peculiarities in reporting the subjective intensity of stimuli (Collins and Gescheider, 1989). Reasons for these cognitive individual differences may be complex. They might also – to some extent – elude systematic study and thus be outside the control of the experimenter.

Perhaps more systematic individual loudness differences can be observed by looking at the auditory system (as illustrated in Fig. 1). In the transduction of the pressure waves in the air into nerve signals in the brain, individual differences affecting loudness can emerge at various stages: (1) Our anatomical differences result in idiosyncrasies in the transfer of sound to mechanical vibration of the eardrums at the end of each ear canal. Thus, the acoustic inputs to the auditory system may be very individual. (2) Physiological variations of the middle or the inner ear affect how acoustical energy is transduced into neural energy. An impairment of the ear, be it conductive in the outer or the middle ear, or sensorineural in the inner ear, greatly affects this transduction and hence, loudness (see e.g., loudness recruitment, Fowler, 1950). (3) After an intense exposure to noise, the ear may also be fatigued, resulting in a temporary shift in hearing threshold and in perceived loudness (McPherson and Anderson, 1971). (4) Finally, since the brain makes use of the nerve signals for judging loudness, any variations in the auditory pathway may have an effect on loudness.

Despite the individual nature of loudness, a number of generalizations across listeners can be made, e.g., loudness is closely related to its physical parallel, the sound pressure level (Fletcher and Munson, 1933; Stevens, 1955), as it is to the rate and number of firing neurons in the auditory pathway (for a review, see Scharf, 1978). These general trends allow for fairly consistent measurements and reasonably successful modeling of loudness. It may be stated that of all possible subjective attributes of sound, loudness very likely is the one most accessible to investigation.

1.2 Measuring loudness

Loudness must be measured via the listener's response to sounds. There are several psychoacoustical methods for collecting responses from listeners. The two most commonly used methods for measuring loudness are scaling and matching.

1.2.1 Loudness scaling

In loudness scaling, numbers corresponding to the perceived intensity of sound are obtained from listeners, for example, by means of magnitude estimation, magnitude production or category rating. In magnitude estimation the listener assigns numbers to sounds that correspond
to their perceived loudness. In magnitude production, the approach is the opposite: the listener must adjust the physical magnitude of the sound to correspond to the numerical values presented. In category rating\(^1\), the listener is provided with a bounded range of numbers or a series of adjectives, and values from these ranges are assigned to the sounds to be judged.

Scaling claims to provide a direct measure of loudness, and based on the work by Stevens (1955), a psychophysical scale of loudness has been defined: The unit of loudness (\(N\)) is the sone. One sone is arbitrarily chosen to correspond to a loudness level (\(L_N\); ISO 226, 2003) of 40 phons, being equal to sound pressure level (in dB SPL) at 1 kHz. Furthermore, an increase of 10 phons corresponds to a twofold change in sones, two sones corresponding to a loudness level of 50 phons and four sones to 60 phons etc. Scaling thus also provides a measure of the slope of the loudness function.

Although being straightforward and fairly generalizable, loudness scaling can be problematic: (1) Numbers assigned may not warrant inferences on sensation magnitude. A “true” loudness scale may not be obtained by taking numerical judgments at face value, i.e., the validity of the scale may not be justified (Narens, 1996; Ellermeier and Faulhammer, 2000). (2) There may also be numerical response biases, i.e., the listeners having various ways of using numbers. The apparent scale then confounds sensory with judgmental effects (Irwin and Whitehead, 1991), though sometimes biases can be corrected for, e.g., by specific “calibration” tasks (Collins and Gescheider, 1989). (3) Additional problems may be caused by context effects (Marks, 1992), e.g., adapting the response scale to the range of stimuli, or by sequential contrast and assimilation effects (DeCarlo and Cross, 1990), caused by the presentation order of stimuli.

1.2.2 Loudness matching

In loudness matching, a physical property of the sound (its level, duration, or frequency) is varied so that the listener perceives it as equally loud as a standard sound. Loudness matches can be obtained via the classical method of adjustment or using modern adaptive procedures. In the method of adjustment, the listener controls the physical property that is varied, until the stimuli are matched in loudness. Thus, the listener may have unwanted control over the outcome. This can be overcome using adaptive forced-choice procedures, where the experimental procedure has the control over the physical property.

The method of matching is based on the assumption that listeners can compare two sound with respect to loudness, even though they are different in some other dimension: the sounds may differ so much qualitatively that equating them in loudness is very difficult. Furthermore, matching the loudness of two sounds does not provide the experimenter information on how loud the sounds are actually perceived; it only reveals what changes in some physical dimension are required for equal-loudness perception. By comparing matches across experimental conditions, though, sometimes inferences about the growth of loudness can be made, like when interpreting the distances between equal-loudness contours at different frequencies. As loudness scaling, the method of matching is prone to biases due to the listener’s inter-

\(^1\)Category rating has its origin in the indication of dynamics in musical notation. The two basic indications are \(p\) for piano and \(f\) for forte, denoting softly and loudly, respectively. Indicating more extreme degrees, the basic indications can be combined, i.e., yielding a dynamic range from \(ppp\) to \(fff\).
pretation of the instructions: when asked to match in loudness, listeners could match sounds
with respect to some other salient attribute.

Loudness matching, however, is a subject of much less controversy than scaling. Loudness
matching does not require the use of numbers, and therefore, avoids the problems (1) of hav-
ing to infer a latent sensory scale and (2) of having to correct for numerical response biases,
as discussed in the section on scaling. Furthermore, by using modern adaptive procedures
(Jesteadt, 1980), a match is indirectly derived from a series of paired comparisons where the
listener only has to decide which of the two sounds was louder. For these procedures, sophis-
ticated control mechanisms (such as interleaving experimental conditions and randomizing
orders) have been devised (e.g., Buus et al., 1997) to deal with the last kind of problems
– context and sequential effects – identified in the section on scaling.

To sum up: It appears that results from loudness matching map out equivalences that very
closely reflect the sensory processing of sounds, and that the – typically adaptive, forced-
choice – methods used to obtain matches are much less fraught with questionable assumptions
than are alternative ways to get at loudness with psychophysical means.

1.2.3 Other methods

Correlates of loudness have also been found by using methods other than scaling or matching.
The reaction time to a sound has shown a lawful relationship with loudness: Reaction times
to equally loud sounds are approximately equal (see Scharf, 1978), and, the louder the sound,
the shorter the reaction time (e.g., Kohfeld et al., 1981). Obviously, measuring reaction time
is less biased by the listener’s response criteria and the experimental instructions than are
loudness scaling or matching. However, nonauditory factors, such as the lower limit of human
motor responses of about 100 ms, influence reaction time and possibly obscure the precise
relation with loudness.

In case the listener is unable to respond behaviorally, the acoustic reflex of the middle ear or
auditory evoked potentials in the brain can be measured. The mapping of these correlates,
and of reaction time, to loudness perception is, however, incomplete. Also, they do not
measure perceived loudness, rather, the correspondence can only be interpreted via loudness
obtained by scaling.

1.3 Stimulus variables

There is a large body of research altering the physical properties of sound stimuli, in an
attempt to derive how they affect loudness. The most commonly investigated variables are
the sound pressure level\(^2\), and the spectral and temporal characteristics of stimuli.

For a given sound, loudness is a monotonic function of sound pressure level, that is, the
higher the sound pressure level, the greater the perceived loudness. The shape of the function

\(^2\)The effect of sound pressure level is often laxly labeled as an effect of stimulus intensity on loudness. Here,
the term level will be used, in order to avoid confusion with the vector quantity, acoustic intensity: \(I = p \times v\)
(pressure \(\times\) particle velocity).
is based on direct scaling procedures (Stevens, 1955). The standard loudness function for a 1-kHz pure tone, complying with the definition of the sone scale, is plotted in Fig. 3a. The function is a simple power law: \( N = 0.01p^{0.6} \), where \( N \) is loudness in sones and \( p \) is the (linear) sound pressure in \( \mu Pa \) (see the solid curve in Fig. 3a). The growth of loudness is steeper between the hearing threshold and about 30 phons, and this can be approximated by a modification of the power law: \( N = 0.01(p - p_0)^{0.6} \), where \( p_0 \) is a the effective threshold in \( \mu Pa \) (see the dashed curve in Fig. 3a).

The exponent (0.6) determines the slope of the loudness function, i.e., the greater the exponent, the steeper the function. The value 0.6 is based on data averaged across listeners, although from one person to another, variation in the size of the exponent has been reported (0.4 – 1.1, see Stevens and Guirao, 1964). The slope of the function depends also on the stimulus: For pure tones below 1 kHz, the growth of loudness is steeper, and for white noise shallower, than for the standard function at 1 kHz (see Figs. 5 and 7 in Scharf, 1978, respectively).

In addition to these level effects, loudness is dependent on the spectral characteristics of sounds. By varying the sound pressure level of a pure tone at a given frequency, until it is perceived equally loud as a 1-kHz reference tone at a fixed level, equal-loudness-level contours have been derived (Fletcher and Munson, 1933; Robinson and Dadson, 1956; ISO 226, 2003). Examples of these contours are plotted for various loudness levels (20, 40, 60 and 80 phons) in Fig. 3b, the contours showing considerable frequency dependencies: at 20 Hz, 100 dB SPL is required for a loudness match with the 1-kHz reference at 40 dB SPL, see the 40-phon contour in Fig. 3b. Also, the contours are level dependent, as they become flatter with increasing loudness level.

Equal-loudness-level contours obtained by matching depict that the growth of loudness as a function of sound pressure level is faster at low frequencies, than at the 1-kHz reference frequency. From hearing threshold to the 80-phon contour, a change of 40 dB is required at 20 Hz, whereas at 1-kHz, the corresponding change needed is almost 80 dB. These results agree well with loudness functions for sounds at low frequencies obtained by scaling (Hellman and Zwischen, 1968), suggesting no fundamental conflict between the two measurement methods. Furthermore, the shape of the hearing-threshold curve (the dashed line in Fig. 3b) obtained in a detection task is in good agreement with that of the equal-loudness-level contours obtained via loudness matching.

Another spectral effect is the summation of loudness across critical bands (Zwicker and Fastl, 1999). Keeping the sound energy constant, loudness is unaffected by the bandwidth of a sound below the so-called critical bandwidth. Above this limit, loudness grows with increasing bandwidth. The spectral summation of loudness is also somewhat level dependent, being greatest at moderate levels.

Finally, the temporal characteristics of sounds have an effect on loudness (Zwicker and Fastl, 1999). For brief sounds up to 100-200 ms, loudness increases with duration, i.e., for a short sound a higher sound pressure level is required for a loudness match with a longer sound. On the contrary, for high-frequency sounds well beyond 1 s, loudness adaptation (a decline of loudness) has been reported (Miskiewicz et al., 1993). The time constant by which the ear integrates energy is under debate, due to conflicting experimental results (for a review, see
Figure 3: a) The standard loudness function at 1 kHz, plotted as a simple power law (solid line) and corrected for the steeper growth at low sound pressure levels (dashed line). b) Equal-loudness-level contours at 20, 40, 60 and 80 phons, and the hearing threshold for binaural listening in the free field, after ISO 226 (2003).

Scharf, 1978). Alternative explanations to the simple energy-intergration for accounting for the temporal effects have been proposed (Viemeister and Wakefield, 1991; Buus et al., 1997).

In addition, the loudness of a pure tone is affected when partially (spectrally) masked by a wideband noise. The masking noise raises the threshold for the tone and makes it appear softer than when the tone is heard in quiet. The partial masking can also be temporal by a masker preceding (forward masking) or succeeding (backward masking) a sound. The loudness function of a partially-masked sound becomes steeper than for the same sound heard alone, without the masker.

1.4 Models of loudness

Modeling auditory perception can be physiological or psychoacoustical. A physiological model is concerned with the different stages of processing in the auditory pathways, determining the relationship between the stimulus and the electrical signals in the auditory pathways, and ultimately their link to perception. A psychoacoustical model analyzes the direct relationship between the stimulus and perception, treating the biological ‘hardwared’ as a black box.

Since collecting subjective responses from listeners to measure the loudness of sounds is impractical for everyday applications, models for predicting loudness from the acoustical input have been developed (Zwicker, 1960; Stevens, 1961; Moore et al., 1997), based on the vast amount of psychoacoustical research. The models attempt to compute numerical estimates of loudness based on the acoustical, objective characteristics of sound, as perceived by an average, normal-hearing listener.
The basic stages of all current loudness models are illustrated in Fig. 4. The two left-most blocks account for the transduction by the outer and middle ear. The three right-most blocks include the following: (1) the spectral characteristics of the sound are accounted for by converting to an excitation pattern, which is based on the sound’s masking pattern over a wide frequency range, (2) the excitation pattern is then converted to specific loudness, i.e., the loudness per critical (or equivalent rectangular) band, and (3) finally, the overall loudness is computed. Overall loudness is proportional to the area under the specific loudness patterns.

Figure 4: Main (monaural) stages of models used for loudness calculations, taken from Moore et al. (1997).

The above models are based on the long-term spectrum of the sound, and thus are limited to stationary sounds lasting longer than about 200 ms (i.e., after loudness no longer increases with duration). While the level and the spectral effects are accounted for, the temporal characteristics are disregarded by these models, due to the lack of consensus in the research on time constants of the ear. Recently, however, ways of processing time-varying signals for loudness computations have been suggested (see e.g., Zwicker and Fastl, 1999; Glasberg and Moore, 2002).

2 Binaural loudness of sound fields

The loudness models presented above (see Fig. 4) are largely concerned with converting the spectrum of stimuli to a loudness prediction. This section deals with loudness and the properties of sound fields, namely, how sound is transmitted to stimulation at the listener’s ears and what implications the transmission has on modeling loudness.

Sound fields encountered in real life are complex: The source can be a single unit radiating sound from a distinct position in space, it can be a source distributed spatially or consist of multiple sources at different positions, or be virtually of any degree of complexity covering a variety of radiation patterns. The signals from the source propagate in space as sound waves, reflecting from possible obstacles (such as walls), and finally reach the eardrums of the listener. From the listener’s point of view, the direct sound from the source arrives first, then early reflections being reflected once or a small number of times, and at last, the reverberant energy of the space. These time signals are superimposed at the listener’s ears. While the direct sound and early reflections reach the listener from distinct directions, reverberation is typically fairly diffuse, i.e., not concentrated to any specific direction.

The acoustical waves in a sound field reach the both ears of a listener, the listening being binaural. Even in the simplest sound fields, the two at-ear signals typically differ from another.
In auditory experiments utilizing headphones, a stimulation with different signals sent to each earphone (and reaching each ear) is called dichotic. A binaural stimulation with the same signal sent to both earphones is called diotic. Furthermore, a stimulation of only one ear is called monaural or monotic. Disregarding the crosstalk from an earphone to the contralateral ear, monaural stimulation in headphone playback is achieved by switching off the other earphone. In a sound field, monaural stimulation occurs only with severe hearing impairment or deafness in one ear, or may be achieved by occluding one of the ears; in practice, the listening in a sound field is binaural and often dichotic. For thorough definitions of sound fields and stimulation modes, see Blauert (1997).

Due to the complexity of real sound fields, listening experiments are typically carried out in relatively simple acoustic environments, e.g., in the free field, or in the diffuse field. Below, these two types of sound fields are considered with respect to their influence on loudness, and it will be shown that there are deficiencies in applying loudness models to binaural exposures in real sound fields.

2.1 Free and diffuse fields

Loudness models based on Stevens (1961) and Zwicker (1960) are standardized in ISO 532 (1975) as methods 'A' and 'B', respectively. In addition to computational differences in converting spectrum to loudness between the methods, the sound field in Method A is assumed to be diffuse, whereas Method B can also be applied to a free field. The free-field loudness model is applicable to situations where the direct sound is dominant, e.g., in the open air, and the diffuse-field model to sound fields with reverberation, e.g., inside rooms. Method B of ISO 532 (1975), often referred to as 'Zwicker' loudness, can applied to both types of sound fields and is thus more widely used in practice.

From the listener’s point of view, there is a fundamental difference between the two fields. In the free field, the direction from which sound reaches the listener is frontal, i.e., only from the direction ahead of the listener in a reflection-free environment. In the diffuse field, sound reaches the listener’s ears with equal probability from all directions, which can be approximated in a reverberant room. The two sound fields thus defined are theoretical extremes of a continuum. Sound fields encountered in practice often lie between the two bounds, consisting of directional sound reaching the listener from sources at different locations and fairly diffuse reverberation caused by the room.

In the standardized models (ISO 532, 1975), a monophonic sound pressure, measured with an omnidirectional microphone in the absence of a listener, is utilized for computing loudness. Therefore, the acoustic transfer from the measurement point to stimulation at the listener’s ears is part of the model. The model is not concerned with the actual sound signals reaching the listener’s ears, but rather, with the properties of the sound field in the absence of a listener. The listener’s obstruction of the sound field under measurement is assumed to resemble that of the average acoustic transfer of the loudness model. Furthermore, in Method B of ISO 532 (1975) the assumption as to which sound-field type applies (free vs. diffuse) is left to the person measuring, when using the monophonic sound-pressure signal for loudness computations.
Despite the monophonic acoustical measurement, the standardized loudness models ISO 532 (1975) is based on binaural listening. Loudness models in general, as summarized in section 1.4, utilize the long-term spectrum of an acoustical measurement for loudness computations, thus creating a direct relation between a stimulus spectrum and a loudness prediction. In the case of both the free and the diffuse field, the long-term spectra are essentially the same between the two ears of a listener, due to the apparent symmetry of the human body in the interaural axis. Thus, utilizing the left- or the right-ear spectrum (and keeping in mind that the stimulation is binaural) should result in the same loudness prediction.

Should different spectra at the two ears then yield different loudness predictions, depending on the ear chosen? The actual at-ear stimulation is not considered in the standardized loudness models (ISO 532, 1975), and thus dichotic stimulation, e.g., with different spectra at the two ears can become problematic for predicting loudness. The models are not concerned with how the signals at the left and the right ears of a listener contribute to overall binaural loudness, and how the at-ear signals should be integrated to predict human loudness perception. In real sound fields, dichotic at-ear signals are the norm rather than the exception, and thus, adjustments to ISO 532 (1975) are called for.

To sum up, two important aspects of loudness are entangled in the standardized models (ISO 532, 1975), which are unraveled here in turn: (1) The physical, acoustical transformation from an unobstructed sound field in the absence of a listener to stimulation at the listener’s two ears, and (2) the psychophysical integration of the left- and the right-ear signals into a single percept of binaural loudness.

### 2.2 Spatial hearing and HRTFs

The physical transformation of sound to the listener’s ears has received considerable attention in the research on spatial hearing (for a summary, see Blauert, 1997). Spatial hearing is concerned with the locatedness of auditory events, i.e., the position and extent in space of what is perceived auditorily. In this body of research, the direction-dependent transfer of sound to our ears has been investigated as ‘sound localization cues’, and more recently as the product of head-related transfer functions (HRTFs; Shaw, 1974; Mehrgardt and Mellert, 1977; Møller et al., 1995; Blauert, 1997, chap. 5). For a given incidence angle and ear, an HRTF is defined as:

$$ HRTF = \frac{\text{sound pressure at the ear}}{\text{sound pressure in the middle of the head with the listener absent}} $$

(1)

The sound pressure at the ear in Eq. 1 can be obtained at various positions in the outer ear; at the eardrum, or at the entrance to the open or the blocked ear canal (Møller, 1992). The transfer function can be described either in the time or the frequency domain, often referred to as head-related impulse responses (HRIRs) or HRTFs, respectively.

The sound pressure at the ear, and hence, an HRTF is very dependent on the incidence angle of the sound. In Fig. 5, HRIRs and the corresponding HRTFs are plotted, for measurements at the blocked entrance to the left and right ear canals of the same listener, for two incidence
Figure 5: Head-related impulse responses and transfer functions in the time and frequency domains, respectively, measured at the blocked entrance to the ear canal for the same person for two incidence angles in the horizontal plane: $0^\circ$ in front of and $90^\circ$ of azimuth on the left-hand side of the person.

angles in the horizontal plane, as measured in an anechoic environment: $0^\circ$ of azimuth in front of and $90^\circ$ of azimuth on the left-hand side of the listener. For the frontal direction, which is the case in the free-field loudness model, both the HRIRs and HRTFs are similar across the left and right ears, the stimulation being (close to) diotic. For the direction on the side, interaural differences can be observed both in the time and the frequency domain, the stimulation being dichotic. It is taken that the directional changes in the binaural at-ear signals, as illustrated in Fig. 5, enable us to locate sounds in space.

The research in spatial hearing and HRTFs has emerged largely after the development of the first loudness models. Together with the HRTF research, binaural technology (Møller, 1992) has also come forth, where the idea is that if the sound pressures at two ears are recorded and later reproduced exactly as they were, the complete auditory experience is reproduced as well. Due to practicality, the sound pressures at the two ears are often recorded using an artificial head with a microphone in each ear as a transducer.

The focus is thus shifting from the monophonic measurements of sound pressure in the absence of the listener to binaural, and often dichotic, at-ear signals. Since the standardized loudness models of ISO 532 (1975) utilize a monophonic sound pressure, there is an increasing interest in how binaural measurements of at-ear sound pressure should be used in predicting loudness.

2.3 Binaural loudness summation

While spatial hearing research has concentrated on the acoustical transformation of sound to the listener’s ears, studies of binaural loudness summation have investigated how the left- and right-ear signals are integrated to yield a single, binaural percept (Hellman and Zwischen, 1963; Reynolds and Stevens, 1960; Marks, 1978; Zwicker and Zwicker, 1991). Note that these studies focus on subjective judgments of binaural loudness, and typically do not address
biological or physiological issues as to where and how the interaural information is processed in the auditory pathway (for a review of physiology, see Gelfand, 1998).

A recent loudness model by Moore et al. (1997), the stages of which are depicted in Fig. 4, makes use of the findings of the two branches of research: (1) HRTFs and (2) binaural loudness summation. Firstly, the model facilitates the use of ear-drum sound pressures for loudness computations. This is accomplished by effectively separating the acoustical transformation to the listener’s ears from the loudness model using HRTFs. This separation (see the fixed filter for the transfer from a free field to the ear-drum in Fig. 4) appears to be justified, since the agreement in subjective loudness data and objective at-ear measurements of sound pressure between the free and the diffuse sound fields is fair (Kuhl and Westphal, 1959; Robinson et al., 1961). In other words, the loudness difference between the free and the diffuse field is largely due to the first block in Fig. 4, and the processing of the at-ear signal for loudness computations is independent of the sound field type.

Secondly, perfect binaural summation of loudness in sones, i.e., the loudness of a monaural stimulation being half of that of the corresponding binaural stimulation, is implemented in the model by Moore et al. (1997). Thus, the model is able to compute monaural loudness separately for the two ears, and binaural loudness for any (diotic or dichotic) at-ear signals can be computed simply by summing the monaural values. This perfect loudness summation is supported by some headphone studies (e.g., Marks, 1978), while others disagree (e.g., Zwicker and Zwicker, 1991) reporting a smaller loudness difference between monaural and binaural stimulation. The model by Moore et al. (1997) is now standardized in ANSI S3.4 (2005).

In order to control the left- and right-ear signals independently of one another, headphones have been used in the binaural loudness-summation studies. While the use of headphones is beneficial in terms of experimental control, the fact that the acoustical transformation from an unobstructed sound field to the listener’s ears is not taken into account can be considered a drawback. The stimuli can easily become unnatural to the listeners, since interaural combinations may be played back, which would never reach the listener’s ears in a real sound field. Furthermore, the auditory events of such headphone stimulation are localized inside the listener’s head, while loudness models originally have been developed for sounds carrying spatial information. The ecological validity of the stimulation can thus be questioned and it is debatable how these findings relate to the binaural loudness perception of spatial sounds, being affected by the acoustical transformation from an unobstructed sound field to our ears.

2.4 Directional loudness

It thus appears that, despite the large body of research both in spatial hearing and in binaural loudness summation, these two fields of research have not been connected properly. In the studies of binaural loudness summation, the spatial and directional aspects have been overlooked, and HRTFs have not been investigated as directional loudness cues.

The two stages of loudness processing, as they are conceptualized here, were first combined in the pioneering work of Robinson and Whittle (1960), who investigated the loudness of sounds coming from various directions in the horizontal, median and frontal planes. In addition to
obtaining loudness matches between different directions, they also determined the effective at-
ear sound pressure levels for each incidence angle. When attempting to predict the directional
loudness matches from the at-ear levels, Robinson and Whittle (1960) found a “6-dB binaural
summation rule” to fit their data best:

\[ L_{\text{mon}} = 6 \times \log_2(2^{L_{\text{left}}/6} + 2^{L_{\text{right}}/6}), \]

where \( L_{\text{mon}} \) is the equivalent sound pressure needed for monotic stimulation to match any
binaural (diotic: \( L_{\text{left}} = L_{\text{right}} \), or dichotic: \( L_{\text{left}} \neq L_{\text{right}} \)) combination of left-ear (\( L_{\text{left}} \))
and right-ear (\( L_{\text{right}} \)) input levels. If, for example, both ears are exposed to 70 dB SPL, the
equivalent monotic SPL turns out to be 76 dB SPL, hence the binaural gain is 6 dB.

Even though real sound sources located in space were used in the investigation by Robinson
and Whittle (1960) for modeling the summation of binaural loudness, their findings have
not been influential for the refinement of loudness models. Rather, an assumption of perfect
binaural summation in sones prevails, roughly corresponding to a 10-dB summation in sound
pressure level. Surprisingly, the study by Robinson and Whittle (1960) is the only one on
directional loudness, investigating both the effect of sound incidence angle and the binaural
summation underlying directional loudness judgments.

Since the work of Robinson and Whittle (1960) more than 45 years ago, several important
advances have taken place, which are relevant to the issue, for example: (1) Time-selective
acoustical measurements and digital signal processing, such as obtaining impulse responses
of a system using the maximum-length sequence (Rife and Vanderkooy, 1989), (2) attention
to binaural human exposure to sound and the rise of binaural technology (Møller, 1992), and
(3) adaptive procedures for subjective judgments (Jesteadt, 1980). This PhD thesis uses these
new technologies to investigate the intersection of the two historically different fields: spatial
hearing and loudness perception.

3 Overview of the experimental work

3.1 Aim

This PhD thesis consists of a series of listening tests, where the sound incidence angle was
included as an independent, experimental variable. Directional loudness matches to a frontal
reference sound source, which in anechoic conditions is compliant with the free-field loudness
paradigm, were obtained from listeners. In all listening tests, the setup was calibrated so
that the same sound pressure from each incidence angle is measured with an omnidirectional
microphone. Thus, loudness predictions with the monophonic, standardized loudness model
ISO 532 (1975, Method B) were constant as function of incidence angle. Deviations from this
constancy in the subjective matches therefore indicate directional dependency of loudness, and
cannot be due to characteristics of the sound source measured in the absence of a listener.

In addition to the subjective loudness matches, the listeners’ individual at-ear exposures were
determined by means of acoustical measurements for each incidence angle. These objective
measurements were analyzed for directional changes, and were compared with the corresponding changes in the loudness matches of sounds from various directions. Finally, the determined at-ear exposures were utilized to model the binaural summation of loudness underlying the directional matches for sounds emanating from various directions in space on an individual basis.

3.2 Organization

The experimental work of the thesis is reported in five manuscripts listed below and attached to this report, referred to as [M1]-[M5]:


3.3 Abstracts and interrelations of the manuscripts

**Manuscript 1: “Directional loudness in an anechoic sound field, head-related transfer functions, and binaural summation”**

In [M1], directional loudness matches were obtained for narrow-band stimuli for sound sources located both in the horizontal and the median planes inside an anechoic chamber. The listeners’ individual HRTFs were measured to determine the effective at-ear exposures and these were utilized in the modeling of binaural summation underlying the directional loudness matches.

Directional dependencies of loudness were observed, characterized by the center frequency of the stimuli, which could largely be explained by the individual HRTFs. However, large individual differences were obtained also in the underlying binaural summation, even after the effect of HRTFs on the at-ear sound pressure levels were accounted for.
Manuscript 2: “Effect of direction on loudness in individual binaural synthesis”

Due to the differences between listeners in the binaural summation of the at-ear levels, the individual HRTFs were utilized in synthesizing spatial sounds over headphones in [M2]. In this manner, the sets of HRTFs used for stimulation were precisely known, and they were immune to, e.g., small, unwanted head movements. Directional loudness matches were then obtained for a subset of the same listeners and stimuli as in [M1].

Despite the use of binaural synthesis, essentially the same directional matches as in [M1] were obtained. The perhaps more controlled stimulation via headphones did not decrease the individual differences in binaural summation. However, [M2] validated the measured HRTFs, which were used for analysis of [M1] and allowed for the use of individual binaural synthesis in future experiments on directional loudness.

Manuscript 3: “Laterality in binaural and directional loudness perception”

In both [M1] and [M2], only the left hemisphere of the horizontal plane was investigated, due to assumed symmetry between the left and right hemispheres. Therefore, in [M3], binaural and directional loudness matches were obtained similarly for the left and the right sides of the head, in order to investigate possible laterality effects in binaural loudness judgments.

In most of the cases the effect of the side of stimulation was insignificant, although for some listeners a slight left-ear advantage for binaural and directional loudness judgments was observed. The magnitude of this lateral effect, however, was very small compared to the directional HRTF effect on loudness, i.e., directional loudness primarily depends on the transfer of sound to at-ear stimulation, not on which side of the head the source is located.

Manuscript 4: “Binaural loudness summation for directional sounds”

In [M4], generic, artificial-head HRTFs were utilized to obtain directional loudness matches. This was done in order to give each listener the same directional effects in at-ear exposure, and to investigate whether holding this source of individual variation constant would decrease the individual differences in the underlying summation.

Despite the use generic HRTFs, individual differences in binaural summation of at-ear SPLs were still evident and consistent with those earlier obtained with individual HRTFs. Thus, the mean data obtained by averaging across listeners were used for describing a binaural loudness model for artificial-head measurements.

Manuscript 5: “Directional loudness and the underlying binaural summation for wideband and reverberant sounds”

Anechoic, narrow-band stimuli were used in [M1]-[M4]. In order to improve to ecological validity of the stimulation, directional loudness matches were obtained for wideband and reverberant sounds in [M5]. The wideband stimuli were played back in binaural synthesis using individual HRTFs, and the reverberant stimuli using individual binaural room impulse responses (BRIRs), measured in a listening room.

Despite the more complex stimuli, the effect of direction on loudness was still observed. Furthermore, the mean data based on this more ecologically-valid stimulation agreed well with the binaural loudness model, as described in [M4].
3.4 General conclusions

In all experiments [M1]-[M5], both for anechoic and reverberant narrow-band, as well as anechoic wideband stimuli, the direction from which the sound reaches the listener’s ears had a significant effect on loudness. The directional loudness matches varied over a range of up to 10 dB, showing considerable dependencies on the stimuli and the individual listener. The obtained results were at odds with the notion of loudness constancy; on the contrary, these directional effects on loudness could be largely explained by the corresponding changes in individual acoustic transfers to binaural at-ear exposures, as determined by individual or generic HRTFs, or individual BRIRs.

When inspecting binaural summation underlying the directional loudness matches, statistically significant individual differences were obtained in the way the left- and right-ear inputs are combined in a single, binaural loudness percept. These individual peculiarities were robust throughout the whole experimental series, irrespective of the stimuli (narrow- vs. wideband) and the sound field (anechoic vs. reverberant) utilized. Furthermore, when synthesizing directional sounds using the same (generic) set of HRTFs for all participants [M4], similar peculiarities as with individual HRTFs were still evident in the binaural summation.

Putting these unexplained idiosyncracies aside, the mean data of all experiments [M1]-[M5] agree well with a binaural 3-dB (power) summation rule. This summation rule was obtained using the equation published by Robinson and Whittle (1960, see Eq. 2), by relaxing their assumption of a 6-dB summation, and finding the best-fitting binaural gain to account for the present data. Since a modern psychoacoustic procedure to obtain loudness matches, state-of-the-art techniques to measure at-ear exposures, and a wide variety of stimuli were utilized in this thesis, it is the author’s belief that the 3-dB summation of the at-ear SPLs will yield a better prediction of binaural, directional loudness than the 6-dB rule proposed by Robinson and Whittle (1960).

The 3-dB summation rule is also at odds with the assumption of perfect binaural summation of loudness in sones. In the present experiments, the summation rule was observed for stimulation where the at-ear signals are due to the physical obstruction of the sound field by the listener, while the binaural sone summation has been reported in headphone studies not incorporating spatial aspects to the stimulation. It may thus be argued that the present results have greater ecological validity, both for predicting loudness in real sound fields and for the application of acoustical measurements using artificial heads.

A binaural loudness model (see [M4]) was developed based on the results. Since the acoustic transfer from an unobstructed sound field is included in the signals arriving at the ears, and diotic or dichotic stimulation can be accounted for by the 3-dB summation rule, the model is able to predict the loudness of any type of a sound field, be it free or diffuse, anechoic or reverberant. The binaural loudness model is applicable to acoustical measurements made with an artificial head, being often used in a variety of applications from the assessment of noise exposure to product sound quality and the fidelity of reproduced sound.
3.5 Future work

The present thesis can be extended in a number of ways. One way could be utilizing other than noise-like signals, such as speech, in investigating directional loudness. Such a real-life stimulus may cause listeners to pay attention to the sound source rather than to the effect the sound radiating from the source has on the listener. In other words, it could be investigated whether cognitive effects, i.e., what use the brain is making of the stimulation, play a role in directional loudness perception, or is loudness purely dependent on the sensory signals arriving at our ears.

The listeners’ attention may also be attempted to be manipulated via instructions, asking them e.g., to judge the loudness of the source. Judging the source loudness for various distances has shown evidence for loudness constancy (Zahorik and Wightman, 2001), i.e., the perceived loudness of the source remains constant over distances, despite profound changes in at-ear exposure. In the directional loudness paradigm, constancy could be either physical or cognitive. In an ideal diffuse field, the listener’s orientation has no effect on the long-term at-ear spectra, which are the primary inputs to loudness processing. In such a sound field, loudness is constant as a function of direction, due to physics.

The cognitive constancy requires accurate localization of the source. It is known that the visual size constancy requires accurate depth information (Goldstein, 2004). By closing one eye, depth information is degraded and size constancy is decreased. It is fair to assume that for loudness constancy, accurate auditory distance localization is necessary. Or, put in another way, poor distance localization decreases loudness constancy, and the perception is based more on the signals at the sensory receptors, not at the source.

Although localization of sources was not specifically required in the work reported in this thesis, informal listening revealed directional localization for the narrow-band stimuli in the median plane of [M1] and [M2] to be poor (this is due to the so-called ”directional bands”, see Blauert, 1997). In the median plane, the directional loudness matches showed no constancy and agreed well with the corresponding changes in at-ear stimulation. In the horizontal plane, however, the sources were localizable, even with the narrow-band stimuli. In the present series of experiments this did not induce constancy, as might have been expected. It is unclear whether similarly large directional loudness dependencies were obtained, if the source was moving around the listener, or the listener was rotated, while judging loudness. The dynamic cues to the auditory system might induce directional loudness constancy, forcing the listeners to base their judgments on the static sound power of the source, rather than the varying signals at the ears.

Furthermore, the effect of the location of the auditory event (Blauert, 1997) on binaural loudness perception could also be investigated. This could be achieved in binaural synthesis by comparing the loudness of stimulation with original and modified interaural cues, which might result in either well or poorly ‘auralized’ stimuli. The difference between the loudness of loudspeaker and headphone playback, even when receiving the same at-ear signals in both cases, has been debated in the field (Rudmose, 1982; Keidser et al., 2000). For loudspeaker playback the auditory event is outside the head, while for headphone listening without spatial synthesis, more or less inside-the-head percepts are created. This difference in the auditory event may cause differences also in the perceived loudness between the two playback methods.
Also, HRTFs could be decomposed, e.g., by modifying or removing the interaural time difference (ITD), in order to investigate either the effect of the minimum-phase part of an HRTF or the ITD on binaural loudness. Note that the loudness predictions both by the present 3-dB summation model, and the most widely-accepted model by Moore et al. (1997), are based on the magnitude spectra at the ears and other interaural attributes are omitted. Although binaural loudness has been shown to be unaffected e.g., by varying the interaural crosscorrelation (Dubrovskii et al., 1972; Eichenlaub et al., 1996), further experiments for quantifying the effect of various interaural components are justified.

Any of these strategies may help explaining the robust individual differences observed in the present study. However, while the idiosyncrasies are troublesome for analyzing the results, it is worth to note that all loudness models are based on mean data, and attempt to predict the behavior of an average listener, disregarding individual differences.

Finally, the present study employed one sound source at a time for loudness comparisons. In real-life, sound fields often consist of multiple sound sources, being considerably more complex than the discrete sources investigated here. The phenomenon of the cocktail-party effect, i.e., the ability of the auditory system to focus on a single sound source in the presence of background noise, has been recognized for some time. The issue of distributed, multiple sound sources and their loudness perception has recently been brought up by Song et al. (2005), investigating the relative contribution of individual sound sources to overall loudness. The findings of such studies, in addition to the ones of the present study, should thus be taken into consideration in developing a universal, binaural model of loudness perception.
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I. INTRODUCTION

There is growing awareness in psychoacoustics that, for a thorough understanding of loudness perception, its binaural nature has to be taken into account. That is true for basic research, namely the construction of general loudness models (e.g., Moore et al., 1997), as well as for applications to audio reproduction systems (Zacharov et al., 2001) or to perceived sound quality (Bodden, 1997). Especially for instrumental loudness predictions based on Zwicker’s modeling, as standardized in ISO 532 (1975), the fact that it is essentially monophonic has been regarded as a major drawback. Nevertheless, the adjustments recently made to loudness modeling rest on a fairly narrow empirical data base, which the present study hopes to extend.

To clarify the issues, it may be helpful to distinguish two stages of processing involved when the loudness of a real sound source in space is perceived: (1) the physical transformation of the “distal” stimulus emitted by the source to “proximal” stimuli arriving at the listener’s ears, and (2) the neural, psychological, and cognitive process of integrating the two at-ear stimuli into a single percept.

A. Physical (HRTF) filtering

The first stage can be described in purely acoustical terms, namely by applying head-related transfer functions (HRTFs, Shaw, 1974; Wightman and Kistler, 1989a; Møller et al., 1995; Blauert, 1997, Chap. 5). These account for the filtering of the source due to the physical effects of the human torso, head, and pinnae, depending on the incidence angle of the sound. Further along, through the ear canal, the physical sound transmission has been shown to be independent of the direction of the sound source (see, e.g., Hammeršto and Møller, 1996). Thus, the direction-dependent part of an HRTF can be measured at the entrance to the blocked ear canal, and described by (adopted from Møller et al., 1995)

\[ HRTF_{\text{dir-dep}}(\phi, \theta) = \frac{P_2}{P_1}(\phi, \theta), \]

where \( \phi \) is azimuth, \( \theta \) is elevation, \( P_1 \) is sound pressure at the center position of head, and \( P_2 \) is sound pressure at the entrance to the blocked ear canal.

In the median plane, the HRTFs of the two ears are fairly similar due to the physical symmetry of the human body in this plane. However, level differences between HRTFs for different directions can approach 10 dB or more over a fairly wide frequency range. By contrast, large interaural time and level differences (ITDs and ILDs, respectively) between the two ears emerge in the horizontal plane, where the ILDs can reach up to 30 dB at high frequencies. HRTFs have been a major research topic during the past...
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sound fields, i.e., investigating only the effect of the first differences in the at-ear sound pressures between the two near threshold to 6–10 dB at high sound-pressure levels. The evidence is far from unequivocal, however, with many studies finding less-than-perfect summation. The former to be reasonably well predicted by a “6-dB summation rule.”

B. Binaural loudness summation

The second stage of processing has been termed binaural loudness summation. It describes how the acoustic inputs to the left and right ear are integrated to yield a single, binaural loudness. Starting from the observation that a sound appears louder when listened to with both ears (i.e., binaurally) than with only one (i.e., monaurally), a number of investigators conducted experiments using headphones, through which different combinations of left- and right-ear sound-pressure levels were presented in order to quantify this effect. The results are often summarized as providing evidence for a binaural-to-monaural loudness ratio of 2:1, or perfect loudness summation, corresponding to a binaural gain of approximately 10 decibels (e.g., Levelt et al., 1972; Marks, 1978; Schneider and Cohen, 1997), in accordance with the sone scale of loudness. The evidence is far from unequivocal, however, with many studies finding less-than-perfect summation (e.g., loudness ratios of approximately 1.5:1; Zwicker and Zwicker, 1991), and a level dependence of the binaural gain, which appears to increase from approximately 3 dB near threshold to 6–10 dB at high sound-pressure levels (Shaw et al., 1947; Reynolds and Stevens, 1960; Hellman and Zwilocki, 1963).

Interestingly, binaural loudness summation, as conceptualized in this paradigm, has not been investigated with sounds that are likely to reach the eardrums when emitted from a real source in space, i.e., with products of the first (HRTF) filtering stage. Rather, artificial sounds such as tones, or broadband noise, lacking all spatial or directional information have been used, often at interaural level differences (e.g., in monotic-to-diotic comparisons) far exceeding what would naturally occur. Such conditions of stimulation do not yield an externalized sound image, but rather more or less lateralized inside-the-head percepts. Generally, it appears that the considerable literature on binaural loudness summation has contributed more to the development of scaling methodologies than to the auditory issues involved.

C. Loudness of free and diffuse sound fields

For practical purposes, in an attempt to relate the monophonic measurement of a sound field to perceived loudness, two specific types of sound fields have been considered: The free field, where the sound incidence angle is frontal to the listener, and the diffuse field, where the sound is reaching the listener’s ears with equal intensity from all directions.

In order to account for the fundamental difference in sound incidence, the standardized loudness model (ISO 532; 1975) has different computation procedures for the two sound fields. The two procedures are based on both objective and subjective data (Kuhl and Westphal, 1959; Robinson et al., 1961; ISO 389-7, 1996): The objective data represent the differences in the at-ear sound pressures between the two sound fields, i.e., investigating only the effect of the first (HRTF) filtering stage; the subjective data represent the differences in perceived loudness, including effects of both the first and the second stage. Even though the agreement between the objective and subjective data is fair, these investigations do not specify how the two signals at the ears of a listener are summed into a single loudness percept, due to the fact that the stimulation of the auditory system in both sound fields is essentially diotic.

The increasing use of dummy heads for acoustical recordings and measurements, often resulting in dichotic at-ear signals, has led to growing interest in how dichotic at-ear signals should be summed to correspond to the diotic stimulation of the conventional free- and diffuse-field loudness paradigms.

D. Directional loudness

Thus, while studies of HRTF filtering have not explicitly been concerned with the loudness of dichotic sounds, the work on binaural loudness summation appears to lack ecological validity to predict the perception of real sources positioned in space. What remains, then, is less than a handful of studies that have actually investigated directional loudness of real sources in space, taking into account both stages delineated: the physical filtering due to HRTFs, and the ensuing “psychological” summation.

Sivian and White (1933) investigated the effect of direction on hearing thresholds, reporting that at absolute threshold, the binaural minimum audible field is not significantly different from the monaural one. This implies no or a very small binaural advantage, the ear receiving the higher sound pressure determining the binaural hearing threshold. While the directional HRTF effects are the same at higher sound-pressure levels, extrapolating from a detection task to suprathreshold binaural loudness and to its summation across the two ears may be unjustified.

By far, the most pertinent and complete study investigating directional loudness was published by Robinson and Whittle (1960) more than 45 years ago. The authors used a circular array of 12 equally spaced loudspeakers positioned around the listener seated in an anechoic room to obtain loudness matches between a reference and each test position. Using narrow-band sounds having six center frequencies between 1.6 and 10 kHz, and rotating their apparatus when required, they investigated the horizontal, median, and frontal planes in a sample of 16 to 20 listeners. Using probe-tube microphones they also measured sound-pressure levels at the ears of their subjects, as produced by the same stimuli, thus obtaining crude magnitudes of “HRTFs” for the six test frequencies.

As expected, the average loudness matches showed a strong frequency dependence, with the greatest directional effects (of up to 15 dB; see their Fig. 2) observed at higher frequencies (4–10 kHz). Relating the mean loudness matches to the average at-ear sound-pressure measurements, Robinson and Whittle (1960; see their Fig. 5) found the former to be reasonably well predicted by a “6-dB summation rule.”
E. Rationale for the present study

It thus appears worthwhile to take up the issue of directional loudness once more. This will be done paying special attention to five methodological issues, which are elaborated in turn:

1. Well-defined narrow-band stimuli are needed to investigate the effects of HRTFs and binaural loudness summation. Note that, in Robinson and Whittle’s (1960) report, the sounds used were not sufficiently specified beyond stating that they were “below a critical band” (p. 75), and the later studies used wideband noise which might wash out some of the directional effects.

2. Given the evidence from earlier headphone experiments showing the binaural gain to increase from approximately 3 dB near threshold to up to 10 dB at high sound-pressure levels, level effects will be taken into account by making measurements at two overall sound-pressure levels.

3. With the exception of Jørgensen’s (2002) study, classical “method(s) of adjustment” have been used to collect the subjective data. By their transparency, and the explicit control they give listeners over the outcome, these methods are prone to subject-induced biases, such as “correcting” an adjustment due to some expectation. Forced-choice procedures (Levitt, 1971; Jesteadt, 1980), especially when interleaving adaptive tracks for different experimental conditions, are much less susceptible to such biases.

4. Advances in the methodology to HRTFs will be brought to the study of directional loudness. Note that Robinson and Whittle’s (1960) pioneering study was done before the term HRTF was coined, and that their at-ear measurements of the stimuli actually used merely provide six points along the frequency scale, and thus do not constitute HRTFs as we conceive of them today.

5. Since HRTF filtering is known to be highly idiosyncratic, it is likely that with averaged data frequency-dependent directional effects might partially cancel each other, thus underestimating the true effect size. Therefore, a greater emphasis than in earlier studies will be on individual results and analyses.

To sum up, the present investigation will be conducted by having subjects assess loudness in a directional sound field in an anechoic room, and by relating the listening test data both to the distal stimulus given by the sound-pressure level emitted by the active loudspeaker, and to the proximal stimuli given by the participants’ at-ear exposure levels as obtained via state-of-the-art HRTF measurements.

II. METHOD

A. Subjects

Eight normal-hearing listeners (between the age of 22 and 46 years; five male, three female), including the second author, participated in the experiment. The subjects’ hearing thresholds were determined using standard pure-tone audiometry in the frequency range between 0.25 and 8 kHz with the requirement that none of the thresholds exceed 15 dB hearing level re: ISO 389-1 (1998). The five subjects who were not staff members were paid an hourly wage for their participation.

B. Apparatus

1. Loudspeaker setup in the anechoic chamber

The experiment was carried out in an anechoic chamber, which is anechoic above approximately 200 Hz, and has background noise at an inaudible level.

The loudspeaker setup for the experiment consisted of eight identical speakers (Vifa M10MD-39) mounted in hard plastic balls with a diameter of 15.5 cm. A typical frequency response of the loudspeaker can be found in Möller et al. (1995).

The loudspeakers were positioned both in the horizontal and median planes. In the horizontal plane, the incidence angles were 30°, 60°, 90°, and 135° of azimuth, and in the median plane the angles were 45° and 90° of elevation. Loudspeakers were also placed ahead and behind the listening position (at 0° and 180° of azimuth with 0° of elevation), where the horizontal and the median planes coincide. Due to assumed symmetry, the loudspeakers were placed only on the left-hand side in the horizontal plane. The distances from the diaphragms of the loudspeakers to the listening position at the center of the setup were 206±4 cm.

The subjects were seated in a chair, the height of which could be adjusted. The chair had a small headrest to restrict head movements of the subjects during the experiment. The subjects’ heads and ears were carefully aligned with the center position of the setup by making adjustments to chair height and headrest position using a laser and two video cameras. A photograph of the setup in the anechoic chamber is shown in Fig. 1. The loudspeakers ahead, at 30° and 60° in the horizontal plane, and at 45° and 90° in the median plane are visible in the photograph. The structure suspending the
loudspeakers and the platform (an open metal grid) under the chair were covered with sound-absorbing material.

The subjective responses were collected with a two-button response box. The response box had small lights above the buttons to indicate observation intervals. An enlarged copy of the indicator lights was placed behind and slightly above the frontal loudspeaker to avoid subjects tilting their heads downwards to the response box in their hands.

2. Signal generation and control

All other equipment was placed in a control room next to the anechoic chamber. A personal computer (PC) was used for controlling the experiment and carrying out objective measurements. The PC was equipped with a digital sound card (RME DIGI96/8 PST) with eight audio channels, connected to an external AD/DA-converter (RME ADI-DS8). A custom-made eight-channel attenuator with a 128-dB dynamic range and 0.5-dB step size was used to individually control the level of the eight loudspeakers. The signals from the attenuator were amplified by power amplifiers (Rotel RB-976 Mark II), and then fed to the loudspeakers in the anechoic chamber.

The experiment was run using a program developed in LABVIEW. The program took care of reading session files, playing back appropriate stimuli, collecting subjects’ responses, adapting the attenuator gains according to the responses, and writing the data into result files.

C. Measurements

Acoustical measurements were carried out using the maximum-length-sequence (MLS) system as specified by Olesen et al. (2000), with an MLS order of 12, preaveraging of 16, and a sampling rate of 48 kHz. The length of the acquired impulse responses was 4095 samples, which, due to the scarcity of reflections inside the anechoic chamber, was long enough to avoid time aliasing. The measurements were carried out at a level of approximately 70 dB SPL (at 1 kHz), measured in the absence of a listener at the center position of the setup.

First, responses of each loudspeaker \([P_1\text{ pressures}, see Eq. (1)]\) were measured at the center position using a 1/4-in. pressure field microphone (Brüel & Kjær type 4136) with 90° incidence to the loudspeaker under measurement. Then, responses of each loudspeaker at each listener’s ears [individual \(P_2\text{ pressures, see Eq. (1)}\)] were measured at the blocked entrance to the ear canal using two miniature microphones (Sennheiser KE 4-211-2), one microphone specifically for each ear. The miniature microphones were fitted inside foam earplugs (E-A-R Classic, halved in length), and mounted flush with the ear-canal entrance. All microphone signals were bandpass filtered between 22.5 Hz and 22.5 kHz by the measurement amplifier used (Brüel & Kjær type 2607 or type 2690 Nexus).

The above measurements were carried out three times: in the beginning, halfway through, and at the end of the experiment. The loudspeaker responses were used to equalize the stimuli for the listening experiment and to obtain reference pressures \((P_1^1)\) for the HRTF calculations. The responses at each listener’s ears were used to obtain individual HRTFs. The HRTF measurement procedure was as described by Möller (1995) with the following exceptions: The subjects were sitting in a chair instead of standing, the anechoic chamber was smaller, and the MLS measurement system was different.

Computation of the HRTFs involved 1024 samples from \(P_1\) and \(P_2\) pressures. First, individual head-related impulse responses (HRIRs) were calculated from \(P_1\) and \(P_2\) including a correction for the differences in the frequency responses of the two types of microphones used in the measurements. These HRIRs included reflections from the loudspeaker setup; therefore, only 140 samples from the HRIRs were used for calculating the final HRTFs. The resulting samples included all reflections from the subjects themselves (and from the chair), but excluded reflections from the other loudspeakers, the loudspeaker suspension, and any other objects inside the anechoic chamber. Note, however, that the excluded reflections were very small compared to the magnitude of the pure HRTFs.
D. Stimuli

The stimuli used for the listening experiment were third-octave noise bands centered at 0.4, 1, and 5 kHz. The length of each stimulus was 1 s.

For generating the stimuli, a 1-s white-noise signal was created, and subsequently filtered using third-octave-band filters at each center frequency. The relative differences in the frequency responses of the loudspeakers were equalized by applying minimum-phase inverse filters based on the direct sound coming from the loudspeakers. Each narrow-band signal was convolved with each of the inverse filters characterizing the individual loudspeakers, resulting in 24 stimuli for each (center frequency x loudspeaker) combination. Finally, raised-cosine rise and decay ramps of 20-ms duration were applied. The sound files thus corrected were played back at a sampling rate of 44.1 kHz, and with 16-bit resolution in the experiment proper.

The third-octave-band levels of the stimuli were aligned to 64.7 ± 0.1 dB SPL at 0.4 kHz, 64.7 ± 0.2 dB SPL at 1 kHz, and 63.9 ± 0.1 dB SPL at 5 kHz. At the highest possible playback level (75 dB SPL) the levels of the second- and third-order harmonics were more than 37 and 43 dB below the level of the center frequencies of the narrow-band noises, respectively. The distortion was measured to be highest at the lowest center frequency, but it was inaudible for all stimuli.

Furthermore, the spectral envelope of the equalized stimuli was verified to be very similar between different loudspeakers.

In the experiment proper, the stimuli were played back at two overall levels as measured at the listener’s position; a “low” overall level of around 45 dB SPL and a “high” overall level of around 65 dB SPL. Even though the actual measured sound-pressure levels deviated slightly from these values, note that the misalignment between the loudspeakers was less than ±0.2 dB at each center frequency.

E. Procedure

The aim of the experiment was to determine how loudness is affected by the sound incidence angle at three center frequencies and two overall levels. This was accomplished by matching the loudness of test sounds emanating from each of the loudspeakers in the setup to the loudness of the same sound coming from the reference loudspeaker positioned in front of the subject at 0° of azimuth and elevation.

1. Adaptive matching procedure

Matches were obtained using a two-interval, adaptive forced-choice (2AFC) procedure (Levitt, 1971) converging on the point of subjective equality (PSE) by following a simple 1-up, 1-down rule. On each trial, the (variable) test sound, and the (fixed) frontal reference were presented in random order, with a 500-ms pause in between. Synchronized with the sounds, two light-emitting diodes were successively lit both on the hand-held response box, and on its larger model in order to mark the observation intervals to be compared. The subject’s task was to judge which of the two noises sounded louder by pressing one of the two buttons aligned with the observation-interval lights. The participants were instructed to judge the loudness of the sounds only, and to disregard any other differences (due to direction, or timbre, for example) they might perceive.

For each adaptive track, the overall level of the frontal reference was fixed to either 45 or 65 dB SPL, as was the center frequency of the sounds to be played, and the test loudspeaker to be matched. The level of the test loudspeaker, however, was controlled by the adaptive procedure: Whenever the subject judged the test sound to be louder than the (frontal) reference, its sound-pressure level was lowered by a given amount; whenever the subject judged the reference to be louder, the level of the test loudspeaker was increased by that same amount. The initial step size was 4 dB; after two reversals (i.e., changes in the direction of the adaptive track) it was decreased to 1 dB. A total of eight reversals was collected in each adaptive track; the arithmetic mean of the last six of them was used to estimate the PSE. Two different starting levels were employed for the adaptive tracks, one 10 dB above, one 10 dB below the level of the reference loudspeaker, thus providing clearly discriminable loudness differences at the outset of each track.

2. Experimental design

For a given overall level, the experimental design required loudness matches to be determined in 44 different experimental conditions. These resulted from the factorial combination of 7 (test loudspeakers) x 3 (center frequencies) x 2 (adaptive starting levels), and additional two conditions of the reference loudspeaker being matched to itself for the 1-kHz center frequency only (using both starting levels) to obtain a measure of the baseline variability of the matches. Collection of these data was organized as follows: In order to allow subjects to adapt to a given loudness range, “high-SPL” (65 dB; “A”), and “low-SPL” (45 dB; “B”) measurements were strictly separated in different sessions, which were counterbalanced following a succession of ABBA (respectively, BAAB) schemes. The order of the 44 experimental conditions to be investigated at each level was randomized, and subsequently divided into blocks of eight (the remaining four being assigned to the next block, i.e., the following replication of the measurements). Thus, within a given block of trials, eight adaptive tracks were randomly interleaved on a trial-by-trial basis, providing some random sampling of loudspeaker locations, center frequencies, and starting levels. Consequently, it was impossible for the subjects to track the immediate “adaptive” consequences of their judgments, and from their perspective the task was just a succession of unrelated paired comparisons with respect to loudness.

Each listening session consisted of four such blocks (containing eight adaptive tracks each). Completing a block of trials took approximately 10 min. While it lasted, the subjects were instructed to sit as still as possible in order to maintain the alignment with the loudspeaker setup. A short break was taken after each first and third block in a session, and participants were allowed to move their heads and upper body during those breaks, but not to leave the chair. After each second block they had a longer break during which they
left the anechoic chamber, thus requiring them to realign the seating position upon return. An entire session lasted approximately 1 h.

Since 16 replications of the matches (eight with each of the two adaptive starting levels) were collected per experimental condition, all subjects had to participate in 22 listening sessions. The participants completed a maximum of two sessions per day with a minimum of 1 h between sessions. With three additional sessions reserved for audiology, HRTF measurements, and practice (one block in each of the high-SPL and low-SPL conditions), the total number of hours amounted to 25 per subject.

III. RESULTS

A. Directional loudness sensitivities

The adaptive procedure matched the loudness of a sound of a given center frequency coming from one of the loudspeakers in the horizontal or the median plane to the loudness of the same sound with frontal incidence. Thus, the raw data from the experiment were the sound-pressure levels (in dB SPL) the loudspeakers would have to be set to, in order to be perceived equally loud as the frontal reference. These raw data were averaged across the 16 repetitions that each participant accumulated in each condition, and normalized by subtracting the result from the fixed level of the respective frontal reference (65 or 45 dB SPL). That way, (relative) directional loudness sensitivities 1 were obtained, positive values of which indicate loudness enhancement, i.e., a lower sound-pressure level required for that direction to achieve a match with the frontal reference.

1. Individual data

Individual directional loudness-sensitivity curves are depicted for two subjects, SC (upper panels) and TB (lower panels), representing extremes of performance, in Fig. 2. The data are rendered in polar coordinates, though in a particular, asymmetrical way: The left-hand side of each polar graph shows the data for the horizontal plane where the loudspeakers were physically positioned in the setup. On the right-hand side of each polar graph the data are shown for the median plane where the loudspeakers were actually above the subjects. Note that these two planes coincide ahead of and behind the listeners.

For subject SC, loudness matches at 0.4 and 1 kHz vary as a function of sound incidence angle over a range of approximately 3 dB, the subject being most sensitive to loudness for sounds coming from the side, i.e., from 90° to the left in Fig. 2. That holds for both overall levels used. At 5 kHz, by contrast, this pattern is observed at the high overall level only, whereas at the low level the loudness pattern is fairly omnidirectional in the horizontal plane. In the median plane the directional patterns are similar across overall levels.

For subject TB, loudness matches vary over a range of less than 3 dB at 0.4 kHz. At 1 kHz the direction has a larger
effect on loudness, the sensitivity being up to 4 dB higher on the left-hand side than straight ahead. At 5 kHz the directional effect is even more pronounced, the minimum sensitivity at 135° in the horizontal plane being approximately 8 dB below and the maximum being close to the frontal sensitivity. The directional sensitivity patterns for this subject do not appear to be level dependent.

The confidence intervals for the matches of subjects SC and TB in Fig. 2 are small. Average individual standard deviations of the loudness matches across all subjects were 1.0 and 1.2 dB at the high and low overall levels, respectively. All participants adjusted the (identical) 1-kHz frontal test sound to a sound-pressure level close to the (fixed) reference, indicating that there was no systematic bias in the matches. The standard deviation of the identical-direction matches (0.9 dB) was only marginally lower than that of the across-direction matches, suggesting that these were of no greater difficulty.

2. Group data

Figure 3 shows mean loudness sensitivities when data are aggregated across all of the eight subjects. When the listener-specific idiosyncrasies are thus removed, directional loudness sensitivity still varies over some 3 dB at the two lowest center frequencies, whereas at 5 kHz the directional effect is approximately twice as large. Also, the error bars are larger at the highest center frequency due to a wider spread in the individual data. The overall level does not seem to have a marked effect on the patterns when considering the average data: the left and the right panels of Fig. 3 are hardly distinguishable.

The data and the subsequent analyses show that loudness is not constant over sound incidence angles, and the directional loudness-sensitivity patterns change considerably with center frequency, and to a lesser extent, with overall sound-pressure level.

3. Statistical analysis

The significance of the effects observed in the averaged data was confirmed by a $7 \times 3 \times 2$ (directions × center frequencies × levels) repeated-measures analysis of variance (ANOVA) on the means obtained from each subject in each of the experimental conditions.

In addition to a significant main effect of direction, $F(6,42)=28.35$, $p<0.001$, indicating that directional loudness-sensitivity differences persist, even when collapsing across levels and frequencies, all its interactions were highly significant:

1. As expected, the direction × frequency interaction produced the highest $F$ value, $F(12,84)=31.29$, $p<0.001$, confirming that the way in which directional loudness varies is strongly frequency dependent (see Fig. 3). It should be noted that this interaction is also highly significant for each of the eight subjects when statistical analyses are done individually.

2. Furthermore, there is a significant direction × level interaction in the pooled data, $F(6,42)=7.29$, $p<0.001$. Inspecting the average directional loudness sensitivities in Fig. 3, it appears that—ignoring center frequency—the directional effects on loudness are slightly more pronounced at the higher overall level (65 dB SPL).

3. More importantly, there is a three-way (direction × frequency × level) interaction, indicating that the frequency-dependent directional effects show a different pattern for the two overall levels, $F(12,84)=7.42$, $p<0.001$. This appears to be largely due to the 5-kHz data showing a slightly larger gain in sensitivity in front of the listener, and a slightly larger loss behind when comparing the high with the low overall level (see Fig. 3). Again, this interaction is significant for all of the eight subjects, even though the patterns show strong individual differences (see Fig. 2).

B. Head-related transfer functions

Individual head-related transfer functions were measured to investigate how sound is being filtered from a free field to the subjects’ ears, depending on the angle of incidence. As an example, the HRTF magnitude spectra for subject IA from all eight directions are plotted in Fig. 4. Each panel depicts curves for the three separate sets of measurements made at different stages of the experiment. These mea-
measurements include individual fitting and positioning of the microphones, aligning of the subjects to the listening position, calibration, and acoustic measurements. As seen in Fig. 4, the measurements are highly repeatable, the variation below 1 kHz on average being within ±0.4 to ±0.6 dB (comparable to e.g., Møller et al., 1995).

Figure 4 also shows that the interaural level differences in the median-plane HRTFs are very small up to around 7 kHz. In the horizontal plane, however, HRTFs of the left and right ears differ considerably due to a pressure buildup at the ipsilateral ear and head shadowing at the contralateral ear, especially at high frequencies. For the fairly representative subject whose HRTFs are depicted in Fig. 4, the maximum magnitudes of the ipsilateral (left) ear in the horizontal plane are around 15 dB for azimuths from 30° to 90° (front-left side), while the magnitudes at the contralateral (right) ear are typically below 0 dB.

C. HRTFs and directional loudness
1. Calculating normalized at-ear exposure

In order to investigate the effects of the physical HRTF filtering on the directional loudness matches on an individual basis, the objective HRTF measurements and the subjective loudness data were combined. This was done in order to obtain the actual frequency-specific at-ear exposure, and to evaluate whether the peculiarities of individual HRTFs might account for some of the interindividual variation seen in the directional loudness matches. Note that this analysis was based on the magnitude spectra of the HRTFs, and that the effect of the interaural time difference was disregarded.

The individual HRTFs were averaged across the three repetitions by calculating the mean of the linear magnitude spectra. These means were then converted to the corresponding third-octave-band levels in decibels. Finally, the left- and right-ear SPLs were normalized, for each incidence angle and at each center frequency, by subtracting the respective frontal left- and right-ear levels from them, since the loudness matches were always made to the frontal reference.

2. Relating loudness matches to HTRFs

For each of the eight participants, the normalized at-ear levels and directional loudness matches are combined in Fig. 5 and Fig. 6.

a. Horizontal plane. The combined data for the horizontal plane are plotted in Fig. 5. As seen in Fig. 5, in this plane the individual ILDs reach a maximum of 5 dB at 0.4 kHz, of 12 dB at 1 kHz, and of up to 30 dB at 5 kHz for the calculated third-octave-band at-ear SPLs.

For all subjects, except for subject IA at 0.4 kHz, the subjective directional loudness sensitivities at the high and low overall levels largely fall between the objective at-ear sound-pressure levels. It thus seems that the agreement between the two types of data is fair: For example, considering the 5-kHz data for subjects TB and WE in Fig. 5, the idiosyncrasies in their at-ear SPLs are reflected in equally individual directional loudness sensitivities. However, the picture is not as clear when considering the two overall levels (“high” at 65 dB SPL and “low” at 45 dB SPL): Generally, the subjective data at the two overall levels are fairly congruous. In some cases, however, the most extreme case being subject SC at 5 kHz in Fig. 5, a clear overall level dependence can be observed.

If loudness were perceived as being constant over sound incidence angles, the subjective directional loudness sensitivities at the high and low overall levels largely fall between the objective at-ear sound-pressure levels. It thus seems that the agreement between the two types of data is fair: For example, considering the 5-kHz data for subjects TB and WE in Fig. 5, the idiosyncrasies in their at-ear SPLs are reflected in equally individual directional loudness sensitivities. However, the picture is not as clear when considering the two overall levels (“high” at 65 dB SPL and “low” at 45 dB SPL): Generally, the subjective data at the two overall levels are fairly congruous. In some cases, however, the most extreme case being subject SC at 5 kHz in Fig. 5, a clear overall level dependence can be observed.

If loudness were perceived as being constant over sound incidence angles, the subjective directional sensitivity data would follow the 0-dB horizontal in Fig. 5 or, equivalently, the 0-dB circles in Figs. 2 and 3. That would imply loudness...
to be governed solely by the sound-pressure level of the source measured in the absence of a listener, irrespective of the changes in the at-ear sound-pressure levels as a function of sound incidence angle. This does not seem to be the case for any of the data sets.

If, on the other hand, the subjective loudness data always followed the ear with the higher SPL, this would imply no binaural loudness summation, i.e., loudness would be determined by the ear getting the higher input alone. Evidence for this kind of behavior may be seen in the data of IA, WS, and to some extent in those of WE and PA, though not at 5 kHz.

b. Median plane. In the median plane the ILDs are small, and the two ears are getting approximately the same...
input at all sound incidence angles; see Fig. 6. The differences between the ears are largest for subject WE, producing ILDs as large as 3 dB.

The normalized at-ear levels as a function of direction vary over less than 3 dB at 0.4 kHz, by up to 5 dB at 1 kHz, and over a range of almost 10 dB at 5 kHz. In this plane a change in the at-ear SPLs with incidence angle should presumably be reflected in a similar change in directional loudness sensitivity, which is true for most of the subjects. Occasional exceptions from this rule can be seen, however, for example for subjects SC and IA at 1 kHz, and for subject WS at 5 kHz.

**c. Summary.** Both in the horizontal and median planes, the patterns of the individual directional loudness sensitivities can largely be explained by directional effects the individual HRTFs have on at-ear sound-pressure levels. The way the subjects combine their left- and right-ear SPLs to a single loudness percept is further explored in the next section concerned with modeling binaural loudness.

### IV. MODELING OF BINAURAL LOUDNESS

Large interindividual variation was found in subjects’ directional loudness sensitivities. As seen in the previous section, these sensitivities exhibit systematic dependencies on the directional variations in individual HRTFs. Thus, a straightforward strategy in modeling binaural loudness is to take the HRTF effects into account, and to relate the physical changes in the at-ear signals—indeed independent of direction—to the corresponding changes in loudness as perceived in a real sound field.

In the median plane, where the loudspeakers were positioned symmetrically with respect to the subjects’ left and right ears, the listening situation was close to diotic. In this plane, the sound-pressure levels at the two ears were similar at the elevations under investigation (0°, 45°, 90°, and 0°); see Fig. 6. In such a situation, the actual amount of summation across the two ears has no effect on binaural modeling. This is due to the fact that the same binaural listening advantage takes effect both for the reference and the comparison to be matched. Note that the same applies for the traditional free- and diffuse-field loudness paradigms.

Dichotic stimulation, with different at-ear levels, thus constitutes the most interesting case for the modeling of binaural loudness. Dichotic at-ear SPLs were observed for the azimuths of 30°, 60°, 90°, and 135° in the horizontal plane (see Fig. 5). At these azimuths subjects typically had to match a dichotic sound to the diotic frontal reference.

Narrow-band stimuli were used in the listening experiment in order to simplify the modeling of binaural loudness, by being able to ignore spectral summation of loudness across critical bands. Also, assuming that perceived loudness is doubled when the listening is binaural (diotic) instead of monaural, a relationship between the psychophysical dimension of loudness (as measured in sones) and its physical correlate, the sound-pressure level (in dB SPL) can be established. By definition, a loudness of 1 sone is produced by a 40-dB SPL, 1-kHz tone, and doubling or halving loudness (in sones) corresponds to a 10-dB increment or decrement in sound-pressure level, respectively. Due to the shape of the equal-loudness contours (ISO 226, 2003), the increments within the range of sound-pressure levels used in the present experiment are approximately 10.5 and 9.5 dB SPL at 0.4 and 5 kHz, respectively, for a doubling of loudness. Thus, at all three center frequencies (0.4, 1, and 5 kHz) used in the present study, doubling in sones corresponds fairly closely to a 10-dB gain in sound-pressure level.

In order to illustrate how binaural loudness is affected by various interaural level differences, theoretical curves can be obtained utilizing Eq. (2), taken from Robinson and Whittle (1960). It is reasonable to assume that the summation of sound-pressure levels across the two ears is nonlinear, as suggested by Eq. (2): At large ILDs, the ear receiving the lower sound-pressure level presumably has little effect on overall binaural loudness, and the stimulation is effectively monaural. When approaching a diotic situation, however, the signals at the two ears tend to be weighted equally in contributing to overall loudness.

Theoretical curves for three hypothetical binaural loudness-summation rules are plotted as a function of the interaural level difference in Fig. 7. In addition to the 6-dB summation rule adopted from Robinson and Whittle (1960), two other curves were derived by changing the binaural gain factor in Eq. (2): A 3-dB summation rule corresponding to the “power summation” of the linear at-ear magnitude spectra, and a 10-dB summation rule, which for the stimuli used in the present study roughly corresponds to perfect binaural summation in sones.

The different curves in Fig. 7 are normalized so that they all coincide in the origin of the graph: it represents the diotic case with an ILD of zero. As the ILD increases, loudness decreases by different amounts, depending on the summation rule with the “loss” to be read from the ordinate corresponding to the “binaural loudness advantage” achievable by switching from dichotic to diotic stimulation. The 3-dB summation rule fairly quickly converges to the −3-dB level in the graph: when the ILD increases beyond 15 dB, binaural loud-
ness is no longer affected. At these ILDs loudness is determined by the ear with the higher sound-pressure level alone, and dichotic loudness is 3 dB lower than the corresponding diotic one. With the 6- or 10-dB summation rules, much larger ILDs are required until the curve asymptotes at –6 and –10 dB, respectively. For the 10-dB summation rule, at an ILD of 40 dB (far exceeding the ILDs observed in the present study) binaural loudness still continues to decrease.

### A. Individual data

The third-octave-band at-ear sound-pressure levels computed from the HRTFs were used in the modeling, in order to find the best-fitting binaural summation rule to predict the directional loudness-sensitivity data. Robinson and Whittle (1960) reported their average data to support a 6-dB loudness summation across their listeners’ ears [see Eq. (2)]. This type of modeling was explored for the present data, but on an individual basis. The modeling was carried out by relaxing the factor 6 in Eq. (2).

To that effect, the optimal amount of binaural loudness summation \(x\)—assumed to be fixed at 6 dB in Eq. (2)—was estimated by minimizing the sum-of-squares of the errors (SSE) between the actual directional loudness sensitivity (DLS) and the sensitivity predicted \(L_{\text{mon}}\) from the changes in at-ear sound-pressure levels using Eq. (3). All 16 \(16\) repetitions of each condition, and the mean at-ear sound-pressure levels for each of the four horizontal-plane angles of incidence \((i; 30^\circ, 60^\circ, 90^\circ, \text{and } 135^\circ)\) were included in the modeling, which was performed individually for each subject, and separately for the three center frequencies and the two overall levels.

\[
\text{SSE} = \sum_{i=1}^{4} \sum_{j=1}^{16} \left[ \text{DLS}_{\text{high/low}, ij} - \left[ L_{\text{mon}, \text{comp}}(x) - L_{\text{mon}, \text{ref}}(x) \right] \right]^2, \tag{3}
\]

where

\[
L_{\text{mon}, \text{comp}}(x) = x \times \log_2(2^{L_{\text{left}, \text{comp}}/x} + 2^{L_{\text{right}, \text{comp}}/x}), \tag{4}
\]

and

\[
L_{\text{mon}, \text{ref}}(x) = x \times \log_2(2^{L_{\text{left}, \text{ref}}/x} + 2^{L_{\text{right}, \text{ref}}/x}). \tag{5}
\]

In these equations, \(L_{\text{left}, \text{comp}}\) and \(L_{\text{right}, \text{comp}}\) refer to the third-octave-band levels for the comparison incidence calculated from the individual left- and right-ear HRTFs, respectively. Likewise, \(L_{\text{left}, \text{ref}}\) and \(L_{\text{right}, \text{ref}}\) refer to the corresponding levels for the frontal reference at the left and right ears, respectively.

The subjective directional loudness sensitivities had been normalized to the frontal reference (see Figs. 2 and 5). Therefore, the predictions were normalized as well by subtracting Eq. (5) from Eq. (4) in the minimization of the sum of squares of the errors. Due to this normalization, the overall level (65 vs 45 dB SPL) does not have an influence on the predictions. The possible dependence of binaural loudness summation may nevertheless show up in the subjective directional loudness sensitivities at the high and low overall levels, and may thus influence the estimate of the variable \(x\), the binaural gain estimated from the data. Forty-eight such estimates (for eight subjects, three center frequencies, and two overall levels) for the amount of binaural loudness summation are listed in Table I. The minimization algorithm was limited to a summation value between 0.1 and 99.9 dB.

As was already seen in Fig. 5, the amount of binaural loudness summation varies greatly across subjects, and also within subjects across the three center frequencies. The best-fitting binaural gain estimates roughly fall into three categories: The summation is minor (less than 1 dB) for 19, moderate (from 1 to 10 dB) for 24, and extreme (greater than 10 dB) for 5 out of the 48 cases analyzed. There is a tendency for the summation values to increase with center frequency, but due to the fact that the center frequencies are confounded with variations in ILDs, the comparison may not be fair.
The smaller the amount of binaural loudness summation, the more binaural loudness is determined by the ear getting a higher input. By contrast, the higher the summation value, the more influence the ear receiving the lower sound-pressure level has on binaural loudness. Some extreme values marked with stars in Table I, e.g., subject RB at 0.4 kHz, seem to imply the latter behavior. Closer inspection of Fig. 5, however, reveals that for this subject the directional loudness sensitivity remains close to the 0-dB line, even if the at-ear sound-pressure levels vary over a fairly wide range. As Robinson and Whittle (1960) pointed out, the actual value of the summation parameter (at the natural ILDs in question) does not have a great effect on the directional loudness sensitivities predicted from the at-ear SPLs. For these reasons the minimization algorithm can reach very high summation values (up to the limit of 99.9 dB) when searching for the best fit. However, it is unrealistic that the binaural gain (i.e., the loudness match between monotic and dotic stimulation) for a normal-hearing subject is much larger than 10 dB.

To get a more stable estimate, the amount of binaural summation was also determined by pooling across the three center frequencies; see the two right-most columns in Table I. This was achieved by aggregating the data across center frequencies, and finding the best-fitting summation rule to the aggregated data set. The individual differences are still retained, and the summation values again fall into the three categories defined above.

In order to deal with the variance inherent in the subjective data, a partial F-test (Bates and Watts, 1988, Chap. 3) was performed to investigate whether the subjects summed their at-ear levels in significantly different ways. In a "restricted" model one least-squares fit of binaural loudness summation [x in Eq. (3)] common to all subjects was estimated, whereas in a "full" model the summation value was relaxed to estimate different parameters for the eight subjects. The data were aggregated across incidence angles, overall levels and center frequencies. The partial F-test showed that the error sum of squares between the subjective data and the estimate was significantly larger for the restricted model having a common parameter for all subjects [\(F(7,3064)=211.58; p < 0.001\)]. Therefore, the full model allowing for individually different binaural-gain parameters predicted the data better, and hence, the differences in the way the subjects summed the at-ear levels appear to be significant.

B. Group data

The individual third-octave-band HRTFs and directional loudness sensitivities were averaged across subjects, to make an estimate for the mean data thus obtained. Aggregating over center frequencies, as before, the best fits for the averaged data came fairly close to suggesting a 3-dB summation rule both at the high and the low overall level (see the bottom row of Table I).

Thus far the prediction was entirely based on the at-ear sound-pressure levels at the center frequency of the narrowband noises used. However, by using a loudness model, the possible spread of excitation to neighboring critical bands can be taken into account in the modeling. Furthermore, given a relatively large dynamic range, the shape of the loudness function may be better accounted for when using a loudness model.

Therefore, the most widely accepted loudness model by Moore et al. (1997) was tested in predicting the present data. This model facilitates the use of eardrum pressures for loudness computations, i.e., using at-ear signals as a product of the HRTF-filtering stage. The model also predicts monaural loudness, by assuming perfect loudness summation in sones between the two ears, and calculating monaural loudness simply as being one half of the binaural, diotic loudness. Dichotic loudness can then be computed as a sum of the two monaural loudness values in sones.

Since the HRTFs of the present study had been measured at the entrance to the blocked ear canal, a direction-independent transfer from the measurement point to the eardrum (mean \(P_1/P_2\)) was adopted from Fig. 13 in Hammersbøi and Møller (1996). In contrast to the summation rule explored in the previous section, here absolute binaural loudness values were computed. The effects of the HRTFs were taken into account, as before, but now the entire at-ear spectra were included (instead of only using the level at the center frequency). The input data to the loudness model thus were third-octave-band spectra based on the measured stimulus spectrum in the absence of a listener \(P_1\), combined with the left- and right-ear HRTFs \((P_2/P_1)\), and corrected by the eardrum-to-the-measurement-point transfer function \((P_1/P_2)\).

Monaural loudness values were computed for (dichotic) left- and right-ear signals, subsequently summed, and compared to the loudness produced by the (close to) diotic frontal reference. First, binaural loudness values for each of the frontal reference stimuli were computed, as described above. Then, since values for the comparison directions were computed by varying the level of the \(P_1\) pressures, within the range of \(\pm 10\) dB from the frontal reference level, in steps of 0.5 dB. The \(P_1\) sound-pressure levels yielding the binaural loudness values closest to that of the frontal reference were selected. In this way the loudness model was used to find equal-loudness sound-pressure levels for each incidence angle, including the effects of the HRTFs. The inverses of these sound-pressure levels relative to the frontal reference were taken as the directional loudness sensitivities predicted by the model.2

Figure 8 contrasts the predictions made by the loudness model (Moore et al., 1997) with the 3-dB power summation, which fared best in the earlier analysis. Since the effect of overall sound-pressure level on directional loudness was minor for the averaged data (see Fig. 3), only the high-level (65 dB SPL) directional sensitivities are plotted.

For all dichotic situations (horizontal plane, left column in Fig. 8), the 3-dB summation rule predicts the obtained mean loudness-sensitivity data quite well. At each center frequency, the patterns of the 3-dB prediction and the actual matches made are congruous, and only in two instances (at 0.4 kHz, azimuths of 90° and 135° in Fig. 8) do the 95% confidence intervals of the subjective data not include the 3-dB prediction. By contrast, the prediction of the loudness
model markedly deviates from the obtained directional loudness sensitivities, particularly at the two higher center frequencies (1 and 5 kHz). These are the situations in which the interaural level differences range from 6 to over 20 dB. For these ILDs, the prediction is not bracketed by the confidence intervals of the data for seven out of the eight dichotic conditions, the difference between data and predictions reaching up to 5 dB (5 kHz, azimuth 90° in Fig. 8). It thus seems that the 3-dB summation rule of at-ear sound-pressure levels predicts the directional loudness of dichotic sounds considerably better than the assumption of perfect binaural loudness summation in sones.

In the median plane, all five curves (at-ear levels, directional loudness sensitivities, and model predictions) are nearly indistinguishable; see the right panels in Fig. 8. The 95% confidence intervals of the subjective data include both the physical changes in left- and right-ear sound-pressure levels, and the predictions of 3-dB sum and loudness summation in sones. Obviously, the diotic stimulation condition does not provide a critical test for these models.

V. DISCUSSION
A. Comparison with previous work

When comparing the present results to the work of Robinson and Whittle (1960), it may be observed that the average directional effect sizes they obtained are comparable to those measured in the present study: For the incidence angles presented here, the average directional loudness sensitivities Robinson and Whittle (1960) obtained at center frequencies below 6.4 kHz varied from −6.5 to +5.0 dB (see their Fig. 2) relative to the frontal reference level. The corresponding range for the average data in the present study is −4.3 to +3.5 dB (see Fig. 3), although the actual stimulus center frequencies used differed somewhat between the two investigations.

In both investigations, direction had a smaller effect on loudness at lower center frequencies, and the effect increased with stimulus center frequency. Qualitatively, this can be explained by the fact that with increasing frequency the physical dimensions of a listener start to obstruct the sound field. The obstruction also becomes more direction dependent at higher frequencies (as can be seen in the sample HRTFs plotted in Fig. 4), and this is reflected in its increasing effect on the directional loudness sensitivities.

The present empirical data collection, however, goes beyond previous work by reporting individual analyses. Consequently, and as expected from research on HRTFs, idiosyncratic directional loudness-sensitivity patterns were found. The individual data also showed that all participants were highly consistent in their judgments, even though the loudness of two sounds coming from different directions, and typically having different timbres, had to be compared.

The consistency in the participants’ directional loudness matches provided considerable statistical power. On the one hand, that means that the significance of the major frequency-dependent effects of the direction of incidence on perceived loudness may be ascertained with great confidence. On the other hand, that entails that even small effects on the range of 1–2 dB level will emerge as statistically significant, and thus require further interpretation. That is the case for the effects of overall presentation level, 3 and its interaction with the directional and frequency-specific effects.

Comparison of both individual data (e.g., Fig. 2, top row) and of the group averages (Fig. 3) shows a tendency for the frequency-dependent directional effects to become more
pronounced with increasing level. Likewise, small but systematic level effects are found when trying to estimate the amount of binaural gain from the data (Table I). Contrary to what is reported in the literature (Shaw et al., 1947; Reynolds and Stevens, 1960; Hellman and Zwislocki, 1963; Scharf and Fishken, 1970), this gain appears to be smaller at the higher overall level. That may be due to the low-level directional sensitivities being less affected by the ear receiving the greater input than the high-level directional sensitivities (see Fig. 5). Due to the small magnitudes of the overall-level effects, the present authors consider them to be negligible for most practical purposes, at least in the midlevel range investigated here (45–65 dB SPL).

Furthermore, the relatively low binaural-gain parameter derived from the present data is in conflict with the outcome of most of the classical studies (such as Reynolds and Stevens, 1960; Hellman and Zwislocki, 1963; Marks, 1978; Zwicker and Zwicker, 1991, among others) employing headphones, and largely focusing on monotic-to-diotic comparisons. But, note that—apart from other methodological distinctions—a key feature of these earlier studies is that signals may have been generated that would never reach the two ears when being emitted by a real source positioned in space, and fail to produce an externalized auditory event. It is unclear whether the results of the two paradigms (binaural loudness summation versus directional loudness) can be compared directly, since the auditory events produced are so drastically different. The directional loudness paradigm, however, is not only closer to “real-world” stimulation, but also to the application of measuring sound fields using a dummy head, where the signals at the ears of the dummy are due to the physical obstruction in the sound field.

B. Individual differences

Even though tentative general conclusions on the computation of binaural loudness may be drawn from the present data, it is striking how large the interindividual differences in loudness matches (see Figs. 2 and 5), and hence, in directional loudness sensitivity are when comparing the eight listeners participating. The original hope, that all of this interindividual variance might be accounted for by the equally large differences in individual HRTFs (e.g., Fig. 4) does not seem to be warranted, as is evident from our analysis of individual “summation rules” displayed in Table I. Obviously, using the actual at-ear sound-pressure levels rather than the levels emitted by the loudspeakers in the analysis still leaves us with considerable residual individual variance.

Several potential reasons for that variance might be explored: An obvious reason may be that the third-octave-band levels derived from the HRTF measurements do not reflect the actual at-ear stimulation well enough. However, the quality of the HRTFs may be examined by contrasting the present results with data obtained in individual binaural synthesis where the directional sound sources are recreated via virtual acoustics, the crucial difference being that the at-ear levels are precisely known in that situation. Performing such an experiment with six listeners from the original sample of eight (Sivonen et al., 2005), we found no appreciable, or statistically significant, differences between the two sets of data (real vs virtual sound field). Rather, the individual differences remained, leading us to look for factors other than differences in the physical shape of pinnae, heads, and torsos.

A more speculative explanation for the individual differences found might be that the participants exhibited different degrees of “loudness constancy” in our experimental setup. The notion of “perceptual constancy” refers to situations in which a percept remains constant despite profound changes in the physical stimulation affecting the sensory receptors (Zahorik and Wightman, 2001). Typically, loudness constancy is observed when the loudness of a source (e.g., a musical instrument, a human voice) is judged to remain constant, even though its distance to the observer is varied. Stretching this notion somewhat, we might also speak of loudness constancy when listeners judge sounds to be equally loud, despite variations in their angle of incidence (which greatly affects the at-ear stimulation). It might be speculated that observers have learned to deconvolve the signals with their HRTFs in order to infer the loudness at the source.

Do the present data show evidence for loudness constancy defined in this way? The answer is clearly negative: Note that perfect constancy would mean that all of the identical-distance, identical-power sources used in the present experiment should be judged to be equally loud, i.e., the matches should fall on the 0-dB (reference) circle in Fig. 2, or on the 0-dB horizontal in Figs. 5 and 6. That, obviously, is not the case. Nevertheless, subjects might have a tendency to preserve constancy to varying degrees, thus producing different amounts of bias towards the zero line. Potentially, they could do so by using the localization and timbre cues available, as well as the fact that the loudspeakers producing the sounds are in plain view.

The constancy problem is related to that of the “listening attitude” a participant might adopt: In a pioneering investigation of loudness constancy (Mohrmann, 1939), this was operationalized as judging hidden sources at various distances while either adopting a sender attitude (“Senderein-stellung;” p. 155), or a receiver attitude (“Empfangseinstel-lung”) which yielded appreciably different results. In modern terminology one would refer to judging the distal stimulus vs the proximal stimulus, and in the present situation that would be equivalent to judging the sound power of the loudspeaker as opposed to judging how it affects the listener. It is unclear, however, whether subjects can make that distinction in an anechoic situation, and the present authors know of no published reports implementing the instructional variations required.

Nevertheless, it may safely be said that a “bias” towards constancy can only play a minor role in accounting for the present data. The fact that knowing the individual HRTFs goes such a long way in accounting for the idiosyncrasies seen in the matches argues against constancy being a major factor in directional loudness perception, at least for the synthetic sounds and the anechoic environment studied here.

VI. CONCLUSIONS

(1) Loudness matches obtained with narrow-band noises in an anechoic environment showed that loudness is not constant over sound incidence angles. Rather, directional loudness sensitivities varied by up to 10 dB in individual, and up to 8 dB in averaged data.

(2) The directional effects on loudness showed considerable dependency on center frequency, with greater directional effects being observed at higher center frequencies, and to some extent on the overall sound-pressure level of the stimuli.

(3) Large, but highly reliable individual differences in directional loudness perception were observed.

(4) The individual patterns of directional loudness could largely be accounted for by the corresponding changes in physical stimulation, as determined by head-related transfer functions (HRTFs).

(5) These transfer functions were utilized for modeling binaural loudness based on the at-ear sound-pressure levels encountered. A 3-dB binaural loudness-summation ("power-summation") rule predicted the obtained mean data best, but sizable interindividual differences remained, even after the effect of individual HRTFs was taken into account.

(6) The results can be used for predicting loudness in any type of sound field (be it free, diffuse, or directional, resulting in diotic or dichotic at-ear signals) using a dummy head.
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ABSTRACT
The effect of sound incidence angle on loudness was investigated using individual binaural synthesis. In the synthesis, individual head-related transfer functions and headphone equalization were used. Acoustical measurements were carried out in order to verify the binaural synthesis. In a listening test, narrow-band noises at various center frequencies synthesized from different directions were presented to the listeners. Their task was to match the loudness of these stimuli in an adaptive procedure to a reference noise synthesized with frontal incidence angle. Considerable variation in the directional loudness matches between center frequencies and listeners was obtained. The results were compared to an earlier study using the same experimental design, but stimuli being played back over loudspeakers. The comparison shows that the patterns of directional loudness are well retained in the binaural synthesis, the difference between playback over loudspeakers and the binaural synthesis in terms of directional loudness perception being insignificant.

1. INTRODUCTION
In order to objectively measure the loudness of a given sound field, the conventional method requires a single microphone to be placed in a position, where the center of a listener’s head would be. The measurement itself, carried out with an omni-directional microphone, is independent of the incidence angle of a sound.

Loudness paradigms exist for two types of sound fields: For the free field, where the incidence angle is frontal to the listener, and for the diffuse field, where the sound is reaching the listener’s ears with equal intensity from all directions. Even if an acoustical
signal measured in the absence of a listener was the same in these two sound fields, the signals at the ears of the listener would be essentially different. This is due to direction-dependent scattering caused by the torso, head and pinnae of a listener. The scattering can be determined by measuring head-related transfer functions (HRTFs), which represent the filtering of sounds from a free field to a measurement point at the ears of the listener.

Loudness models, e.g. the standardized Zwicker loudness [1] and a revised model by Moore et al. [2], are available for loudness computations for the free and diffuse sound fields. The input signal applied to these models is typically a signal measured in the absence of a listener. Hence, the effect of the frontal or the diffuse-field HRTFs is included in the models. The latter model also facilitates the use of the signals at the ear-drums of a listener for loudness computations. This is achieved by applying inverses of the frontal, or the diffuse-field HRTFs to the loudness model, effectively separating the effect of HRTF-filtering from the model. Thus, the listener's own HRTFs (which are already in the signals at the ear-drums) can substitute the HRTF-effects in the loudness model. Many artificial-head measurement applications make use of this principle for loudness computations.

A major drawback of the free- and diffuse-field loudness paradigms is that they are based on listening with similar long-term spectra at the two ears. Since the acoustical measurement is made with a single microphone, these paradigms do not address the issue of how the two signals (e.g., different spectra) at the ears of a listener are summed to yield a single loudness percept. The common implementation is that “monaural” loudness is simply a half of the loudness of the corresponding dichotic (binaural) stimulation in Sones.

In a real sound field, however, the signals at the two ears of a listener often differ from one another, the stimulation of the auditory system being dichotic. Dichotic loudness perception has been investigated, but typically using artificial stimuli over headphone playback without spatial information, see e.g. [3]. In a real sound field, where sound signals at the ears of a listener are scattered depending on the sound incidence angle, and the individual physical characteristics of the listener, dichotic loudness has not been fully investigated.

1.1. Investigations of directional loudness

In a directional sound field, the stimulation of the auditory system can be either diotic or dichotic, depending on the incidence angle of a sound. Directional loudness, as we define it, refers to studies, where the sound incidence angle is one of the independent experimental variables, and its effect on perceived loudness of test sounds is investigated in a listening test.

In the laboratory, the most straightforward way of implementing a directional listening situation is to use similar loudspeakers placed at various incidence angles equidistantly from the listening position. Furthermore, if the loudspeakers are set up in an anechoic chamber with little or no reflections, direction-dependent effects caused only by the HRTFs influence the stimuli at the ears of a listener. The experimental setup is typically calibrated so that in the absence of a listener the same sound pressure level (SPL) is measured from all incidence angles. Note that the free- or the diffuse-field loudness paradigms would compute the loudness of a setup of this kind to be constant over incidence angles.

Robinson and Whittle [4] investigated the effect of sound incidence angle on loudness with the paradigm described above. Using narrow-band stimuli, the subjective loudness matches (within one stimulus frequency) between incidence angles showed considerable dependency on direction, varying over a range of up to 20 dB. In addition to the directional effects, the patterns of matches were dependent on the stimulus center frequency, the variation increasing with frequency. Being well ahead of their time, Robinson & Whittle also measured the effective signals at the ears of the listeners, and correlated the measurements to the loudness matches. However, they only reported the relationship between the directional loudness matches and a summation of the effective at-ear signals averaged across listeners. This can be considered a drawback, as the directional changes in the at-ear signals are very dependent on the listener. In addition, proper HRTF-measurement techniques were not available at the time of their pioneering study.

Only few other studies have addressed the issue of directional loudness. Typically, wideband stimuli have
been used, which may wash out possible smaller directional effects [5, 6], and the experimental design has been rather application-oriented in scope, such as achieving an automated level alignment for multi-channel loudspeaker reproduction in reverberant environments [7].

In order to avoid these deficiencies, a study was recently conducted investigating the effect of sound incidence angle on loudness on an individual basis [8]. Selected results of that study will be presented here, since they constitute the baseline for the experiment to be reported. In the earlier study [8], eight listeners matched narrow-band stimuli, played back over loudspeakers at various directions in an anechoic chamber, in loudness. In addition to obtaining directional loudness matches, individual HR TFs from each loudspeaker location were also measured.

The obtained subjective loudness matches showed considerable direction-dependency, and the patterns varied over stimulus center frequencies of the narrow-band noises. In addition, the matches also varied considerably between listeners, especially at the highest center frequency. For each stimulus center frequency, the listener’s patterns of directional loudness matches could be largely accounted for by the corresponding changes in their individual HR TFs. However, some inter-individual variation was still retained, even though the effects of the HR TFs on at-ear sound pressure levels were taken into account.

1.2. Introduction to binaural synthesis

Binaural synthesis is a part of what has been called binaural technology [9, 10]. It refers to synthesizing essentially the same signals, as would be received at the ears of a listener in a real sound field, using headphones.

For individual synthesis, HR TFs for each sound incidence angle, and headphone transfer functions (PTFs) at the same microphone positions as for the HR TF-measurements, need to be measured for each listener. The signals at the ears of a listener are then synthesized using the measured HR TFs, while the effect of the headphones on the signals is equalized by using the inverse of the PTFs.

The success of binaural synthesis has been investigated in the localization [11, 12] and the discriminability [13] of real and virtual sound sources. These investigations show that with binaural synthesis a localization performance comparable to real sound sources is preserved, and that the origin of the sounds (real vs. virtual) is indiscriminable.

In this study, individual binaural synthesis is utilized in obtaining directional loudness matches for the same experimental conditions as in the earlier (loudspeaker) study [8].

1.3. Goal of present investigation

The aim of the present study is to investigate directional loudness using individual binaural synthesis. In the synthesis, effectively the same stimuli, as in the real sound field using loudspeakers [8], are synthesized to the listeners using headphones.

The attempt is to verify the effect of sound incidence angle on loudness, and to compare the directional loudness results with the results of the earlier study [8]. In addition, with the help of the results of the present investigation, the effect of the changes in individual HR TFs on directional loudness perception can be further explored.

The results can also be used in further experiments, when investigating the effect of individual HR TFs on loudness perception. In a real sound field, the HR TFs are dependent on the individual physical characteristics of a listener and can not be changed or modified. In binaural synthesis, however, this is possible. Furthermore, for directional loudness experiments, the control of the stimulation of the auditory system is better preserved in binaural synthesis. In the synthesis, the HR TFs are a part of the stimuli, and the synthesis is immune to (unwanted) head movements. In a real sound field, however, the HR TFs change even with small movements of the listener’s head. Therefore, less variance in the subjective data might be exhibited using binaural synthesis.

The experimental method of the present study was kept as similar as possible to the earlier study [8]. The essential difference between the two studies was that sound reproduction over headphones in binaural synthesis, instead of over loudspeakers in the free field, was used.

2. METHOD

2.1. Subjects

Six subjects (between 23 and 47 years of age), all
of whom had participated in the earlier reference study [8], took part in the experiment. The subjects had been audiometrically tested for normal hearing, and their individual HRTFs had been measured [8]. Individual PTFs had also been measured in connection with the HRTF-measurements, see Section 2.2.2 for details.

2.2 Apparatus

2.2.1 Listening test

For the listening test, the subjects were seated inside an anechoic chamber in a chair with a head rest. The free-field loudspeaker setup of [8] was present in the anechoic chamber to visually increase the plausibility of the binaural synthesis. For each listening session, the chair was carefully adjusted so that the center of the subject’s head was aligned with the center position of the loudspeaker setup, and that the orientation of the subject relative to the loudspeakers was as in [8].

The test sounds were played back over a pair of circumaural headphones (Beyerdynamic DT-990). The subjects were instructed to adjust the headband of the headphones for a good fit every time they put the headphones on. A two-button response box was used in collecting the subjects’ responses to the sounds, and two red lights marking the observation intervals were placed in front of the subjects for informing them about the progress of the experiment. An intercom was set up for communication between the anechoic chamber and the control room outside the chamber. The subjects were monitored via a video camera during the listening sessions.

The experimental setup in the control room consisted of a computer (PC), a high-quality sound card (RME DIGI96/8 PST), a custom-made programmable attenuator, an amplifier (Pioneer A-616) and a passive attenuator. The passive attenuator with -20 dB gain was added to the playback chain in order to decrease the noise floor of the amplifier to an inaudible level when connected to the headphones inside the anechoic chamber. The potentiometer of the amplifier was bypassed via a modification, and the gain set to yield 0-dB overall gain, when combined with the passive attenuator. The signals from the passive attenuator were fed to the headphones via connection panels between the two rooms. The listening test sessions and the respective gains of the programmable attenuator were controlled by a program from the PC.

The frequency responses of the left and right channels of the playback setup were within ±0.1 dB up to 10 kHz. The electrical levels send to the both channels of the headphones with 0-dB gain settings were controlled to be constant throughout the entire listening test.

The test sounds were played back from the PC using 16-bit resolution and a sampling rate of 44.1 kHz.

2.2.2 Measurements of headphone transfer functions (PTFs)

The PTFs were measured in connection with the HRTF-measurements of [8] using two miniature microphones (Sennheiser KE-4-211-2) inserted in earplugs, and mounted flush with the entrance to each ear canal. The HRTFs and PTFs were always measured successively, and hence, the positions of the microphones at each ear were the same for both measurements. Each PTF-measurement was repeated five times, and the subjects were asked to reposition the headphones between repetitions. The PTFs were measured using a maximum-length-sequence.

Examples of the measured PTFs for the left ear are plotted in Fig. 1. In the upper panel, PTFs for five repositionings are plotted for a single subject (subject SC), whose measurements showed typical variation between the repositionings. There is little variation in the shape of the PTF between repositionings, even at high frequencies.

In the lower panel of Fig. 1, individual means over five repositionings are plotted for the six subjects. Clear differences in the sensitivity of the PTFs between subjects are now seen below 4 kHz, however, the shape of the PTFs is similar for all subjects. A characteristic dip around 4.5 kHz can also be seen in each subject’s PTFs. Above 5 kHz, the location of the peaks and the dips is dependent on the subject, and the individual PTFs are very scattered.

The five repeated measurements of the PTFs were used to calculate inverse headphone transfer functions (IPTFs). IPTFs were calculated individually for each subject, as well as for the left and right sides of the headphone. In each case, an average
PTF" was determined by calculating the mean amplitude in the frequency domain. This average PTF was then smoothed (in the frequency domain) by applying a moving average filter corresponding to the Equivalent Rectangular Bandwidth (ERB) [14]. The average smoothed PTF was converted to the time domain by considering it as minimum phase. This PTF was then used to calculate the IPTF by using the method of fast deconvolution with regularization, as described in [15]. The IPTF impulse response was reduced in length to 64 samples and the DC-value was adjusted to give proper low frequency equalization. In this way, a minimum-phase FIR-filter was obtained for every subject and headphone channel individually.

2.3. Verification measurements of binaural synthesis

The same two microphones, as in the headphone measurements, were used in verification measurements of the individual binaural synthesis prior to the listening test. The microphones were connected to a small battery-driven custom-built microphone preamplifier. The playback chain in the verification measurements was the same as for the listening test, with the exception of an external D/A-converter (RME ADI-DS8) connected optically to the sound card, which was used in order to avoid humming in the measurements. The same device was used as an A/D-converter for the microphone signals.

Before and after each subject’s verification measurements, the responses of the miniature microphones were checked by measuring the same sound field simultaneously with one of the microphones and a 1/4-inch reference microphone (B&K 4136). The reference microphone has a flat response up to 20 kHz, and it had also been used as a reference in [8].

Repeated measurements with five repositionings were carried out, in order to investigate the effect of headphone positioning on the binaural synthesis. The subjects again repositioned the headphones between repetitions. Binaurally synthesized white noise was used as measurement signals at a level corresponding to a free-field level of 75 dB SPL, which was the maximum playback level used in the listening test. The noise floor of the microphones (inside the anechoic chamber, including all electronics of the setup) was measured to be 40 dB SPL, and hence, the verification measurements were carried out using an adequate signal-to-noise ratio.

The main results of the verification measurements of the binaural synthesis are shown in Section 3.1.

2.4. Stimuli

Third-octave-band noises were used as stimuli in the listening test centered at 0.4, 1.0 and 5.0 kHz. The stimuli were binaurally synthesized from eight incidence angles: In the horizontal plane from azimuths of 0°, 30°, 60°, 90°, 135°, and 180° (incidences on the left-hand side from ahead to behind), and in addition, in the median plane from elevations of 45° and 90° just as in [8]. Note that azimuths of 0° and 180° coincide between the two planes. The length of each stimulus was 1 s, including 20-ms raised-cosine rise and fall ramps in the beginning and the end of a stimulus, respectively. The stimuli were played back at an overall level corresponding to 65 dB SPL, when measured in the free field in the absence of a listener.

The third-octave-band noises were then convolved with the individual HRFTFs and IPTFs resulting in 24 different stimuli. In addition to the stimuli for
the listening test, white noise (of 10-s duration) from all eight incidence angles was synthesized similarly for each subject. The binaurally synthesized white noise signals were used in the verification measurements mentioned above. All signal processing and preparation of the sound stimuli was done in MatLab.

2.5. Procedure

An adaptive, two-interval two-alternative forced-choice loudness matching procedure [16] was used in the listening test. Separately for each center frequency, directional loudness matches were obtained between the synthesized frontal reference (at 0° of azimuth and elevation) and each of the comparison sound incidences angles in the horizontal and median planes.

Loudness matches for 21 conditions (three center frequencies × seven comparison incidence angles) were collected. In addition, at one center frequency (1 kHz) the loudness of the frontal reference was compared to itself as a baseline to investigate the subjects’ ability to make proper loudness matches. Eight replications for all 22 conditions were collected.

On each trial, the subjects had to compare the loudness of a pair of successive sounds, one from the frontal reference and another from a comparison incidence angle, and to respond, which of the two sounds within the pair was louder. The order of the reference and the comparison incidence angles was randomized. Responses were collected with the two-button response box, the left button representing the sound played during the first interval and the right button the sound played during the second interval in the pair.

The level of the frontal reference corresponded to 65 dB SPL measured in the free field. The starting level of an adaptive track was either +10 or -10 dB from the level of the frontal reference, corresponding to 75 or 55 dB SPL in the free field, respectively. For half of the adaptive tracks the starting level was +10 dB and for the other half -10 dB. An adaptive track was terminated after eight reversals in the track, and the last six reversal levels were averaged for estimating a loudness match.

One block consisted of eight adaptive tracks. The tracks were interleaved in a block so that the subjects were not able to follow the course of their previous responses in the block. The order of the adaptive tracks in the blocks was randomized over center frequencies, sound incidence angles and starting levels. One listening session consisted of four blocks, and the duration of a session was approximately an hour including breaks between the blocks. The first session included a practice block and two actual blocks, and in total, each subject participated in six 1-hour sessions.

3. RESULTS AND DISCUSSION

Results from the verification measurements and from the listening test of the present study, including comparisons with the earlier loudspeaker study [8], are plotted in Figures 2–5. In these graphs, one panel is dedicated to one subject, indicated by the subject initials on top of the panel.

3.1. Verification of binaural synthesis

The binaurally synthesized white noise recordings, recorded at the blocked entrance to the ear canal for each test subject, and from all eight incidence angles, were analysed in order to verify the success of the binaural synthesis. The effect of the headphones had been equalized for the synthesis, and thus, the recordings were essentially comparable to the same white noise being recorded from loudspeakers with perfectly flat responses at the same incidence angles.

Synthesized individual head-related transfer functions were computed from the recordings by a complex division with the original white noise signal (i.e. the signal before the binaural synthesis) in the frequency domain. The calibrated recordings were made at a level corresponding to 75 dB SPL in the free field, and the relative level the original white noise was set to this level before the complex division.

The individual HRTFs measured in the real sound field and implemented in the binaural synthesis, and the corresponding synthesized HRTFs measured in headphone reproduction are plotted in Fig. 2 for one (frontal) of the eight incidence angles. The solid gray lines are the HRTFs in the real sound field, and the dashed black lines are the HRTFs in the binaural synthesis. The HRTFs for the left and the right ears are plotted separately.
Fig. 2: Individual frontal (0° azimuth and elevation) head-related transfer functions measured in a real sound field (solid gray lines) and in binaural synthesis (dashed black lines).

Generally, the agreement between the HRTFs measured over loudspeakers and synthesized over headphones is good. The characteristic peaks and dips of the HRTFs are well reproduced for all subjects, even at the highest frequencies above 10 kHz. However, for all subjects at frequencies above approximately 8 kHz, the two curves deviate from one another. Below that the differences are small, except for subject SC (bottom-left panel), where for the left ear the synthesized HRTF does not converge towards 0 dB at low frequencies. Also, for subject WE (bottom-middle panel), the real-sound-field HRTFs have slightly higher values across the whole frequency range, although symmetrically at both ears. Note, however, that in the actual listening test, narrow-band sounds were used within a frequency range, where there is good agreement between the two curves.

The level differences in decibels between the real-sound-field and the synthesized HRTFs within an incidence angle (i.e. the difference between the two curves in Fig. 2, now for each incidence angle) are plotted with third-octave-band resolution in more detail in Fig. 3. These differences were calculated by converting all HRTFs first to the corresponding third-octave-band levels, and then subtracting the real-sound-field levels from the synthesized levels independently for each incidence angle. As seen in Fig. 3, the difference is not constant over frequency, but substantial fluctuation around the 0-dB line can be seen, especially at higher frequencies. Generally, the differences are within ±2 dB for all subjects.
at frequencies below 5 kHz (a vertical gray line in the panels). Within each subject, the variations are smaller, on the order of ±1 dB.

More importantly, the differences between the eight incidence angles (i.e. the eight curves for the left and the right ears in each panel) are much smaller. The curves are, except for the right ear of subject WE, very congruous up to 6 kHz. This implies that the success of the binaural synthesis was independent of incidence angle, at least at the stimulus center frequencies used in the listening test of the present investigation. This is important, since the aim of the listening test was to study the effect of sound incidence angle on loudness judgments, and thus, the variation caused by the HRTFs must not be confused with the loudness data as a function of incidence angle.

The fluctuations over frequencies seen in Fig. 3 are thus due to the implemented inverse headphone transfer functions and inaccuracies in the verification measurements. The former could be due to inaccuracies in the measured PTFs and the implementation of the subsequent inverse filtering, the latter due to inaccuracies in the microphone and headphone positioning, and acquisition and analysis of the verification measurements.

In the listening test of the present study, loudness comparisons were only made within one center frequency. Thus, it was important in the synthesis for the (binaural) loudness judgments, in addition to
congruous levels over incidence angles, that the relative levels at the left and the right ears were reproduced correctly within each center frequency. That seems to be the case in Fig. 3, except for subject SC, where the left ear in the binaural synthesis is getting a higher input than the right ear, compared to the inputs in the real sound field. At 5 kHz, an additional interaural level difference on the order of one or two decibels for all subjects appears to be due to the binaural synthesis.

3.2. Loudness as a function of incidence angle

The subjects matched the loudness of a sound from a comparison incidence angle to the same sound with frontal incidence. The level of the frontal reference corresponded to a free-field level of 65 dB SPL. The raw data from the experiment were relative sound pressure levels for the comparison stimuli matched for loudness at each center frequency to the frontal reference.

If a match for a comparison incidence angle produced a gain of e.g. -5 dB from the frontal reference, a 60-dB corresponding free-field sound pressure level for that incidence angle would be needed in order for it to be perceived equally loud as the frontal reference. This would imply that the subject is more sensitive to loudness at this angle of incidence by 5 dB. In this manner, directional loudness sensitivities were calculated as inverses of the gains of the matches relative to the frontal reference for all conditions. A positive sensitivity value denotes a loudness increase and a negative value a loudness decrease for a given incidence angle.

3.2.1. Horizontal plane

Directional loudness sensitivities in the horizontal plane are plotted in Fig. 4 individually for each subject. The data are plotted separately for the three center frequencies. The x-axis is the incidence angle in the horizontal plane (azimuth in degrees), 0° being the frontal direction, 90° on the left, and 180° behind the subjects. The directional loudness sensitivity is plotted on the y-axis in decibels relative to the level of the frontal reference. The results from the earlier experiment in the real sound field [8] are plotted along with the results of the present study.

If matches were along the 0-dB line in Fig. 4, that would indicate that loudness is constant over incidence angles. As already seen in the data in the free-field ([8]; gray solid lines in Fig. 4), this is not the case. The same applies for the present data obtained via binaural synthesis (dashed black lines).

Different directional loudness sensitivity patterns can be observed, both between center frequencies, and between subjects. At 0.4 kHz (top graphs of each panel in Fig. 4), the directional effect on loudness is on the order of 3 dB. At 1 kHz (middle graphs of each panel), the directional loudness sensitivity changes by up to 5 dB. At the these two center frequencies, sounds coming from the side are perceived louder than the frontal reference, the sensitivity curve being inversely U-shaped with a maximum sensitivity at 90° of azimuth.

At 5 kHz (bottom graphs of each panel in Fig. 4), the effect of the sound incidence angle on loudness is more pronounced. Now, the incidence angles on the side are not only perceived up to 5 dB louder than the frontal reference, but sometimes softer by the same amount, see e.g. the data for subjects IA and PA at 135° of azimuth. The variation in the shape of the directional loudness-sensitivity curves between subjects is also larger at this center frequency.

The agreement in the directional loudness data between listening over loudspeakers [8] and to the synthesized stimuli presented over headphones is fair in Fig. 4. The individual shapes of the directional loudness patterns in the real sound field are well reproduced in the binaural synthesis of the same stimuli. At 0.4 and 1 kHz in the lower panels (subjects SC, WE and WS), the inverse U-shaped curves are very similar between the earlier study [8] and the present experiment. In the upper panels (subjects IA, PA and RB), a slightly larger variation can be seen between the two experiments. Note that in both experiments all subjects were able to match the baseline condition of the frontal reference very closely to the 0-dB line.

At 5 kHz, where for subjects IA, RB, and WE the directional loudness-sensitivity patterns are very individual, the different patterns are well preserved in the binaural synthesis. The discrepancies between the two experiments are rather random, and for 64 of the 72 measurement points (azimuths of 30°, 60°, 90° and 135° × three center frequencies × six subjects) the 95%-confidence intervals are overlapping. Five of the eight non-overlapping conditions are at 5 kHz.
The differences between the directional loudness sensitivities in the real sound field and in binaural synthesis for azimuths 30°, 60°, 90° and 135° range from 0.0 to 2.9 dB, the average absolute difference being only 0.6 dB.

3.2.2. Median plane

Directional loudness sensitivities in the median plane are plotted in Fig. 5. Here the x-axis denotes the elevation in degrees. Note that 0° and 180° of elevation coincide with the same azimuths in the horizontal plane, and these data points are the same as those plotted in Fig. 4.

The directional loudness sensitivity patterns in the median plane are clearly different from those in the horizontal plane. At 0.4 kHz, the sound incidence angle has little or no effect at all on loudness. Only for subject WE (top graph in the lower-middle panel in Fig. 5), the directional sensitivity curves are different from zero for all incidence angles. At 1 kHz, loudness changes more as a function of elevation, the matches varying over a range of 5 dB. At 5 kHz, there is a trend for directional loudness sensitivity to increase as a function of elevation for all subjects, with loudness matches varying over a range of up to 10 dB.
Fig. 5: Individual directional loudness sensitivities (dB) in the median plane plotted as in Fig 4. Gray solid lines: matches obtained in the real sound field; dashed black lines: stimulus presentation using binaural synthesis. The error bars denote the 95%-confidence intervals of the loudness matches.

At the two lowest center frequencies (top and middle graphs of each panel in Fig. 5), the directional sensitivity patterns are very similar between the real sound field and the binaural synthesis, except for two instances at 90° elevation for subjects IA and SC at 1 and 0.4 kHz, respectively. At 5 kHz, the similarity is retained in most cases, but some systematic deviations can also be seen, such as for subject PA and subject WS (the bottom graphs of the upper-middle and lower-left panels, respectively).

As seen in Fig. 3, the variations in the third-octave-band levels are generally larger between the synthesized and the real-sound-field HRTPs at higher center frequencies. Thus, some differences in loudness perception of the narrow-band stimuli could be expected. For nine out of 60 measurement points (elevations of 45°, 90°, and 180° × three center frequencies × six subjects, and the baseline condition for all subjects) in Fig. 5, the confidence intervals are not overlapping, seven of these condition being at 5 kHz.

The differences between the directional loudness sensitivities in the real sound field and in the binaural synthesis for elevations 0°, 45°, 90° and 180° range from 0.0 to 2.3 dB, the average absolute difference again being only 0.6 dB. Note that these deviation
3.2.3. Statistical analysis

The 95%-confidence intervals that can be seen in Figures 4 and 5 are on the same order as in the horizontal plane.

A three-factor repeated-measures analysis-of-variance (ANOVA) (7 sound incidence angles × 3 center frequencies × 2 “reproduction modes”) was carried out on the means obtained from each subject, in order to inspect whether the directional loudness differences between the two reproduction modes (real sound field vs. binaural synthesis) were statistically significant.

As in [8], the ANOVA returned a significant interaction of sound incidence angle × center frequency \( F(12, 60) = 22.05; p < 0.001 \). This was to be expected, since variations in the patterns of directional loudness matches across center frequencies were obtained for both reproduction modes. However, the factor of sound reproduction over loudspeakers vs. headphones never reached statistical significance, either as a main effect, or in interaction with other factors (p-values > 0.10). This indicates, that - based on mean data, as plotted in Figures 4 and 5 - the two reproduction modes do not exhibit any systematically different loudness sensitivity patterns.

4. CONCLUSION

Individual binaural synthesis was employed in investigating the effect of sound incidence angle on loudness. Measurements verifying the acoustical signals at the ears of the listeners in the binaural synthesis were carried out.

Directional loudness matches of binaurally synthesized sounds were obtained in a listening test. The matches were compared to the results obtained earlier [8] in a listening test with the same experimental design in a real sound field. The comparison shows that the frequency- and the subject-dependency of the directional loudness matches were well retained in the individual binaural synthesis. A statistical analysis confirmed that the difference in the subjective directional loudness matches, between listening in a real sound field and in individual binaural synthesis, was insignificant.

The difference in loudness perception between loudspeaker and headphone reproduction has been debated in the field. Even though this study did not directly compare the loudness of a sound from a loudspeaker to the same sound from headphones, directional loudness perception of loudspeaker playback in a real sound field and headphone playback in binaural synthesis was compared, and confirmed to be essentially indistinguishable.
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Abstract

The influence of the side of stimulation on loudness perception was studied using two paradigms. In Experiment 1, monaural-to-binaural loudness matches for stimulation from a frontal sound source were obtained from six listeners, separately for their left and right ears. In Experiment 2, a subset of five listeners matched the loudness of sounds having incidence angles either $+90^\circ$ or $-90^\circ$ of azimuth to the same sound with frontal incidence. The loudness matches were obtained for narrow-band stimuli at three different center frequencies (0.4, 1 and 5 kHz) at an overall level corresponding to 65 dB SPL measured in the free field. The stimuli were played back to the listeners via headphones in individual binaural synthesis. An adaptive, two-interval, two-alternative, forced-choice procedure was utilized in obtaining the loudness matches. The results show that for some listeners, the side of stimulation has an effect on the monaural-to-binaural matches of Experiment 1 and the directional matches of Experiment 2. For these listeners, a lower sound pressure level for the left (than for the right) side is required for a match with the frontal reference. When inspecting the overall results across listeners, however, the effect of laterality is insignificant.

I. INTRODUCTION

Loudness and its binaural summation has been the subject of a number of investigations (see e.g., Reynolds and Stevens, 1960; Hellman and Zwischenlocki, 1963; Marks, 1978; Zwicker and Zwicker, 1991). In these studies, headphones were used, allowing for controlling the stimuli independently at the listener's two ears. While this control is desirable for quantifying the binaural input, the stimulation (and hence, the auditory event) can easily become unnatural to the listeners. By varying the two at-ear signals independently, interaural combinations may be played back, which would never reach a listener's ears in a real sound field.

By contrast, Robinson and Whittle (1960) and more recently, Sivonen and Ellermeier (2006), investigated binaural loudness summation for sounds of different incidence angles in a real sound field, resulting in various natural at-ear exposures. Thus, directional loudness matches were obtained for sound sources located in space, producing externalized auditory events. The at-ear exposures, measured as sound pressure levels in Robinson and Whittle (1960) and determined by the listeners' individual head-related transfer functions (HRTFs) in Sivonen and Ellermeier (2006), were utilized in modeling the binaural summation underlying the observed loudness matches.

The sound sources in Sivonen and Ellermeier (2006), however, were placed only on the left-hand side of the listeners due to the assumed symmetry in the sagittal plane, i.e., between the left and right hemispheres. The symmetry is fairly apparent in the physical transfer from a free-field to the listeners ears, and can be quantified by HRTFs. In Robinson and Whittle (1960), both hemispheres were investigated, but the reported results were averaged across the two sides. Furthermore, symmetry in binaural loudness summation was assumed, i.e., no differential weighting of the left- and right-ear inputs was assumed.

There have been occasional observations of laterality effects both in absolute thresholds (e.g., Emmerich et al., 1988), and with respect to loudness (e.g., Schneider and Cohen, 1997), suggesting a slightly greater sensitivity and contribution to fused binaural loudness of the right ear, respec-
tively. Such laterality effects might thus have created some of the large individual differences observed in the modeling in Sivonen and Ellermeier (2006), if the listeners weighed their left- and right-ear exposures in a idiosyncratic manner. But, note that the studies of Emmerich et al. (1988) and Schneider and Cohen (1997) did not include measurements of at-ear exposure, so they might confound differences in headphone-to-eardrum coupling with ‘neural’ sensitivity differences.

Therefore, the aim of this study is to investigate (1) whether the same SPL is perceived equally loud when delivered either to the left or to the right ear, and (2) do the two ears contribute equally, or is one side dominant in contributing to binaural loudness.

The present study makes use of individual binaural synthesis, where sound source located in space are synthesized to listeners over headphones, using the listeners’ HRTFs. Individual binaural synthesis has shown to yield essentially the same directional loudness matches as listening to real sound sources (Sivonen et. al, 2005). In Experiment 1, the listeners matched the loudness of monaural stimulation to a binaural reference separately for the two ears, by switching one channel of in the binaural playback. In Experiment 2, directional loudness matches to a frontal reference were obtained from the same listeners for a sound source either at +90° or −90° of azimuth (i.e., at both lateral sides) in the horizontal plane, in order to investigate possible laterality in binaural loudness judgments.

II. METHOD

A. Subjects

Six listeners, between 23 and 47 years of age, participated in the experiments. The listeners had normal hearing, as determined by standard pure-tone audiometry, and their individual HRTFs and headphone transfer functions (PTFs) had been measured in connection with an earlier experiment (Sivonen and Ellermeier, 2006). All six listeners participated in Experiment 1 of the present study, whereas only five of them participated in Experiment 2.

The listeners’ hearing thresholds are plotted in Fig. 1, which shows that none of the thresholds exceed 20 dB of hearing loss re ISO 389-1 (1998). However, interaural variation up to 25 dB in the thresholds can be seen, see subject WS at 8 kHz in Fig. 1. Also, the thresholds of subject WE are fairly asymmetric between the two ears across the tested frequency range.

B. Apparatus

The listeners were seated inside an anechoic chamber for the listening test. Loudspeakers were visually present at the intended incidence angles (at a distance of 2.0 m), in an attempt to increase the plausibility of the binaural synthesis. The chair the listeners were seated in was positioned and rotated so that the center of the listeners head was aligned with the center position of the loudspeaker setup, and the listeners were facing the loudspeaker in front of them.

The stimuli were played back over headphones (Beyerdynamic DT-990). The playback chain was as reported in Sivonen et. al (2005), consisting of a computer (PC), a sound card (RME DIGI96/8 PST), a programmable attenuator, an amplifier (Pioneer A-616) and a passive attenuator. The listeners’ answers were collected with a two-button response box with a light above each button. A model of the response box with similar lights was placed behind the frontal loudspeaker to avoid listeners tilting their heads towards the box in their hands.

Audiometry was performed using a Madsen Orbiter 922 audiometer with TDH-39 headphones. Thresholds were measured using a ‘bracketing’ methodology (ISO 8253-1, 1991) with a 5-dB step size.

C. Stimuli

Third-octave-band noises centered at 0.4, 1.0 and 5.0 kHz were used as test stimuli. The length of each stimulus was 1 s, including 20-ms raised-cosine rise and fall ramps in the beginning and at the end of the stimuli, respectively. The stimuli were prepared for three sound incidence angles in the individual binaural synthesis: +90°, 0° and −90° of azimuth in the horizontal plane, i.e., directions at the left-hand side, in front and at the right-hand side of the listener. The locations of the synthesized sound sources, relative to the listener, are depicted in Fig. 2. The stimuli were played back at an overall level corresponding to 65 dB sound pressure level (SPL), measured at the center position of the setup in the absence of a listener.
Figure 1: Left- and right-ear hearing thresholds (dB hearing level, re ISO 389-1, 1998) determined with pure-tone audiometry for six listeners. (i.e., in the free field) using an omni-directional microphone.

Figure 2: The location of the sound sources synthesized in the present experiments; at +90° and −90° of azimuth at the left-hand and right-hand side and at 0° of azimuth in front of the listener in the horizontal plane.

The stimuli synthesized with the frontal incidence angle were used as references for the loudness matches. In Experiment 1, the loudness of a monaural frontal stimulation, either at the left or the right ear, was matched with the binaural frontal reference. Thus, loudness matches between monaural and binaural listening to a frontal sound source were obtained, effectively simulating the effect of blocking one ear in free-field listening. In Experiment 2, the loudness of binaural stimulation by a synthesized sound source either emanating from +90° or −90° of azimuth was matched with the reference, obtaining directional loudness matches for the two lateral incidence angles with the frontal reference. The comparison modes of both experiments are listed in Table I.

In addition to the (distal) overall level of 65 dB SPL, the individual HRTFs affected the (proximal) stimulation at the ears of a listener. The magnitude spectra of the left- and right-ear HRTFs utilized in the present investigation are plotted in individual panels for each listener for the three incidence angles in Fig. 3. HRTFs for the incidence angles of ±90° were not measured for subject WS, and thus, he only participated in

Table I: The reference (REF) and the comparison stimuli (COMP) at each center frequency (fc = 0.4, 1 or 5 kHz) for loudness matches. In Experiment 1, a monaural stimulation from a frontal sound source either at the left (L) or at the right ear (R), and in Experiment 2, a lateral, binaural stimulation either at +90° or at −90° of azimuth, is matched with the binaural frontal reference (0° of azimuth).

<table>
<thead>
<tr>
<th></th>
<th>Exp. 1</th>
<th>Exp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF</td>
<td>0°bin</td>
<td>+90°bin</td>
</tr>
<tr>
<td>COMP</td>
<td>0°mon,L</td>
<td>0°mon,R</td>
</tr>
<tr>
<td></td>
<td>0°bin</td>
<td>0°bin</td>
</tr>
</tbody>
</table>
Figure 3: HRTF magnitude spectra for six subjects and for three incidence angles in the horizontal plane: the frontal HRTFs are measured at an azimuth of 0°, the ipsilateral HRTFs for the left and right ears at +90° and −90° of azimuth, respectively, and the contralateral HRTFs for the left and right ears at −90° and +90° of azimuth, respectively. Note the discontinuity of the ordinate.

Experiment 1 utilizing the frontal direction. For the other listeners, the ipsilateral HRTFs (left ear for +90°, right ear for −90°, see Fig. 2) have levels between 0 and 15 dB, except for the highest frequencies, whereas for the contralateral HRTFs, the levels are around or below 0 dB. The levels of the frontal HRTFs are typically between the corresponding levels at the ipsi- and contralateral ears.

D. Procedure

An adaptive, two-interval, two-alternative, forced-choice procedure (Jesteadt, 1980) was used in the listening test, both for Experiments 1 and 2. The procedure was implemented as reported in Sivonen et al. (2005), and for the most part as in Sivonen and Ellermeier (2006).

On each trial, the listeners were played back a pair of sounds, the reference and a comparison in a randomized order, and their task was simply to judge, which of the two sounds within the pair was louder. The lights of the response box were lit with each sound interval, and the listeners indicated the louder interval by pressing the respective button of the box. Loudness matches were obtained separately at each center frequencies for four different comparison modes (Experiment 1: monaural left or right; Experiment 2: +90° or −90° of azimuth, see Table I). Eight replications of each condition were collected, resulting in 96 adaptive tracks in total.

Each adaptive track was run until eight reversal were obtained, the step size being 4 dB before the second reversal and 1 dB for the rest of the track. The levels of the last six reversals were averaged for estimating the loudness match. In Experiment 1, since monaural stimulation is generally perceived softer than the corresponding binaural one, the starting levels of the adaptive tracks were asymmetric: for half of the tracks, the starting level was −4 dB and for the other half +16 dB from the level of the frontal reference. In Experiment 2, in which the stimulation was always binaural, symmetric starting levels either −10 or +10 dB from
the level of the reference were used.

One listening block consisted of eight adaptive tracks. The order of the tracks was randomized across center frequencies, comparison modes and starting levels. In addition, the tracks were interleaved within a given block, for the purpose of making the experiment less transparent for the listeners. One listening session consisted of four blocks and the duration of a session was approximately one hour including breaks between the blocks. The order of the blocks for Experiments 1 and 2 was counterbalanced across listeners, so that three listeners started with a session with “1221” order of the blocks, while two listeners started with “2112” order. For the next session, the order was swapped. Note that one listener participated only in Experiment 1, and hence, received only blocks of type “1”. Before the first listening session, each listener participated in a practice block, which was of the same type as their first ‘real’ block. In total, the duration of both experiments was three hours per listener.

III. RESULTS AND DISCUSSION

A. Experiment 1

In Experiment 1, the listeners matched the loudness of a sound from the synthesized frontal source heard monaurally to the same sound heard binaurally. These monaural-to-binaural loudness matches were obtained at each center frequency for each listener, separately for their left and right ears.

1. Distal monaural-to-binaural loudness matches

The raw data obtained in Experiment 1 were the sound pressure levels the synthesized sound source would have to be set to for monaural listening, to be perceived equally loud as the binaural reference. These distal SPLs were as measured at the center position of the listener’s head with the listener absent, the binaural reference being at 65 dB SPL.

The means across repetitions of these monaural distal loudness matches are plotted in Fig. 4, separately for each listener. The matches range from 63 to 71 dB SPL, exhibiting considerable dependence on the individual listener: For subject PA, the matches are always close to 70 dB SPL, while for subject IA, for example, the matches are between 63 and 68 dB SPL, showing a marked dependence on the center frequency of the stimuli. A similar tendency for a frequency dependence can also be observed for subjects SC and WE, and for the left-ear matches of subject WS.

As expected, most of the monaural matches are above the 65-dB horizontal in Fig. 4. The highest matches at around 71 dB SPL (see subjects SC and WE) denote a need for increasing the SPL of the synthesized source by 6 dB for monaural listening to be perceived equally loud as the binaural reference. Thus, a binaural advantage of at maximum 6 dB is observed, the average advantage being 3.4 dB in Fig. 4. Unexpectedly, for subject IA, some means are actually below the level of the binaural reference, suggesting a binaural disadvantage for loudness.

Despite the scattering of the matches across listeners and center frequencies, the 95%-confidence intervals are overlapping at all instances for the left- and right-ear matches plotted in Fig. 4. This suggests that the monaural loudness matches are independent of the ear stimulated (i.e., left vs. right), even though on average, a 0.4 dB higher SPL is required for the right-ear matches. The average absolute difference between the ears is 1.1 dB and deviations of up to 3 dB can be observed, see subject IA at 0.4 kHz in Fig. 4. The slight asymmetry seems to favor the left ear in the monaural loudness matches for most listeners, i.e., a lower distal SPL is required for the left ear for a match with the binaural reference.

A two-factor [2 ears (L or R) × 3 center frequencies], repeated-measures analysis of variance (ANOVA) for the distal monaural sound pressure levels, carried out on an individual basis, returned a significant main effect of center frequency ($p < 0.001$) for subjects IA, SC and WE. This can be seen in Fig. 4, where for these listeners, the monaural matches are frequency dependent. The effect of ear (L or R) was significant for subject IA ($p = 0.002$) and close to significant for subject WS ($p = 0.09$), these being the subjects with the largest absolute ear differences, even though of opposite sign as may be seen in Fig. 4. The 95%-confidence intervals plotted in Fig. 4 show considerable differences between listeners, ranging from 0.5 to 5.0 dB, and being 1.9 dB on average. Thus, large confidence intervals, e.g., for subject RB, most likely mask any potential ear differences in the statistical analysis, even though the absolute
difference between the means for the two ears may be on the same order as for subjects IA and WS. The two-way (ear × center frequency) interactions were insignificant ($p > 0.1$) for all subjects.

2. **Proximal data**

Since significant ear difference emerged in some cases when analysing the distal matches, the effect of the physical transformation from the distal stimulation in the absence of a listener to the ‘proximal’ stimulation at the listener’s ears was considered as well. Thus, it was investigated whether the ear differences observed in Fig. 4 could be explained by a corresponding difference in the magnitude spectra of the frontal left- and right-ear HRTFs, see Fig. 3. To that effect, the monaural distal matches were combined with the third-octave-band level of the HRTF of the corresponding ear at each center frequency, and equal-loudness left- and right-ear SPLs, both matched to the same frontal reference, were obtained.

The means across repetitions for these monaural proximal SPLs are plotted in Fig. 5. The effect of the HRTFs as a function of center frequency is clear: While at 0.4 and 1 kHz frontal HRTFs typically have levels between 0 and 5 dB, at 5 kHz the levels are between 5 and 10 dB, see Fig. 3. Thus, the proximal matches in Fig. 5 are boosted SPLs (up to 81 dB SPL) for the 5 kHz center frequency.

When inspecting the proximal matches for the two ears, including the HRTFs in the analysis does not seem to have improved the agreement between the left- and right-ear curves. The interaural differences observed for the distal matches e.g., for subjects IA and WE in Fig. 4 are still retained in the proximal data of Fig. 5. On the contrary, the average absolute difference between the left- and right ear proximal matches is 1.3 dB as opposed to 1.1 dB for the distal matches. Also, the 95-% confidence intervals do not overlap in two instances, see subjects PA and WE at 5 kHz in Fig. 5. Only for subject RB, at 5 kHz, are the proximal matches clearly closer to one another than in the distal data.

Carrying out individual statistical analyses (ANOVA) on the proximal matches confirms that the alignment between the ears has not improved: the main effect of ear was significant for subject WE ($p = 0.003$) and subject PA ($p = 0.005$), and interactions between ear and center frequency were significant for subjects IA and PA ($p = 0.04$ and $p = 0.02$, respectively). These effects can be visually inspected in Fig. 5, where a lower sound pressure level at the left than at the right ear is required for loudness matches with the reference for
subject WE at all center frequencies, and for subject PA at 5 kHz. For subjects IA at 0.4 kHz, by contrast, a lower SPL is required for the right ear, displaying a lateral advantage inverse to what was observed for subjects PA and WE. As expected, the main effect of center frequency was significant for all listeners for the proximal data.

3. Summary

To sum up Experiment 1, the effect of ear on the distal matches was significant only for subject IA, exhibiting an advantage of the right ear on loudness, i.e., a lower sound pressure level being required at the right ear than at the left ear for a loudness match with the binaural reference, see Fig. 4. Although the effect is significant only for one subject of the present study, note that the observation is in line with the findings of Emmerich et al. (1988) and Schneider and Cohen (1997), also reporting a right-ear advantage on loudness.

When analysing the proximal matches, i.e., accounting for the physical differences between the ears in the transfer of sound from a frontal source to the blocked ear canal, the effect of ear is significant also for subjects WE and PA. This effect, however, is of the opposite sign: for these subjects, there appears to be an advantage of the left ear on loudness (see Fig. 5), being at odds with the findings of Emmerich et al. (1988) and Schneider and Cohen (1997).

Note that the supra-threshold effects of ear (see Figs. 4 and 5) are relatively small compared to the interaural asymmetries in the hearing thresholds of Fig. 1. In Figs. 4 and 5 the effect size is on the order of 1–3 dB, while at threshold, much more striking asymmetries are observed, of up to 25 dB between the ears (see Fig. 1). This may be due to the different resolution between the threshold determination and the adaptive matching, or to the different frequencies probed in the two procedures. Most likely, however, it is due to the phenomenon of recruitment (Moore, 2003, chap. 4), where any sensitivity differences found at absolute threshold.

Figure 5: Monaural proximal sound pressure levels (dB) with 95-% confidence intervals for the left and right ears, matched to a binaural reference at three center frequencies (0.4, 1 and 5 kHz).
tend to get smaller with increasing level, thus making it difficult to compare the sensitivity differences with loudness differences at supra-threshold levels.

### B. Experiment 2

In Experiment 2, the listeners matched the loudness of a sound coming from a synthesized source either at $+90^\circ$ or $-90^\circ$ of azimuth to the same sound with frontal incidence. In contrast to Experiment 1, the listening was always binaural, for obtaining *directional* loudness matches at each center frequency for each listener, separately for the two lateral sound sources.

1. **Distal directional loudness matches**

The raw data obtained in Experiment 2 were the sound pressure levels the synthesized lateral sound sources would have to be set to, to be perceived equally loud as the frontal reference. These *distal* SPLs were as measured at the center position of the listener's head with the listener absent, the binaural reference being at 65 dB SPL.

The means across repetitions for the directional loudness matches are plotted in Fig. 6, separately for each listener. The matches range from 59 to 65 dB SPL, in all but one instance, the sound sources at $+90^\circ$ and $-90^\circ$ being required lower levels than the frontal reference to match its loudness. Changes as a function of center frequency in the directional loudness matches, and differences between the listeners’ patterns of matches can be seen, although they are not as striking as in the monaural-to-binaural loudness matches plotted in Fig. 4.

When inspecting the differences between the two sides, only for subject PA at 5 kHz and for subject WE at 1 and 5 kHz are the 95%-confidence intervals not overlapping, while for all other cases, the directional loudness matches are close for the two sides, deviating by 1 dB or less from one another. To confirm, a two-factor [2 sides ($+90^\circ$ or $-90^\circ$) × 3 center frequencies] ANOVA was carried out on these distal matches, separately for each listener. The ANOVA returned a significant main effect of side for subject WE ($p < 0.001$) and an interaction between side and center frequency for subject PA ($p < 0.001$). These effects can be seen in Fig. 6, where for subject WE at all center frequencies, and for subject PA at 5 kHz, lower sound pressure levels for the $+90^\circ$ azimuth (left-hand side) than for the $-90^\circ$ azimuth (right-hand side) are required for loudness matches with the frontal reference. Note that this outcome agrees quite well with the statistics of the proximal monaural-to-binaural loudness matches and the data plotted in Fig. 5. In addition, the main effect of center frequency was significant for subjects PA and WE ($p < 0.001$) and for subject RB ($p = 0.04$), denoting that the matches were frequency dependent, see Fig. 6.

It is worth noting that the 95%-confidence intervals for the directional loudness matches (see Fig. 6) are smaller than for the monaural-to-binaural loudness matches (see Fig. 4). Excluding subject WS, who did not participate in Experiment 2, the confidence intervals in Experiment 1 ranged from 0.5 to 5.0 dB, being 2.0 dB on average, whereas the corresponding range in Experiment 2 was from 0.2 to 3.6 dB, being 1.4 dB on average. This suggests higher consistency in the matches of Experiment 2 than in Experiment 1. Note that in Experiment 2, the auralization was always binaural, and the listeners’ task was to compare the loudness of sound sources at various incidences. In Experiment 1, the monaural stimulation may have sounded unnatural to the listeners compared to the binaural frontal reference, hence the differences between comparisons being more dramatic.

2. **Proximal data**

Since some of the lateral effects were observed in the directional loudness matches when considering distal SPLs, the same strategy as in Experiment 1 was explored: Again, HRTFs were taken into account, in order to investigate whether a possible side difference could be accounted for by interaural differences in the physical transformation from the sound to the listener’s ears. Note that this is largely analogous to analysing the monaural-to-binaural matches of Experiment 1, although now, *two* at-ear levels for each binaural, directional loudness match are obtained. Thus, the distal matches were combined with the third-octave-band levels of the HRTFs at each center frequency obtaining left- and right-ear SPLs.

The means across repetitions for the binaural proximal SPLs are plotted for each listener in Fig. 7. When the distal matches (see Fig. 6) are combined with the HRTFs, the resulting levels at the ipsilateral ear are around or above 65 dB SPL, while the levels at the contralateral ear range from 37 to 62 dB SPL. The interaural level differ-
ences (ILDs) increase with center frequency, being greater than 30 dB at maximum, see subject WE at 5 kHz.

The binaural combinations of left- and right-ear SPLs, plotted for the two lateral sound sources at ±90° of azimuth in Fig. 7, were perceived equally loud at each center frequency. Thus, congruence of the two ipsilateral on the one hand and the two contralateral curves on the other hand implies no laterality in the directional loudness judgments. The 95-% confidence intervals of the means in Fig. 7 are overlapping for the two lateral sides at the two lower center frequencies (0.4 and 1 kHz) for all listeners except for subject WE.

At 5 kHz, interaural differences both at the ipsi- and contralateral ears can be observed for all listeners but subject RB. Since both at-ear levels have an influence on binaural loudness judgments, the differences do not necessarily denote laterality: For subjects WE and IA, where the left-ear levels at 5 kHz are higher at the ipsilateral ear, the case is the opposite at the contralateral ear, see Fig. 7. Furthermore, in such an instance the absolute difference between the two ipsilateral and the contralateral curves may of a different magnitude: Presumably, the effect of the ear receiving the greater SPL input is larger, and hence, a smaller change at that ear (than at the ear receiving the lower input) has an influence on overall, binaural loudness.

However, for subject PA and SC for the sound source at −90° of azimuth, a higher SPL both at the ipsi- and contralateral ears is required for a loudness match. This suggests laterality in the directional loudness judgments, favoring the left-hand side, i.e., the source at +90° of azimuth in this particular case.

3. Directional loudness sensitivities and binaural summation

In order to quantify a possible laterality in the directional loudness matches, the binaural summation underlying the directional loudness judgments was modeled. The modeling was carried out as reported in more detail in Sivonen and Ellermeier (2006), separately for the sound sources at +90° and −90° of azimuth.

The distal directional loudness matches were converted to directional loudness sensitivities, by subtracting the distal matches, the means of which are plotted in Fig. 6, from the frontal reference level of 65 dB SPL. Therefore, the lower the distal match, the greater the loudness sensitivity, and the louder the sound perceived at the particular instance. The loudness sensitivities thus derived
are plotted along with the corresponding changes in at-ear levels in Fig. 8. The at-ear levels are plotted relative to the frontal levels, derived from individual HRTFs, by subtracting the frontal reference level from the at-ear levels of the comparison incidence angles separately for the left- and the right-ears at each center frequency.

Note that unlike the distal loudness matches, the directional loudness sensitivities can be directly compared to the objective HRTF-effects. For most listeners, the subjective data are between the objective at-ear levels in Fig. 8. For the two lowest center frequencies, the subjective data seem to largely follow the ear with the higher SPL, whereas at 5 kHz with larger ILDs, the ear with the lower SPL seems to influence the loudness sensitivity.

The best-fitting binaural gain was estimated to predict the directional loudness sensitivity patterns from the corresponding changes in the individual HRTFs. The estimates were derived as in Sivonen and Ellermeier (2006), separately for the two lateral sides and individually for each listener while pooling over center frequencies. The best-fitting gain constants are listed in Table II. For subject IA, the binaural summation values are close to 0 dB for both lateral sides, i.e., denoting no binaural gain, loudness being determined by the ear with the higher SPL alone (see Fig. 8). For the other listeners, larger binaural gains are observed, meaning that the ear with the lower SPL also influenced the loudness judgments (see Fig. 8).

When inspecting the laterality of binaural summation, the estimates for all listeners but subject IA are smaller for the sound source at +90° than for the source at −90° of azimuth. This suggests that the ipsilateral ear in the former and the contralateral ear in the latter case have a relatively high influence on binaural summation. It thus seems that for these four listeners the left ear is emphasized slightly more in their binaural loudness judgments. Note that the laterality was statistically significant for subjects PA and WE, when analysing their distal directional loudness matches (see Fig. 6), and these are the two participants, for whom the difference between the binaural-gain estimates for the two sides are larger 3 dB. For subjects RB and SC, showing smaller differences between the sides, the effect of side was statistically insignificant in the analysis of the distal matches.

The individually estimated binaural gains are in a reasonable agreement with the estimates by Sivo-
Figure 8: Directional loudness sensitivities with 95-%CI (dB) for $+90^\circ$ and $-90^\circ$ of azimuth (on the left and on the right side of the subjects) plotted along with the corresponding relative changes in at-ear levels, based on individual HRTFs.

Table II: Least-squares estimates for the amount of binaural loudness summation (in dB), aggregated over center frequencies, for the two lateral sound sources either at $+90^\circ$ or $-90^\circ$ of azimuth, i.e., on the left- and right-hand sides. The two bottom rows show the estimates when data are averaged across listeners, and finally aggregated across the sides. The estimates in the right-most column for sound sources at $+30^\circ$, $+60^\circ$, $+90^\circ$, $+135^\circ$ of azimuth in the left hemisphere of the horizontal plane are taken from Sivonen and Ellermeier (2006).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Azimuth</th>
<th>+90°</th>
<th>-90°</th>
<th>+30–135°</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA</td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>PA (***)</td>
<td></td>
<td>1.3</td>
<td>4.8</td>
<td>2.1</td>
</tr>
<tr>
<td>RB</td>
<td></td>
<td>5.5</td>
<td>7.8</td>
<td>9.1</td>
</tr>
<tr>
<td>SC</td>
<td></td>
<td>2.8</td>
<td>5.0</td>
<td>3.8</td>
</tr>
<tr>
<td>WE (***)</td>
<td></td>
<td>0.1</td>
<td>4.9</td>
<td>2.8</td>
</tr>
<tr>
<td>Averaged data</td>
<td></td>
<td>2.3</td>
<td>4.2</td>
<td>2.6b</td>
</tr>
<tr>
<td>Aggregated over sides</td>
<td></td>
<td>3.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


b The estimated average includes eight listeners.

4. Summary

To sum up Experiment 2, the effect of side on the distal matches was significant for two out of five listeners, and only at some center frequencies. As in Experiment 1, the effect size was small compared to asymmetries observed at thresholds: the difference in the matches between the two sides was 3 dB at maximum.

When accounting for the differences in the physical transfer from the source to the listeners’ ears, and modeling the underlying binaural summation, smaller binaural gains were obtained for the sound source on the left-hand side than for the sound source on the right-hand side. The smaller the
binaural gain, the more binaural loudness is determined by the ear receiving the higher exposure. This thus suggests that the influence of the left ear was relatively larger than that of the right ear on binaural loudness. Note that for the two listeners (subjects PA and WE), for whom this laterality was statistically significant in Experiment 2, an left-ear advantage was also observed in the monaural-to-binaural matches of Experiment 1.

C. Mean data

As in Sivonen and Ellermeier (2006), large differences between listeners were observed in the present investigation, both in the monaural-to-binaural loudness matches (see Fig. 4), and in the amount of binaural summation underlying the directional loudness matches (see Table II). Nevertheless, in order to assess the overall tendencies in the loudness judgments, the present data were averaged across listeners.

The mean monaural-to-binaural distal loudness matches of Experiment 1, relative to the frontal reference (the 0-dB horizontal), are plotted in panel 'a)' of Fig. 9. The mean left- and right-ear matches differ by less than 1 dB, and do not exhibit a clear ear difference, even though the right-ear matches are slightly higher at 1 and 5 kHz. Carrying out a repeated-measures ANOVA, similarly as for the individual data, but with the listener as a random factor, did not return any significant effects (p > 0.17), confirming the binaural loudness advantage, on average 3.4 dB, to be roughly constant across ears and center frequencies.

In panel 'b)' of Fig. 9, the mean directional loudness sensitivities obtained in Experiment 2 are plotted along with the corresponding changes in at-ear stimulation, and a 3-dB summation prediction based on the at-ear levels. The mean directional loudness sensitivities for both lateral sides are fairly constant, even though the at-ear levels vary with center frequency. The 3-dB summation, solely depending on the at-ear levels, thus fails to predict the subjective data at the two lowest center frequencies where the ILD is small. At 5 kHz, and with a considerably larger ILD, the 3-dB prediction is in good agreement with the data obtained at both lateral locations of +90° and −90° of azimuth. An ANOVA of the distal directional loudness matches did not detect any significant effects (p > 0.39), confirming that the side, on which the virtual source was created, did not have an effect on loudness in the directional loudness paradigm when considering mean data.

The mean data from both Experiment 1 and 2 agree fairly well with the 3-dB binaural summation of loudness. They do not show unequivocal evidence for laterality: In Experiment 1, the monaural matches are approximately 3 dB higher than the binaural reference for both ears. In Experiment 2, even though for the mean data the estimated binaural gains differ between the two sides by almost 2 dB in Table II, the effect of side is insignificant. Furthermore, when data are aggregated across sides, the 3-dB binaural summation rule is corroborated.

IV. CONCLUSION

Laterality of loudness perception was investigated in the present study for spatial sound sources synthesized in individual binaural synthesis. In Experiment 1, the binaural loudness advantage was investigated acquiring loudness matches between monaural and binaural listening to a frontal sound source. In Experiment 2, directional loudness matches were obtained for sound sources either at +90° or −90° of azimuth, matched to the frontal sound source.

In both experiments, individual differences between listeners were observed, both in the listeners' loudness matches at various stimulus center frequencies, and occasionally in the laterality of the matches. In the data averaged across listeners, however, the effect of the side of stimulation on loudness matches was insignificant, the mean data supporting an earlier finding (Sivonen and Ellermeier, 2006) of a 3-dB binaural summation of loudness.

The present data, in addition to corroborating the 3-dB summation rule, thus suggest laterality only playing a minor role in binaural loudness perception of sound fields, it being negligible when considering mean data. The results can be used for modeling binaural loudness, and for the purpose of utilizing artificial-head measurements for loudness predictions.

Notes

1 Some listeners reported loudness matches of sounds, where one of the sounds was clearly localized close to the ear (monaural) and the other being further away (binaural), being difficult. This may have influenced the listeners' consistency in Experiment 1.
Figure 9: Average data: a) Monaural loudness matches (dB) for left and right ears and b) directional loudness sensitivities for +90° and −90° of azimuth in the horizontal plane relative to a binaural frontal reference with 95-% confidence intervals of the means. In panel 'b)', the corresponding relative changes in the at-ear SPLs and prediction based on a 3-dB summation of the at-ear levels are plotted along with the subjective data.
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Abstract

In an earlier study (Sivonen and Ellermeier, 2006), directional loudness matches were obtained from eight listeners, and their individual head-related transfer functions (HR TFs) were utilized to model the binaural summation underlying the loudness matches. Even though the effects of HR TFs were taken into account, considerable individual differences in the binaural summation remained. In order to create conditions in which the directional changes in at-ear signals were identical for all participants, the present experiment employed 'generic' HR TFs measured for an artificial head to create sound sources positioned in space by means of binaural synthesis. In an adaptive forced-choice procedure, five listeners, all of whom had participated in the earlier study, matched the loudness of sounds coming from five different incidence angles in the horizontal plane to the same sound with frontal incidence. The directional loudness matches were obtained for narrow-band stimuli at two different center frequencies (1 and 5 kHz) and at an overall level corresponding to 65 dB SPL in the free field. When inspecting the results of the present experiment, however, large individual differences in the binaural summation were still evident. The generality of this finding was further corroborated by running an independent sample of 10 inexperienced participants, exclusively being exposed to the present generic HR TFs. Despite the individual differences, the average results suggest a relatively simple rule for combining the binaural at-ear signals when making acoustical measurements using an artificial head. That is particularly useful when predicting loudness for dichotic listening situations, as they often result from real sound sources positioned in space.

I. INTRODUCTION

Acoustical measurements of sound pressure increasingly rely on the use of artificial heads. It is unclear, however, how such measurements should be used to predict loudness. The standardized loudness model ISO 532 (1975) utilizes the sound signal measured with a monophonic microphone in the absence of a listener, while with an artificial head sound signals at each ear are measured, being obstructed by the physical dimensions of the head and torso.

In many applications this problem has been solved by the use of head-related transfer functions (HRTFs; Shaw, 1974; Wightman and Kistler, 1989; Møller et al., 1995; Blauert, 1997, chap. 5): these functions characterize the transfer of sound from an unobstructed free field to the listener’s two ears for a given sound incidence angle. In order to utilize artificial-head measurements for loudness predictions, the inverse of an HRTF can be used to transform an at-ear signal to the corresponding signal in the center of the head with the head absent. This technique of converting an at-ear exposure to the corresponding free- or diffuse-field exposure has recently been standardized for measurements on real ears (ISO 11904-1, 2002) or using an artificial head (ISO 11904-2, 2004).

In addition to correcting for the measurement point, the binaural nature of the stimulation has to be taken into account when making artificial-head measurements. When the measurement is diotic, i.e., the same signal arrives at the two ears, either of the at-ear signals can be converted to the corresponding free- or diffuse-field signal in the absence of the head, and subsequently be utilized for loudness computations¹. Free- and diffuse-field HRTFs are similar for the two ears due to symmetry, and

¹Portions of the data presented at Euronoise 2006, May 31-June 1, 2006, Tampere, Finland.
thus, the conversion using either at-ear signal results essentially in the same outcome in the diotic case.

When the measurement is dichotic, the at-ear signals differ from one another. Since the free- and the diffuse-field HRTFs are similar for the two ears, a dichotic measurement yields two different signals in the absence of a listener when converting at-ear signals to the corresponding free- or diffuse-field signal. Applying these signals to compute loudness will result in different predictions, depending on the ear chosen. Dichotic at-ear signals are often obtained when making acoustical measurements in the field. This due to sound sources being located non-symmetrically with respect to the ears of an artificial head or reverberation in the sound field having non-symmetrical effects on the signals arriving at the ears.

It is thus important to investigate how, for a sound source located in space, the two at-ear signals are summed to yield a single percept of binaural loudness. Loudness matches of anechoic sounds coming from different directions, and HRTFs measured for the same incidence angles, can be utilized in investigating how changes in the at-ear signals influence perceived loudness. Since HRTFs describe the transfer from a free-field to the listeners' ears, they can be used in converting the matched sound pressure level (SPL) of a source measured in the absence of the head to equal-loudness at-ear SPLs. These at-ear SPLs can then be used to model binaural loudness summation of directional sounds arriving at the listeners' ears from various incidence angles.

Two investigations employed this strategy (Robinson and Whittle, 1960; Sivonen and Ellermeier, 2006), acquiring both directional loudness matches from various incidence angles to a reference direction and relating the matches to the changes in the at-ear stimulation as a function of incidence angle. Both described the directional loudness matches to agree with a relatively simple combination of the left-ear \( L_{\text{left}} \) and right-ear \( L_{\text{right}} \) sound pressure levels, expressed by equivalent monaural levels:

\[
L_{\text{mon}} = g \ast \log_2 \left( 2^{L_{\text{left}}/g} + 2^{L_{\text{right}}/g} \right) \tag{1}
\]

However, the “binaural gain” constants \( g \) were different, Robinson and Whittle (1960) reporting a 6-dB’ binaural-summation rule \( (g = 6) \) to fit the data best, while in Sivonen and Ellermeier (2006), a 3-dB’ gain \( (g = 3) \) was found to describe the mean data much better.

In the latter study (Sivonen and Ellermeier, 2006), the modeling was also performed on an individual basis. Even though the effects of individual HRTFs were taken into account, large individual differences remained when fitting the parameter \( g \). However, since the SPLs arriving at the listeners’ ears owing to physical differences in the shapes of pinnae and heads were highly idiosyncratic as well, fairly large interindividual differences in stimulation resulted, questioning the validity of comparisons across individuals.

With non-individual human, or generic artificial-head HRTFs the physical differences between listeners can be ruled out: generating directional sounds with such HRTFs in binaural synthesis, the same directional effects on at-ear exposures can be delivered to each listener in obtaining directional loudness matches. Thus, the comparison of the raw directional loudness matches across individuals is more straightforward, since the effect of individual HRTF filtering does not have to be accounted for. Non-individual or generic HRTFs must be played back using binaural synthesis over headphones, which is justified in the directional loudness paradigm; individual binaural synthesis has been shown to result in essentially the same directional loudness matches as listening to real sound sources (Sivonen et al., 2005).

The goals of the present investigation are threefold: (1) To use generic, rather than individual HRTFs in order to investigate whether holding this source of interindividual variation constant will reduce the variability seen in directional loudness matches. (2) To run both a naive sample of listeners, and an expert group that had previously gone through numerous conditions of real-source, and binaurally synthesized directional loudness experiments, in order to explore the generality of the findings. (3) To sketch a model for predicting binaural loudness using artificial-head measurements based on the best account of the average data.

II. METHOD

A. Subjects

Five listeners (4 male, 1 female, age between 26 and 49 years; median 28 years) took part in the present study, and they all had participated in earlier experiments in a real sound field (Sivonen and
Ellermeier, 2006), or using binaural synthesis with individual HRTFs (Sivonen et al., 2005). These “expert” listeners were familiar with the task of comparing the loudness of sounds coming from different directions. An additional group of 10 listeners (7 male, 3 female, age between 22 and 31 years; median 26), considered “naïve” to the task, were recruited from a student population.

All listeners were screened for normal hearing, with the requirement that none of the hearing thresholds exceed 20 dB hearing level re ISO 389-1 (1998).

B. Apparatus

An artificial head (Brüel & Kjær Head and Torso Simulator Type 4100), which is commercially available and commonly used in the field, was used in acquiring the generic HRTFs. The HRTFs were measured with the same procedure as reported in Sivonen and Ellermeier (2006), with the exception that the sound pressures both in the absence of the artificial head (p1 pressure, see Møller et al., 1995) and at the entrance to the ear canal (p2 pressure, see Møller et al., 1995) were measured using the same type of microphones (the built-in microphones of the artificial head; Brüel & Kjær Type 4190). Despite using the same microphone type, a correction for the differences in the frequency responses of the dedicated left- and right-ear microphones was determined by measuring the same sound field simultaneously with both microphones placed approximately 3 mm apart. The subsequent signal processing for obtaining the HRTFs was as described in Sivonen and Ellermeier (2006).

In order to equalize the binaural playback, generic headphone transfer functions (PTFs) were measured for a pair of headphones (Beyerdynamic DT-990) using the artificial head, as typically measured in practice. The playback setup and the rest of the apparatus were as reported in Sivonen et al. (2005).

The listeners were seated inside an anechoic chamber in a chair with a headrest to restrict head movements. The listeners’ responses were collected with a two-button response box, and a model of the box having larger indicator lights was placed in front of the listeners, to avoid the listeners tilting their heads downwards to the response box in their hands. Loudspeakers mounted inside the anechoic chamber at the intended incidence angles were visible to the listeners in order to improve the plausibility of the binaural synthesis.

C. Stimuli

Third-octave noise bands centered at 1 and 5 kHz were used as stimuli. The length of each sound was 1 s, including 20-ms raised-cosine rise and decay ramps.

The two noise bands were convolved with the generic HRTFs for six incidence angles in the left hemisphere of the horizontal plane. The incidence angles were 0°, 30°, 60°, 90°, 135° and 180° of azimuth at an elevation of 0°, i.e. from ahead to behind the artificial head, at the height of the ears of the head.

The left- and right-ear magnitude spectra of the generic HRTFs are plotted in Fig. 1, in order to illustrate the effective stimulation for each incidence angle. As seen in Fig. 1, interaural level differences (ILDs) for the incidence angles ahead (0°) and behind (180°) the artificial head are small due to symmetry. By contrast, large ILDs of over 30 dB can be observed for the other incidence angles. Note that the same holds for the interaural time difference (ITD), where the ITD for the direction on the side (i.e., at ±90° of azimuth) reaches its maximum, while the ITDs for sound sources ahead and behind the head are close to zero.

In addition to convolving the two noise bands with the HRTFs, minimum-phase equalization filters for the headphones, as specified in Sivonen et al. (2005), were applied separately for the left- and right-ear signals in the binaural synthesis. Generic filters based on the PTF measurements using the artificial head were applied. Thus, the equalization was done for PTFs measured exactly at the same position in the ear canal as the HRTFs, but the individual coupling of the headphones to each listener’s ears was not accounted for. However, this coupling has no effect on the directional changes the HRTFs impose on the at-ear sound pressure levels. Furthermore, when inspecting the magnitude spectra of measured PTFs for each listener and the artificial head, the differences between individual and generic transfer functions were small (less than 4 dB, symmetrically affecting both ears) in the frequency range used in the present study.

In the listening test proper, the stimuli were played back at an overall level corresponding to 65 dB SPL in the free field. In order to derive the effective at-ear SPLs for the various incidence angles, the gains on the third-octave bands caused by the HRTFs are listed in Table 1. The 65-dB overall level combined with the ‘Left’ and ‘Right’ gains yields the SPLs at the ears of the artificial head.
Figure 1: HRTF magnitude spectra for the artificial head, measured from six incidence angles in the left hemisphere of the horizontal plane (0° of azimuth: ahead, 180°: behind).
Table I: Third-octave-band levels (in dB Pa/Pa) for the generic HR TFs, and the ILD at the two stimulus center frequencies.

<table>
<thead>
<tr>
<th>Az (°)</th>
<th>1 kHz</th>
<th>5 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
</tr>
<tr>
<td>0°</td>
<td>-0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>30°</td>
<td>2.7</td>
<td>-4.8</td>
</tr>
<tr>
<td>60°</td>
<td>4.3</td>
<td>-3.8</td>
</tr>
<tr>
<td>90°</td>
<td>4.9</td>
<td>-1.5</td>
</tr>
<tr>
<td>135°</td>
<td>4.1</td>
<td>-5.6</td>
</tr>
<tr>
<td>180°</td>
<td>1.1</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Furthermore, the ‘ILD’ column confirms the SPLs at the two ears being similar for the sound sources ahead and behind the head, while large ILDs are observed for the other incidences, especially at the higher center frequency.

D. Procedure

An adaptive, two-alternative, two-interval, forced-choice procedure was used in obtaining directional loudness matches between a sound of a given center frequency with synthesized frontal (reference) incidence and the same sound with one of the other five (comparison) incidence angles.

Loudness matches were obtained for 10 conditions (five comparison incidence angles × two center frequencies), and eight replications were collected in each condition. In order to investigate the baseline variability of the loudness matches, the naïve group also had to match the loudness of the frontal reference to itself, just as the experienced listeners had done in Sivonen et al. (2005) and Sivonen and Ellermeier (2006).

The listener’s task in each trial was to judge which of the sounds in the pair was louder. The level of the frontal reference sound was fixed (corresponding to 65 dB SPL in the free field) and the level of the comparison sound was varied by the adaptive procedure. Half of the replications started +10 dB and the other half −10 dB from the level of the frontal reference. The initial step size of an adaptive track was 4 dB, and after two reversals it was decreased to 1 dB. A track was terminated after eight reversals, and the levels of the last six reversals were averaged for an estimate of the loudness match.

The adaptive tracks were interleaved in blocks of eight tracks and the order of the adaptive tracks was randomized within one set of replications.

One 1-hour listening session included either three or four blocks, each lasting approximately 10 mins, and rest breaks between the blocks. In total, the listening test lasted approximately three hours per listener, the expert listeners participating in 10 and the naïve listeners in 11 blocks.

III. RESULTS AND DISCUSSION

A. Directional loudness sensitivities

The listeners matched the loudness of a synthesized sound from the comparison incidence angles to the same sound with frontal incidence. These matches yielded sound pressure level adjustments for each incidence angle, denoting that if a sound emanating with a given angle had to be attenuated relative to the frontal reference, this incidence angle was perceived louder. Therefore, the relative level adjustments were inverted to denote directional loudness sensitivities, in agreement with the earlier studies (Sivonen et al., 2005; Sivonen and Ellermeier, 2006).

1. Expert listeners

The directional loudness sensitivities are plotted in Fig. 2 for the five expert listeners. For a given individual, the loudness-sensitivity curves vary as a function of incidence angle over a range of up to 4 dB and 10 dB at 1 and 5 kHz, respectively. At 1 kHz, the data points are generally above the 0-dB line, indicating that loudness is increased relative to the frontal reference. At 5 kHz, the data are both above and below the (0-dB) level of the frontal reference. A two-factor (incidence angle × center frequency) repeated-measures analysis of variance (ANOVA) indicated that both the main effect of incidence angle [F(4,16) = 50.10; p < 0.001], and its interaction with center frequency [F(4,16) = 39.48; p < 0.001], were highly significant. This implies that loudness is not constant as a function of incidence angle, and that the directional loudness-sensitivity curves are different for the two center frequencies (left and right panel of Fig. 2).

Along with the subjective data, the changes in the at-ear SPLs are plotted in Fig. 2, normalizing the third-octave band levels of Table I by subtracting the levels of the frontal reference from them. Thus, the objective changes in the at-ear
Figure 2: Directional loudness sensitivities ±95-% confidence intervals for five expert listeners and the normalized at-ear SPLs derived from the generic HRTFs. See text for details.
stimulation can be compared with the directional loudness sensitivities. It is evident in Fig. 2 that for both center frequencies the directional loudness sensitivities largely follow the shape of the curve tracing the (left) ear receiving the higher SPL. However, individual differences can be observed, even though the changes in at-ear SPLs are the same for all listeners. These individual differences reach up to 6 dB, see e.g., the 5-kHz data at an azimuth of 90° in Fig. 2. The statistical significance of the differences between listeners is confirmed by inspecting the interaction between incidence angle, center frequency and listener: \( F(16,350) = 8.28; p < 0.001 \). As is evident in Fig. 2, the differences between the participants’ curves are much larger than the confidence intervals defined by the replicability of a given experimental condition for a given listener.

2. Naive listeners

The directional loudness sensitivities for the 10 naive listeners are plotted in Fig. 3. As was the case for the expert listeners in the earlier studies (see e.g., Sivonen et al., 2005), all naive listeners were also able to match the synthesized frontal reference to itself, see the data at 1 kHz at 0° azimuth, left-most data points in Fig. 3. For the remaining conditions, the range of variation in the individual directional loudness sensitivities at both center frequencies is similar to what is observed for the expert listeners. More importantly, the differences between the 10 individual listeners seem to be at least on the same order of magnitude as obtained for the group of experienced listeners, implying that the idiosyncrasies in the data from the expert listeners were replicated for another independent sample of listeners.

Statistical analysis of the naive listeners’ data yielded the same significal effects (of incidence angles, and its interaction with center frequency) as had been obtained for the experts, including the significance of differences between listeners: \( F(16,700) = 2.59; p < 0.001 \).

3. Mean data

In order to further explore the group differences between the expert and the naive listeners, the means obtained from the two groups are plotted in Fig. 4. Even though the mean directional loudness sensitivities from the naive group seem to be slightly below the corresponding data from the expert listeners, the 95%-confidence intervals are overlapping in all conditions suggesting the two curves to be statistically indistinguishable. This was confirmed by a three-factor (incidence angle × center frequency × group) mixed ANOVA, in which neither the group factor, nor any of its interactions with the other factors were significant (all \( p > 0.25 \)).

Finally, Fig. 4 shows a prediction based on combining the at-ear levels according to a 3-dB summation rule (Eq. 1: \( g = 3 \)), which is equivalent to a power sum of the at-ear pressures, and which appeared to fit the anechoic data reported by Sivonen and Ellermeier (2006). This 3-dB prediction seems to account for the mean data of the expert listeners quite well, even though it is based on mean data utilizing individual HRTFs and eight listeners (Sivonen and Ellermeier, 2006), and here, generic HRTFs of an artificial head for a subset of five listeners were used.

B. Binaural loudness summation

As seen in Figs. 2 and 3 for both groups of listeners, individual differences in the listeners’ directional loudness sensitivities exist, even though the directional changes in the at-ear SPLs are the same for all listeners since generic HRTFs were used. In purely sensory terms, this appears to imply that the listeners sum the signals at their ears in an individual manner to yield a binaural loudness.

In Sivonen and Ellermeier (2006), binaural loudness summation was modeled based on individual directional loudness sensitivities and at-ear SPLs derived from individual HRTFs, utilizing Eq. 1 and estimating the binaural gain factor. Considerable differences between listeners were obtained, the amount of binaural summation ranging from close to 0 dB to far over 10 dB. This kind of modeling was also performed with the present data based on generic HRTFs. The third-octave-band SPLs listed in Table I were entered as left- and right-ear SPLs. Minimizing the sum-of-squares of the errors between the prediction \( L_{mon} \) and directional loudness sensitivity, the amount of binaural summation needed was estimated to best predict each expert listener’s data, see Fig. 2. For details of the modeling, see Sivonen and Ellermeier (2006).

The listener-specific binaural loudness-summation values \( g \) in Eq. 1) are listed in Table II. The individual (Ind.) values are taken from Sivonen and Ellermeier (2006), where the modeling was based on individual HRTFs, and the
Figure 3: Directional loudness sensitivities ±95-% confidence intervals for 10 naïve listeners and the normalized at-ear SPLs derived from the generic HRTFs. See text for details.

Figure 4: Mean directional loudness sensitivities ±95-% confidence intervals for the expert (n = 5) and the naïve (n = 10) listeners, and a prediction based on a '3-dB' summation of the at-ear SPLs. See text for details.
generic (Gen.) values are based on the modeling of the present data. The modeling was also carried out aggregating the data across center frequencies, and finally, averaging the directional loudness sensitivities across listeners for both groups and aggregating over center frequencies (the right-most column and the two bottom rows in Table II, respectively).

As seen in Table II, there is considerable variation in the amount of binaural loudness summation between the listeners. This is true both for the data obtained using individual HRTFs (Ind.), and the present data utilizing generic HRTFs in binaural synthesis (Gen.). Thus, even though the same directional effects were played back in the latter case for all listeners, they still tend to sum their left- and right-ear SPLs differently.

Moreover, when comparing the summation values between the two studies in Table II for each listener and at each center frequency, or for the best fit across center frequencies, remarkable similarities may be observed. Even though the actual values may be numerically different, the rank order among listeners is largely preserved, see Table II. It thus seems that with a few exceptions, the individual binaural summation process of the at-ear SPLs is retained when generic HRTFs are used.

The two bottom rows in Table II show the amount of summation for the averaged directional loudness-sensitivity data, aggregated over the two center frequencies. The estimate for the expert listeners comes fairly close to a 3-dB summation for both studies. For the naïve listeners, for whom only for the generic HRTFs were investigated, the estimate is slightly larger, which can also been in Fig. 4 as a discrepancy between the data sets plotted². According to the statistical analysis, this small group difference of 0.6 dB on average in Fig. 4, and 1.7 dB in terms of the binaural gain in Table II, is most likely due to chance.

C. Binaural loudness for artificial-head measurements

Despite the apparently robust individual differences, the mean data may be utilized for developing a binaural loudness model. Note that mean data have typically been used for modeling loudness perception, even though the signals at the ears of a listener may be very individual due to the listener’s pinnae, head and torso interacting with a real sound field or his ears coupling to the headphones.

The proposed binaural model is applicable to measurements carried out with an artificial head in any type of sound field, resulting in diotic or dichotic at-ear signals. Since the model is based on at-ear signals, no assumptions about the sound field need to be made, as opposed to measurements carried out with a monophonic microphone.

A block diagram of the binaural loudness model for artificial-head measurements is depicted in Fig. 5. Sound pressure signals are first measured at the left and right ears of the head \(p_{2L}(t)\) and \(p_{2R}(t)\), respectively. The magnitude spectra of these signals \(|P_{2L}(f)|\) and \(|P_{2R}(f)|\), respectively, are then analyzed using a given frequency resolution, e.g., third-octave bands.

The 3-dB summation of sound pressure levels corresponds to a power summation of sound pressures. Thus, a power sum of the left- and right-ear magnitude spectra is subsequently computed. The loudness of this binaural power sum corresponds to the loudness of the same signal presented monotonically \(|P_{2H}(f)|\), i.e., to one ear only.

The standardized loudness model ISO 532 (1975) utilizes measurements carried out with a monophonic, omnidirectional microphone in the absence of a listener either in the free or diffuse field \(|P_{H}(f)|\) in Fig. 5. The listening to the two types of sound fields, however, is always binaural (more specifically, the long-term spectra at the two ears are roughly the same due to symmetry). Therefore, the monotic at-ear signal resulting from the power sum must be converted to the corresponding diotic signal. In case of the binaural power summation, the conversion for the linear magnitude spectra is simply a division by \(\sqrt{2}\), corresponding to subtracting a binaural gain of 3 dB from the monotic at-ear sound pressure level.

The diotic at-ear signal \(|P_{2H}(f)|\) is then converted to the corresponding signal in the absence of the head \(|P_{1}(f)|\) using the inverse of an HRTF. Here, the same indicence (free or diffuse) must be used both for the inverse HRTF and the sound field type in the loudness model.

In Sivonen and Ellermeier (2006), the performance of the present binaural model was contrasted with the most recent, and widely accepted loudness model by Moore et al. (1997). In this model, binaural dichotic loudness is handled by calculating monaural loudness values (in sones) separately for the left and the right at-ear signals assuming diotic stimulation, and computing bin-
Table II: The amount of binaural loudness summation (binaural gain in dB) estimated from data with individual (Ind.; Sivonen and Ellermeier, 2006) and generic (Gen.; the present data) HR TFs at an overall level of 65 dB SPL.

<table>
<thead>
<tr>
<th>Subject</th>
<th>f&lt;sub&gt;c&lt;/sub&gt; 1 kHz</th>
<th>f&lt;sub&gt;c&lt;/sub&gt; 5 kHz</th>
<th>Best fit across f&lt;sub&gt;c&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA</td>
<td>0.1</td>
<td>2.7</td>
<td>0.7</td>
</tr>
<tr>
<td>RB</td>
<td>4.0</td>
<td>8.7</td>
<td>10.0</td>
</tr>
<tr>
<td>SC</td>
<td>13.1</td>
<td>20.4</td>
<td>3.1</td>
</tr>
<tr>
<td>WE</td>
<td>0.1</td>
<td>2.3</td>
<td>4.9</td>
</tr>
<tr>
<td>WS</td>
<td>1.7</td>
<td>2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Averaged data: Expert</td>
<td></td>
<td></td>
<td>2.6</td>
</tr>
<tr>
<td>Averaged data: Naïve</td>
<td></td>
<td></td>
<td>5.2</td>
</tr>
</tbody>
</table>

*The best fit included a third f<sub>c</sub> at 0.4 kHz.

aural loudness as the arithmetic mean of the two monaural values: 

\[ N_{\text{binaural}} = \frac{N_{\text{left}} + N_{\text{right}}}{2}. \]

Thus, it is assumed that monaural loudness is half of the corresponding diotic loudness, an assumption which is supported by earlier headphone studies on binaural loudness summation (see e.g., Hellman and Zwislocki, 1963; Marks, 1978). It is worth noting, however, that headphone studies neglect the effect of HRTF filtering, producing auditory events localized inside the listeners head, and possibly generating ILDs that would never reach the listener’s ear in a real sound field.

In Sivonen and Ellermeier (2006, Fig. 8), the performance of the present binaural model (depicted in Fig. 5) was compared with predictions from the model by Moore et al. (1997). For externalized sound sources located in space, the present model performed considerably better than the model by Moore et al. (1997) which overestimated the effect of the ear receiving the lower sound pressure level. Since perfect summation of loudness in sones (as assumed in Moore et al., 1997) for the narrow-band stimuli of the present study fairly close corresponds to a 10-dB binaural gain, the analyses rendered in Table II, which generally show much smaller gains, also argue against this notion.

It thus seems that when investigating binaural loudness summation of directional sounds, the assumption of perfect summation in sones does not hold, while the 3-dB (power) summation gives a better prediction.

IV. CONCLUSION

The effect of sound incidence angle on loudness was investigated in the horizontal plane using generic HRTFs in binaural synthesis.

(1) Loudness matches to a frontal reference were by and large indistinguishable from earlier data obtained via individual binaural synthesis, as well as in a real sound field: they showed the same directional dependencies and interindividual variation.

(2) Naïve and expert listeners produced results that were indifferent, statistically, both with respect to mean values and the presence of reliable interindividual differences. This argues for the generality of the findings, and against experts developing peculiar, idiosyncratic listening strategies.

(3) The fact that derived binaural summation parameters largely preserved the same rank order across individuals, no matter whether the synthesis was individual (as in earlier studies) or generic (as in the present experiment), suggests that a large part of the interindividual differences is due to the way binaural inputs are weighted and combined, and not to peculiarities in HRTF filtering.

(4) The main feature of a model describing the mean results is a power summation of the sound pressures at the two ears. A proposal on how to implement this model when making artificial-head measurements in order to compute binaural loudness is outlined.
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Notes

1 The inverse of the HRTF used for the conversion and the sound field in the loudness computations must be of the same type: either ‘free field’ or ‘diffuse field’.

2 Note that the larger the amount of summation, the larger the effect of the ear with the lower SPL on binaural loudness. Thus, for the naive sample of listeners, the (right) ear with the lower SPL input “pulls down” the binaural, directional loudness curve more than for the expert listeners.

3 It is worth noting that a 3-dB binaural gain corresponds to a factor of approximately 1.2 in sones.
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Abstract

The effect of incidence angle on loudness was investigated in Experiment 1 for anechoic, wideband and in Experiment 2 for reverberant, narrow-band sounds. Five listeners matched the loudness of a sound coming from five incidence angles in the horizontal plane to that of the same sound with frontal incidence. These directional loudness matches were obtained with an adaptive, two-alternative, two-interval, forced-choice procedure. The stimuli were presented to the listeners via binaural synthesis, utilizing individual head-related transfer functions in Experiment 1 and binaural room-impulse responses in Experiment 2. The results confirm that loudness depends on sound incidence angle in both experiments. The wideband and reverberant stimuli, however, exhibited distinct differences from the anechoic, narrow-band data earlier obtained from the same listeners. When modeling the binaural summation underlying the loudness matches based on at-ear exposure, a power summation of the at-ear signals yielded a good prediction for the obtained subjective data.

I. INTRODUCTION

Despite the vast amount of research on spatial hearing, little is known about how the location of a sound source affects its perceived loudness. The research on binaural and spatial hearing has largely focused on human sound localization (Blauert, 1997). In the classical research on loudness (Zwicker and Fastl, 1999), however, the emphasis has been on temporal and spectral aspects, while the spatial aspects have mostly been overlooked.

The spatial aspects have been explicitly addressed in a recent series of studies determining the effect of sound incidence angle on loudness (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a). In these investigations, anechoic, narrow-band stimuli were used for obtaining loudness matches between a frontal reference sound source and a comparison source located at various incidence angles in the horizontal or the median plane. These directional loudness matches showed considerable dependence on the incidence angle, the center frequency of the stimuli, and the individual listener.

In Sivonen and Ellermeier (2006a), individual head-related transfer functions (HRTFs) were also measured for each incidence angle, in order to relate the changes in the actual at-ear exposure to the observed changes in loudness as a function of sound incidence. The individual at-ear exposures were then utilized in modeling the binaural summation underlying the directional loudness matches, i.e., it was determined how the signals at the two ears should be summed to result in a single binaural loudness percept. Anechoic, narrow-band stimuli were also used in an earlier study (Robinson and Whittle, 1960) for obtaining directional loudness matches and for modeling binaural summation, but, only reporting mean data as opposed to the individual analyses attempted in Sivonen and Ellermeier (2006a).
A. Ecological validity of exposure

While the use of anechoic, narrow-band stimuli (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a; Robinson and Whittle, 1960) may be expected to maximize frequency-specific directional effects on loudness, they apparently lack ecological validity (e.g., Neuhoff, 2004). Note that most sounds in our environment are wideband and, in addition to the direct sound from a source to our ears, include reverberation. It is thus unclear whether the large variation (of up to 10 dB) in the directional loudness matches observed for the narrow-band stimuli (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a) is similarly quantifiable for stimuli resembling sounds our ears encounter in real life.

Based on measurements of HR TFs (see, Møller et al., 1995), the directional variation in anechoic at-ear exposures shows considerable frequency dependencies. At low frequencies, the human head and torso are relatively small compared to the wavelength. Thus, the directional differences in the HR TF magnitude spectra are relatively small. At high frequencies, the magnitude spectra are characterized by many closely spaced dips, the spectral location of the dips varying with the angle of incidence. Therefore, the directional differences relevant for loudness processing may to some extent be averaged out across a wider bandwidth.

In contrast to the direct sound from a source to our ears, reverberation in sound fields consists of sound waves which have been reflected a number of times from physical obstacles located in space. The incidence angles of the reflections are, by and large, different from that of the direct sound. In addition, the more time passing from the arrival of the direct sound, the more diffuse the reverberation becomes. In an ideal diffuse field, where the sound reaches the listener’s ears with equal intensity from all directions, the orientation of the listener does not affect the at-ear exposure.

Therefore, stimulation which is closer to real-life sounds than the anechoic, narrow-band stimuli, should either be wider in bandwidth or include reverberation. This, however, may result in relatively small directional changes in at-ear exposure, and thus smaller directional effects on loudness may be expected than for the anechoic, narrow-band stimuli used earlier (Robinson and Whittle, 1960; Sivonen et al., 2005; Sivonen and Ellermeier, 2006a).

B. Earlier work

Anechoic, wideband sounds have been used for obtaining directional loudness matches by Remmers and Prante (1991) and Jørgensen (2002), where the matches varied by up to 3 dB as a function of incidence angle. In an investigation of multichannel audio reproduction by Bech (1998), a reverberant listening room was used, and a directional effect of approximately 1 dB for wideband stimuli was obtained, although investigated only over a limited number of angles.

In Bech (1998) and Jørgensen (2002), the loudness matches were reported only as relative level adjustments for the sound sources at various incidence angles. The results are thus not generalizable, since the actual at-ear exposure underlying the loudness matches was not considered.

In Remmers and Prante (1991), an attempt was made to predict the directional loudness matches from at-ear exposure using generic, artificial-head measurements. From the research on HR TFs, large individual differences in at-ear exposure for various incidences may be expected, and thus, relating mean loudness data to artificial-head predictions, as done in Remmers and Prante (1991), might wash out some of the detail in the results. Artificial-head measurements were also utilized in Tuomi and Zacharov (2000) for simulating the effect of incidence angle on loudness perception. However, subjective data, supporting the simulations, were not reported by the authors.

Relating at-ear exposure to directional loudness data is important, not only for the application of the level-alignment of multi-channel sound-reproduction systems, but also for predicting loudness from acoustical measurements made with an artificial head, which are more and more on the increase. Thus, in order to generalize the findings on binaural loudness summation for anechoic, narrow-band stimuli (Robinson and Whittle, 1960; Sivonen and Ellermeier, 2006a), a wider range of stimuli should be utilized in investigating the effect of incidence on loudness and the binaural summation underlying directional loudness matches.

C. Present investigation

The aim of the present study is to investigate the effect of incidence angle on loudness both for wideband and reverberant sounds. In addition to obtaining directional loudness matches, individual, listener-specific at-ear exposures are related to the
loudness matches, as was done in the earlier experiment (Sivonen and Ellermeier, 2006a) using anechoic, narrow-band stimuli.

The present study consists of two parts: Experiment 1, in which the effect of sound incidence angle on loudness is investigated for anechoic, wideband sounds, and Experiment 2, where the stimuli are reverberant but narrow in bandwidth. In both experiments, the stimuli are calibrated so that if measured with a monaural microphone in the absence of a listener, the same sound pressure would be obtained for all incidence angles.

The present study makes use of individual binaural synthesis, as in Sivonen et al. (2005). In Experiment 1, directional sounds were synthesized from equidistant sound sources for various incidences using the listeners’ individual HRTFs. In Experiment 2, the listeners’ individual binaural room-impulse responses (BRIRs) were first measured for a fixed loudspeaker and listening position, while rotating the listeners in order to obtain various incidence angles. These BRIRs were then utilized in synthesizing the reverberant stimuli for the directional loudness experiment.

II. METHOD

A. Subjects

Five listeners (4 male, age between 26 and 48 years), all whom had participated in previous experiments on directional loudness (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a), took part in the present study. The listeners’ hearing thresholds were determined using pure-tone audiometry between 250 Hz and 8 kHz. None of the hearing thresholds revealed a hearing loss greater than 15 dB hearing level re ISO 389-1 (1998).

B. Apparatus

1. Listening tests

Listening-test stimuli were played back to the listeners over headphones (Beyerdynamic DT-990) using individual binaural synthesis. Since the binaural synthesis was static, the listeners were seated in a chair with a head rest to restrict head movements. For each listener, the chair was adjusted so that the center of the listener’s head was aligned with the center position of the test setup.

The listeners’ responses were collected using a two-button response box with light-emitting diodes above each button indicating observation intervals. A model of this box (with larger lights) was placed in front of the listeners to avoid them tilting their heads towards the response box in their hands. The rest of the listening-test setup consisted of a computer (PC) with a high-quality sound card (RME DIGI96/8 PST), a custom-made programmable attenuator, and a power amplifier (Pioneer A-616) combined with a passive attenuator for unity gain, all placed in a control room (for details of the apparatus, see Sivonen et al., 2005).

In order to improve the plausibility of the binaural synthesis, loudspeakers at the intended incidence angles were visible to the listeners, even though the stimuli were actually played back over headphones. The distance from each loudspeaker to the center position of the setup was 2.0 m. Experiment 1 took place in an anechoic chamber, whereas a reverberant listening room, conforming to IEC 60268-13 (1998), was used in Experiment 2.

2. Measurements

In order to prepare stimuli for the individual binaural synthesis, and to relate at-ear exposures of the stimuli to the listening test results, a number of measurements were carried out. Individual (anechoic) HRTFs and headphone transfer functions (PTFs), measured in connection with an earlier investigation (Sivonen and Ellermeier, 2006a), were used to synthesize stimuli for Experiment 1.

For Experiment 2, individual BRIRs and PTFs were measured in a listening room, the dimensions of which were 2.8×4.2×7.8 m (H×W×L). A loudspeaker (Vifa M10MD-39, mounted in a hard plastic ball) at a distance of 2.0 m from the measurement position was used as a sound source. The loudspeaker and the measurement position were at a height of 1.3 m and at a distance of 1.6 m from the closest wall, positioned non-symmetrically with the dimensions of the room. The BRIRs were measured with two miniature microphones (Sennheiser KE-4-211-2, one specifically for each ear), which were inserted in earplugs (E.A.R Classic, halved in length) and mounted flush with the ear-canal entrance. A pressure-field microphone (Brüel & Kjær Type 4133) was used as a reference microphone for measuring the loudspeaker’s anechoic response and its response in the room, and determining the responses of the two miniature microphones.

From the measurements with the reference microphone, some room-acoustics parameters were
Table I: Room-acoustics parameters (ISO 3382, 1997) for the standard listening room for the specific source and receiver positions, measured on third-octave bands. The early decay time (EDT) is obtained from the initial 10 dB and reverberation time (RT) from the portion between −5 and −35 dB of the decay curve, both calculated as the time (in seconds) required for a decay of 60 dB. $C_{50}$ and $C_{3}$ are the balance between early/late and direct/reverberant energy (as a ratio in dB), before and after 50 and 3 ms, respectively.

<table>
<thead>
<tr>
<th>$f_c$ (Hz)</th>
<th>EDT(s)</th>
<th>RT(s)</th>
<th>$C_{50}$ (dB)</th>
<th>$C_{3}$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1k</td>
<td>0.37</td>
<td>0.44</td>
<td>9.5</td>
<td>−10.5</td>
</tr>
<tr>
<td>5k</td>
<td>0.41</td>
<td>0.62</td>
<td>10.4</td>
<td>0.9</td>
</tr>
</tbody>
</table>

derived according to ISO 3382 (1997), see Table I. Values for third-octave bands at the two center frequencies used in the listening test are shown. Both the early decay time (EDT) and reverberation time (RT) show that the room is more reverberant at 5 kHz than at 1 kHz. The ratio between early and late energy ($C_{50}$) in decibels indicates that most of the energy arrives at the listening position within the first 50 ms, $C_{50}$ being fairly similar at the two center frequencies. However, when looking at the ratio between direct and reverberant energy (in the present study, before and after 3 ms from the direct sound), at 1 kHz most of the energy is in the reverberation, whereas the ratio is close to unity at 5 kHz. This can be explained by the reflections in the room being stronger at 1 kHz and the loudspeaker being more directive at 5 kHz.

For the BRIR measurements, the listeners were seated in the same chair, which was used in the listening test. The listener’s position was aligned with a fixed laser, pointing to the center of the setup from 90° incidence. The orientation of each listener was calibrated so that for frontal incidence, the chair was rotated until time-aligned impulse responses were obtained at the two ears. Then, a polar-coordinate graph was attached on the listener’s head, denoting 0° incidence on the monitor of a video camera above the center position of the setup. Reference points for given listener orientations were marked on the video monitor, and the chair was rotated to obtain the desired incidence angle.

In addition to the PC, the sound card, and the power amplifier of the listening test setup, the equipment for the BRIR measurements included an audio interface for AD/DA-conversion (RME ADA DS-8) and a custom-made pre-amplifier for the miniature microphones. The measurements were made using a maximum-length sequence with an order of 15 and a sampling rate of 48 kHz, resulting the length of an impulse response of 0.68 s. All microphone signals were bandpass filtered between 22.5 Hz and 22.5 kHz and appropriately gained by measurement amplifiers (Briel & Kjær Type 2607, Type 2236 or Type 2690 Nexus).

C. Stimuli

Before processing stimuli for the binaural synthesis, all sound signals were 1 s long, including 20-ms raised-cosine rise and fall ramps in the beginning and at the end of each signal. Stimuli were generated for six different incidence angles: 0°, 30°, 60°, 90°, 135° and 180° of azimuth, in the left hemisphere of the horizontal plane with 0° elevation.

1. Experiment 1: Wideband noise

A pink-noise signal, bandpass filtered between 100 Hz and 10 kHz was used as a wideband stimulus. It was played back at an overall level corresponding to 55 dB sound pressure level (SPL) measured in the free field. At this overall level, the loudness of the pink noise was roughly the same as that of the 65-dB-SPL narrow-band noises used in the earlier studies (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a), based on predictions made from the loudness model by Moore et al. (1997).

For the binaural synthesis, the pink noise was convolved with individual HR TFs for the incidence angles. Furthermore, individual equalization filters for the headphones were applied (for details concerning the equalization, see Sivonen et al., 2005).

2. Experiment 2: Reverberant stimuli

Third-octave noise bands, centered at 1 and 5 kHz, were used as reverberant stimuli. These narrow-band stimuli were synthesized at an overall level corresponding to 65 dB SPL measured in the free field, i.e., without the effect of reverberation. The listening room and each listener’s physique had idiosyncratic effects on the at-ear exposure levels. This is captured by the individual BRIRs. The narrow-band stimuli were convolved with the individual BRIRs, and equalization filters for the
headphones were applied, based on individual PTFs measured in connection with the BRIR measurements.

Binaural room impulse responses A single source at a fixed position in the room was used. Thus, the effect of the room at the measurement position was constant. BRIRs for all listeners and for the six incidence angles were then obtained by rotating the listener in the chair, carrying out measurements at each incidence. In this manner, changes in the direct sound (comparable to HRTFs) were obtained, while the effect of the reverberant energy was constant as a function of incidence angle\(^2\). Thus, in the experiment proper, the virtual acoustics of the room were “rotated” around the listener. This went largely unnoticed, because static sound sources were synthesized and the listeners were not blindfolded.

The anechoic, on-axis response of the loudspeaker, measured at the same distance as the BRIRs in the absence of a listener, was equalized for in the BRIR computations. Thus, the direct sound of the BRIRs could be compared to the individual HRTFs, obtained in Sivonen and Ellermeier (2006a).

Examples of the measured BRIRs are plotted in Fig. 1 for subject IA. Panel 'a)' shows the direct sound of the BRIRs to be fairly similar to the head-related impulse responses (HRIRs) for the same incidence angle and the same listener in the time domain.

In panel 'b)' of Fig. 1, the time decay for the contralateral (right) ear at 90° is plotted for the 1-kHz center frequency, normalized to the maximum level of the BRIR. For this incidence angle, the direct sound is attenuated the most, due to the obstruction by the listener. Despite the low acoustic input, a signal-to-noise ratio (SNR) of approximately 50 dB is obtained, as seen in the level of flat (noise) part in the measured BRIR after 400 ms. Even though the SNR is reasonable, the noise may still become audible in the binaural synthesis, when the BRIR is convolved with a stimulus, since the natural decay of the sound is limited by the noise floor of the measurement. Thus, the reverberation tail was suppressed from 400 ms onwards, using a determined average BRIR decay rate between 100 and 300 ms, separately at both center frequencies. The BRIRs with the suppressed tails continue to decrease in level below −90 dB from the direct sound. The decay rate

![Figure 1: Subject IA, measured BRIRs: a) 4 ms of the BRIRs plotted along with HRIRs, b) measured and suppressed time decays of the BRIRs at 1 kHz for the contralateral ear (90° of azimuth), c) the direct sound (< 3 ms) from the BRIRs and the HRTFs in the frequency domain, and d) third-octave-band levels for the early part (from 3 to 50 ms) of the BRIR decay for three incidences (0°, 90° and 180° of azimuth).](image-url)
(see the time at −60 dB from the maximum level in Fig. 1b) is in good agreement with the estimated reverberation time at 1 kHz in Table I.

In panel 'c)' of Fig. 1, the frequency responses of the direct part of the BRIRs are contrasted with the HRTFs in the frequency domain, similarly as for the time domain in panel 'a)'. The agreement between the BRIRs and the HRTFs is good, even though some deviations at low frequencies can be seen. Note that in HRTF computations the DC value is set to unity, whereas for BRIRs, uncertainties, caused by a poor SNR at low frequencies, remain. As with HRTFs, large interaural differences are obtained in the direct part of the BRIRs.

In panel 'd)' of Fig. 1, the early reflections (from 3 to 50 ms after the direct sound) are plotted on third-octave bands for three incidence angles, where the ears of the listener were in different positions in the room. This panel shows that the early reflections in the room give an increase of roughly 5 dB to the at-ear signals, and more importantly, confirms the reflections to be fairly independent of the sound incidence angle. This is also the case for sounds arriving later (after 50 ms), since the sound field becomes more and more diffuse with time. Thus, the aim of having fairly constant reverberation, while still obtaining changes in the direct sound comparable to the HRTFs, seems to have been achieved in the present stimulation.

D. Procedure

In an attempt to compare the present results with earlier studies using the same listeners, the listening-test procedure was largely as reported in Sivonen et al. (2005) and Sivonen and Ellermeier (2006a).

The listeners’ task was to compare the loudness of a sound with a given frequency content (Experiment 1: pink noise, Experiment 2: 1 or 5 kHz narrow-band noise) synthesized with one of the comparison incidence angles (30°, 60°, 90°, 135° or 180° of azimuth) to the same sound with frontal incidence, i.e., 0° of azimuth. The loudness matches with the frontal reference were obtained in an adaptive, two-interval, two-alternative, forced-choice procedure.

In each trial, the listeners were played back a pair of sounds, the frontal reference and a comparison in a randomized order, and they had to judge which of the two sounds was louder. If the comparison was judged louder its level was decreased by a given amount, whereas if the reference was judged louder the level of the comparison was increased by the same amount. The initial step size of such an adaptive track was 4 dB before the second reversal in the listener’s judgments and 1 dB for the rest of the track. A schematic of the setup for obtaining the loudness matches is plotted in Fig. 2.

Figure 2: A schematic of the experimental setup for obtaining directional loudness matches. 0° is the frontal loudness reference (REF), while the other incidence angles serve as comparison (COMP) directions, the sound pressure levels (ΔL_p) of which are adjusted in the listening-test procedure.

In one adaptive track, eight reversals were obtained, of which the last six were used in estimating the loudness match. Eight replications of each factorial combination of stimulus frequency and incidence angle were collected for each listener. Half of the replications started +10 dB and the other half −10 dB from the level of the frontal reference. In Experiment 2, the listeners had to match also the frontal reference to itself, as an indication of the baseline variability of the loudness matches.

The order of the adaptive tracks (stimulus frequency, incidence angle and starting level) was randomized within one set of replications. The tracks were divided in blocks of eight and interleaved within a block, one 1-hour listening session consisting of maximum of four blocks, each lasting approximately 10 mins. All listeners participated in Experiment 1 first and then in Experiment 2. The total duration was 6 h, including the BRIR- and PTF-measurement sessions.

III. RESULTS

In both Experiments 1 and 2, loudness matches with the frontal reference were obtained for five incidence angles in the horizontal plane. Thus,
Directional loudness sensitivity (dB) vs. Azimuth (°)

Figure 3: Results of Experiment 1: Individual directional loudness sensitivities (in dB) ±95-% confidence intervals in the left hemisphere of the horizontal plane for anechoic pink-noise stimuli, obtained from five listeners.

The raw data are the relative sound pressure levels each synthesized sound source would have to be set to, in order to be perceived equally loud as the reference. The inverses of these gain adjustments were termed directional loudness sensitivities, in agreement with earlier studies, a positive value denoting a direction which is perceived louder than the frontal reference.

A. Experiment 1: Wideband noise

Individual directional loudness sensitivities for the wideband, pink-noise stimulus are plotted in Fig. 3 for all five listeners. The data show that loudness is not constant as a function of incidence angle: for 16 out of 25 data points in Fig 3, do the 95-% confidence intervals not cover the 0-dB line denoting the level of the frontal reference for the directional loudness matches.

In order to inspect the significance of the observed directional loudness sensitivities, a one-factor (namely, incidence angle) repeated-measures analysis of variance (ANOVA), with the listener as a random factor, was performed. The ANOVA returned a significant effect of incidence angle \[ F(4,16) = 26.63; p < 0.001 \], confirming, in addition to what was observed in Fig. 3, that loudness is dependent on the angle of incidence for the wideband stimulus. Also, the interaction between incidence angle and listener was significant \[ F(16,175) = 2.59; p = 0.001 \], revealing statistically significant individual differences in the listeners’ directional loudness matches.

B. Experiment 2: Reverberant stimuli

Individual directional loudness sensitivities for the reverberant narrow-band stimuli at the two center frequencies are plotted in Fig. 4. The directional effect at 1 kHz is smaller than what was observed in Experiment 1: Most of the data vary within ±1 dB, from the 0-dB line, and only for 9 out of 30 data points do the 95-% confidence intervals not cover the 0-dB line. Due to the smaller spread of the individual data, the comparison between listeners is more difficult than in Experiment 1 (see Fig. 3), although, again the data for subject WE display the highest directional loudness sensitivities for the comparison incidence angles. All listeners were able to match the frontal source to itself, as seen in the 0-dB (i.e., identity) outcome for the left-most data point in Fig. 4.

At 5 kHz, however, the data vary over a larger range of approximately 6 dB, and in all but one case the 95-% confidence intervals do not cover the 0-dB line. The individual differences are also larger in magnitude, even though for all listeners except subject WE, the shapes of the curves as a
Figure 4: Results of Experiment 2: Individual directional loudness sensitivities (in dB) ±95%-% confidence intervals in the left hemisphere of the horizontal plane for reverberant narrow-band stimuli, obtained from five listeners.
function of incidence angle are quite similar.

Performing a two-factor (incidence angle × center frequency) ANOVA on the data of Experiment 2 returned a significant two-way interaction between incidence angle and center frequency \( F(4, 16) = 15.78; p < 0.001 \). This implies that the shapes of the directional loudness-sensitivity curves are different at the two center frequencies, see Fig. 4. Furthermore, the interaction between incidence angle, center frequency and listener \( F(16, 350) = 4.95; p < 0.001 \), revealed statistically significant individual differences for the matches of the reverberant stimuli, similarly as for the wideband stimuli of Experiment 1.

IV. DISCUSSION

Sound incidence angle had an effect on loudness both for the anechoic, wideband noise of Experiment 1 and the reverberant, narrow-band stimuli of Experiment 2. The directional loudness sensitivities derived from the loudness matches also exhibited considerable dependency on the individual listener.

The sound sources in the present study were synthesized with a flat frequency response, and calibrated so that the same sound pressure would be measured in the center position of the listening-test setup for all incidence angles \( p_1 \), in the absence of a listener, see Möller et al., 1995). The listeners then adjusted the relative levels of the comparison incidence angles, matched for equal loudness with the frontal reference. Due to the calibration of the \( p_1 \) pressure to be constant over incidence angles, a monophonic measurement would fail to predict the observed directional loudness matches, and reasons for the matches must be inspected from the binaural at-ear exposure.

A straightforward approach is thus to analyze the directional changes in the at-ear exposures and relate them to the directional loudness sensitivities, as had been done in the earlier directional-loudness investigation (Sivonen and Ellermeier, 2006a). In the present study, the HRTFs and BRIRs, as measured at the blocked entrance to ear canal \( p_2 \), see Möller et al., 1995), were used in the stimulation. These measurements of individual HRTFs and BRIRs were utilized in determining the exposures at each listeners ears for Experiment 1 with anechoic wideband stimuli and for Experiment 2 with reverberant narrow-band stimuli, respectively.

A. Experiment 1

1. Considerations for stimuli

The spectral bandwidth of a stimulus has been shown to affect perceived loudness, a phenomenon which is known in the literature as the spectral summation of loudness (Zwicker and Fastl, 1999). Loudness models (e.g. Moore et al., 1997) have been developed to account for this summation of loudness across critical bands. Since wideband stimuli were used in Experiment 1, the spectral summation of loudness could not be omitted in the analysis. Therefore, the at-ear exposures must be utilized as loudness values in sones, rather than acoustical measures of sound pressure level, as had been done in Sivonen and Ellermeier (2006a) for the narrow-band stimuli.

Furthermore, for each subjective data point in Figs. 3 and 4, two at-ear exposure values, one for each ear, are determined. Thus the binaural loudness summation of the left- and right-ear exposure to a single binaural percept must also be considered when predicting the subjective data.

2. Modeling

The loudness model by Moore et al. (1997) was utilized in the present analysis, with two different predictions of binaural loudness summation between the two ears:

(1) The first prediction is a power-summation\(^3\) model, favored in the analysis of Sivonen and Ellermeier (2006a) in a directional sound field. In this prediction, a binaural power sum of the linear left- and right-ear magnitude HRTF spectra with a given frequency resolution is first determined. Then the power sum is converted to the corresponding diotic (i.e., with the same signal at both ears) stimulation by halving the summed power. Finally, this (diotic) signal is utilized for loudness computations. For details of the power-summation model, see Sivonen and Ellermeier (2006b).

(2) The second prediction is a loudness-summation model, where loudness is computed separately for the left- and right-ear signals and binaural loudness determined as an arithmetic mean of the left- and right-ear sone values. This manner of summation is supported by some headphone studies on binaural loudness (e.g., Marks, 1978), and is implemented in Moore et al. (1997) and Tuomi and Zacharov (2000).

In order to predict loudness from at-ear exposures, the loudness model by Moore et al. (1997)
allows substitution of the HRTF-filtering stage of the model by a measured at-ear exposure, utilizing ear-drum pressures \((p_d)\) for loudness computations. Since the individual HRTFs (and the BRIRs) of the present study were measured at the blocked entrance to the ear canal \((p_2)\), a direction-independent transfer from the blocked entrance to the ear-drum (mean \(p_4/p_2\)) was adopted from Fig. 13 in Hammershøi and Møller (1996). For the two predictions of binaural loudness summation (power and loudness sum), individual loudness matches were then obtained by varying the \(p_4\) pressure so that the difference in sones between the frontal reference and each comparison incidence was minimized, based on the individual HRTF effects on the left- and right-ear \(p_4\) pressures.

3. Outcome

In Fig. 5, the two predictions are plotted along with the obtained directional loudness sensitivities (of Fig. 3) in individual panels for each listener and a mean across listeners. As was the case for the subjective data, the predicted loudness matches were converted to directional loudness sensitivities by inverting them. Even though the predictions deviate from one another by a maximum of 2 dB, the order is the same in all panels of Fig. 5: The power sum is always above the loudness sum prediction, due to the fact that in a power sum the ear with the higher SPL is emphasized more, while in a loudness sum the ear with the lower SPL has a relatively large effect on binaural loudness. A more detailed discussion concerning different binaural summation models can be found in Sivonen and Ellermeier (2006a).

The power sum yields a considerably better prediction of the subjective data. For subjects IA and RB, and partly for subject WS, the agreement between the actual data and the power-sum prediction is fair. For subjects SC and WE, neither prediction aligns with the subjective data, although for subject SC, the loudness sum is somewhat closer. However, when inspecting the mean data obtained by averaging third-octave-band HRTFs across listeners for the two predictions and the mean directional loudness sensitivities, the power-sum prediction is clearly favored for the anechoic wideband stimuli (see the lower-right panel in Fig. 5). Note that this was also the case for anechoic narrow-band stimuli in Sivonen and Ellermeier (2006a).

B. Experiment 2

1. Considerations for stimuli

For Experiment 2, reverberant, narrow-band stimuli were used. The mean directional loudness sensitivities, averaged across the five listeners, are plotted for comparison in Fig. 6, for anechoic (Sivonen et al., 2005) and reverberant (present study) stimuli. In both studies, the stimuli were presented via individual binaural synthesis, the only difference being that for the present data, the sounds included fairly constant reverberation \((\text{RT} \approx 0.5 \text{ s})\) as a function of incidence angle.

The directional effect is smaller for the reverberant stimuli, the mean loudness data being close to 0-dB at 1 kHz, while at 5 kHz, the effect size is roughly halved compared to the anechoic case, see Fig. 6. This discrepancy between center frequencies can be explained by the measured room-acoustics parameters in Table I: The balance between direct and reverberant energy \((C_3)\) reveals the sound field at 1 kHz to be dominated by reverberation, while at 5 kHz the direct and reverberant energy are fairly equal. Thus, the changes in the direct sound, as a function of the listener’s orientation relative to the sound source, were more likely to affect loudness at the higher center frequency. Furthermore, as reported in Sivonen and Ellermeier (2006a), the directional effect on loudness is larger at higher center frequencies, which can be explained by the respective changes in HRTFs. Finally, the error bars in Fig. 6 denote smaller variation between listeners for the present data, due to the room reverberation being the same for all listeners, whereas in Sivonen et al. (2005) with (pure, anechoic) HRTFs the individual differences were more pronounced.

2. Modeling

In order to inspect the effect of the BRIRs on the obtained directional loudness sensitivities on an individual basis, third-octave-band, left- and right-ear sound pressure levels were computed from the stimuli convolved with the BRIRs for each listener, incidence angle and center frequency. The at-ear SPLs were then normalized to those of the frontal reference, separately for the left and the right ears.

Then, a power-sum prediction was computed from the left- and right-ear SPLs, also normalized to the frontal reference. Note that this prediction is based on a summation of at-ear SPLs, which was fairly successful for the an anechoic, narrow-band
Figure 5: Modeling Experiment 1: Directional loudness sensitivities (in dB) ±95%-confidence intervals for the anechoic wideband (pink-noise) stimuli, plotted along with predictions based on a binaural power sum and loudness sum for the five individual listeners and a mean across listeners.
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Figure 6: Effect of reverberation on directional loudness: Mean directional loudness sensitivities ±95%-confidence intervals of the means, obtained in individual binaural synthesis from five listeners for anechoic (Sivonen et al., 2005) and reverberant (Experiment 2) narrow-band stimuli.

Figure 5 shows that the prediction based on a loudness summation is below the measured data, and also the power-summation prediction. In Sivonen and Ellermeier (2006a) this was reported to be due to the loudness summation overestimating the effect of the (ipsilateral) ear having the lower exposure (in dB SPL) when combining the exposures at the two ears for binaural loudness. Here, the same reasoning can be used, although plotting the at-ear exposure in dB SPL along with the subjective data is not meaningful, due to the wideband nature of the stimuli. A binaural power sum, however, gives more emphasis on the ear having the higher exposure, and thus arrives at predictions above those of the loudness summation.

To sum up, computing a power sum of the HRTF magnitude spectra, converting that sum to the corresponding diotic spectrum, and only then utilizing this at-ear spectrum for loudness computations (according to the binaural power-summation model, see Sivonen and Ellermeier,
Figure 7: Modeling Experiment 2, 1 kHz: Individual directional loudness sensitivities (DLS) ±95-% confidence intervals for five listeners, and a mean across listeners, plotted along with the effective changes in the left- and right-ear SPLs, and a prediction based on a binaural power sum.
Figure 8: Modeling Experiment 2, 5 kHz: Individual directional loudness sensitivities (DLS) ±95-% confidence intervals for five listeners, and a mean over listeners, plotted along with the effective changes in the left- and right-ear SPLs, and a prediction based on a binaural power sum.
2006b) gives a good prediction of the directional loudness matches for the wideband stimuli.

When the sound field is reverberant, the exposure differences between directions, and between the two ears, are smaller than those of the anechoic case, due to the diffuseness of the reverberation. Despite the reverberation in the stimuli, a quantifiable, statistically significant effect of direction on loudness was observed in the present study. Therefore, these results do not support the phenomenon of loudness constancy. In Zahorik and Wightman (2001) (the source) loudness was reported to be constant for various sound-source distances in a reverberant room, irrespective of profound changes in at-ear exposure. This observation of constancy could be due to instructing listeners to focus on the source loudness, whereas in the present series of experiments (Sivonen et al., 2005; Sivonen and Ellermeier, 2006a,b, present study), no such instructions, possibly biasing listeners, were given.

The small exposure differences between the two ears for the reverberant stimuli are not optimal for the purpose of modeling binaural loudness summation. The closer to diotic the stimulation is, the less the summation method plays a role for binaural loudness matches, since the same binaural advantage is present both for the reference and the comparison (a more detailed discussion is found in Sivonen and Ellermeier, 2006a). The present results for reverberant sounds, however, agree well with the binaural power summation, a model which is based on anechoic stimuli with larger exposure differences between the two ears (Sivonen and Ellermeier, 2006a).

All in all, the present results, obtained using stimuli which resemble real-life sounds more than the anechoic, narrow-band stimuli used in Sivonen and Ellermeier (2006a), corroborate the validity of binaural power summation for spatial, directional sounds.

V. CONCLUSION

The effect of sound incidence angle on loudness was investigated for wideband and reverberant sounds. The results for both types of sounds showed that loudness is not constant over incidence angles, and the directional loudness matches exhibit considerable dependence on the listener. These idiosyncrasies could, however, largely be accounted for by determined individual at-ear exposures. A binaural power-summation model yielded a fair prediction of the obtained directional loudness data, and was clearly favored over a perfect summation of loudness in sones between the two ears, as commonly used. The present results thus suggest adjustments to the modeling of binaural loudness summation for spatial sounds.
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Notes

1 An omni-directional sound source should be used for room-acoustics measurements. Even though this is not the case for the loudspeakers, its on-axis frequency response has roughly the same magnitude at 1 and 5 kHz.

2 Note that when rotating the listener, the measurement positions at the ears move along the perimeter of the head. Assuming that the sound field is uniform in the at-ear plane and the reverberant sound is diffuse, the rotation will not affect the reverberation at the listener’s ears.

3 Note that a power summation of the sound pressures corresponds to a 3-dB summation rule of sound pressure levels, as proposed in Sivonen and Ellermeier (2006a).
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Appendix: Extended discussion of individual differences

This appendix investigates whether the dispersion in the individual directional loudness sensitivities of [M1] and [M4] could be accounted for by differences in the listeners' loudness functions. First, individual loudness functions as typically found in the literature are presented. Then, these individual functions are used in predicting directional loudness sensitivities and finally, interindividual standard deviations of the predicted sensitivities are compared with data obtained from listeners.

Individual loudness functions

The loudness function of a binaurally presented 1-kHz pure tone, as perceived by an average listener, can be approximated by (Scharf, 1978):

\[ N_b = k_b (p - p_{\text{th} b})^{\beta_b}, \]  

(1)

where \( N_b \) is loudness, \( k_b \) is a constant, \( p \) and \( p_{\text{th} b} \) are the (linear) sound pressure and the hearing threshold in \( \mu \text{Pa} \), respectively, and \( \beta_b \) the exponent determining the slope of the function. Subscript \( b \) stands for binaural values.

Data averaged across listeners have suggested a value of 0.6 for \( \beta \) (for a review, see Scharf, 1978). However, sizeable individual differences in the slope of the function have been reported, e.g., by Stevens and Guirao (1964) using loudness scaling, and by Collins and Gescheider (1989) using scaling and in addition, correcting for the individual slopes by cross-modality matching (CMM). These individual differences, obtained for a 1-kHz pure tone, are listed in Table 1, denoted as listener-specific exponents \( \beta \).

The range of individual variation in the exponents obtained by scaling (see columns 'ME/MP' and 'AME' in Table 1) is almost threefold for the data reported by Stevens and Guirao (1964), and almost fivefold for these reported by Collins and Gescheider (1989). Since loudness scaling is susceptible to various numerical response biases (for a discussion, see section 1.2.1), non-auditory factors may be confounded with the loudness sensation in these exponents. The variation in the exponents is markedly reduced to a range from 0.49 to 0.74, when corrected for via cross-modality matching between loudness and apparent line length (see column 'CMM corr.' in Table 1). Thus corrected for, the exponents supposedly describe more accurately the "true" growth of loudness and rule out individual differences concerning the usage of scales and numbers. Note that the mean data are close to the value of 0.6.

The effect of changing the exponent \( \beta \) in the 'standard' loudness function of Eq. 1 is illustrated in Fig. 1a, using the range reported by Stevens and Guirao (1964) and the CMM-corrected range by Collins and Gescheider (1989) (the thin solid and the thick dashed lines in Fig. 1a, respectively). Sizable differences in the slopes of the functions can be observed, even for the reduced range of the CMM-corrected exponents.

Given the considerable range of individual exponents in Table 1, implying vastly different loudness-vs-SPL functions, could this dispersion be responsible for the interindividual variation of the directional loudness matches, obtained in [M1] and [M4] for anechoic, narrow-band noises at 1.0 and 5.0 kHz?
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Table 1: Exponents ($\beta$) of individual loudness functions, obtained in two investigations via (1) a ‘hybrid’ method of magnitude estimation and production (ME/MP), and (2) the method of absolute magnitude estimation (AME), as well as correcting for numerical biases by cross-modality matching (CMM). The minimum and maximum values of each column are in boldface.

<table>
<thead>
<tr>
<th>Subj.</th>
<th>ME/MP</th>
<th>Subj.</th>
<th>AME</th>
<th>CMM corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>PK</td>
<td>1.1</td>
<td>A</td>
<td>1.5</td>
<td>0.55</td>
</tr>
<tr>
<td>BS</td>
<td>0.99</td>
<td>B</td>
<td>0.70</td>
<td>0.54</td>
</tr>
<tr>
<td>HR</td>
<td>0.98</td>
<td>C</td>
<td>0.69</td>
<td>0.60</td>
</tr>
<tr>
<td>SS</td>
<td>0.92</td>
<td>D</td>
<td>0.54</td>
<td>0.58</td>
</tr>
<tr>
<td>TI</td>
<td>0.85</td>
<td>E</td>
<td>0.49</td>
<td>0.53</td>
</tr>
<tr>
<td>MW</td>
<td>0.80</td>
<td>F</td>
<td>0.44</td>
<td>0.51</td>
</tr>
<tr>
<td>LD</td>
<td>0.73</td>
<td>G</td>
<td>0.62</td>
<td>0.74</td>
</tr>
<tr>
<td>LM</td>
<td>0.73</td>
<td>H</td>
<td>0.49</td>
<td>0.58</td>
</tr>
<tr>
<td>DD</td>
<td>0.56</td>
<td>I</td>
<td>0.46</td>
<td>0.63</td>
</tr>
<tr>
<td>LF</td>
<td>0.44</td>
<td>J</td>
<td>0.42</td>
<td>0.64</td>
</tr>
<tr>
<td>EG</td>
<td>0.40</td>
<td>K</td>
<td>0.31</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>0.37</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Mean 0.77 0.58 0.59

* Values originally reported for intensity ($I \propto p^2$), hence, multiplied here by 2.

Figure 1: a) Loudness functions with different exponents $\beta$. (b) Monaural and binaural loudness functions ($N_m$ and $N_b$, respectively). See text for details.
### Table 2: Third-octave-band levels (L_p in dB SPL) for the generic HR TFs, for six incidence angles (azimuths φ) in the horizontal plane. These SPLs were converted to linear sound pressure (p in µPa) in the computations.

<table>
<thead>
<tr>
<th>φ</th>
<th>L_p left</th>
<th>L_p right</th>
<th>L_p left</th>
<th>L_p right</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>64.9</td>
<td>64.8</td>
<td>78.1</td>
<td>77.2</td>
</tr>
<tr>
<td>30°</td>
<td>67.7</td>
<td>60.2</td>
<td>82.1</td>
<td>69.2</td>
</tr>
<tr>
<td>60°</td>
<td>69.3</td>
<td>61.2</td>
<td>82.5</td>
<td>63.5</td>
</tr>
<tr>
<td>90°</td>
<td>69.9</td>
<td>63.5</td>
<td>82.2</td>
<td>55.2</td>
</tr>
<tr>
<td>135°</td>
<td>69.1</td>
<td>59.4</td>
<td>73.5</td>
<td>65.7</td>
</tr>
<tr>
<td>180°</td>
<td>66.1</td>
<td>66.2</td>
<td>72.1</td>
<td>70.6</td>
</tr>
</tbody>
</table>

### Predicting directional loudness sensitivities

To explore this possibility, the third-octave-band levels for the *generic* HR TFs of [M4] were utilized as input sound pressures at an overall level of 65 dB SPL, creating at-ear levels as listed in Table 2. Thus, any individual differences in at-ear sound pressures were disregarded, the emphasis being on the value of β, and its effect on the directional loudness sensitivities. In addition, since the growth of loudness with SPL is approximately equal at 1.0 and 5.0 kHz (see the equal-loudness-level contours in section 1.3), a frequency-independent exponent β was used.

In [M1] and [M4] for a given incidence angle, the sound pressures at the two ears typically differed from one another (p_left ≠ p_right). Thus, in order to compute loudness separately for the two ears, a monaural loudness function was defined as:

\[
N_m = k_m(p - p_{0m})^{\beta_m},
\]

where \(N_m\) is monaural loudness, \(k_m\) a constant, \(p\) and \(p_{0m}\) the (linear) sound pressure and the monaural hearing threshold in µPa, respectively, and \(\beta_m\) the exponent of the function. A monaural loudness function is illustrated in Fig. 1b, together with the binaural function.

Assuming that binaural loudness is a simple summation of the monaural loudness components (Marks, 1978), Eq. 1 for binaural loudness can be written as follows:

\[
N_b = N_{left} + N_{right} = k_{left}(p_{left} - p_{0left})^{\beta_{left}} + k_{right}(p_{right} - p_{0right})^{\beta_{right}}.
\]

Due to supra-threshold at-ear levels (see the levels of Table 2 and the shape of the functions in Fig. 1b), the left- and right-ear loudness functions can be assumed to be simple power functions. Thus, the sloping of the functions near the threshold can be omitted, i.e., the effect of \(p_0\) is negligible in Eq. 3. Furthermore, assuming that the two ears have the same "transducer sensitivity" (\(k_{left} = k_{right}\); which is inspected explicitly in [M3]), and that loudness grows with SPL at the same rate for each ear, as well as for monaural and binaural listening (\(\beta_b = \beta_{left} = \beta_{right}\)), Eq. 3 can be written with a single constant \(k_m\) and exponent \(\beta\) (for a discussion of these assumptions, see Marks, 1978):

\[
N_b = k_m p_{left}^\beta + k_m p_{right}^\beta = k_m(p_{left}^\beta + p_{right}^\beta)
\]

3
Eq. 4 was then utilized for computing binaural loudness and predicting directional loudness sensitivities (DLS) for various exponents $\beta$. This was achieved by finding the relative levels ($L$, in 0.1-dB resolution) the comparison directions had to be set to, to minimize the absolute difference between the loudness prediction for the frontal reference ($ref$) direction and a comparison ($comp$) direction at a given azimuth $\phi$. These predictions were made using Eq. 5, separately at the two center frequencies ($f_c$):

$$DLS(\beta, \phi, f_c) = \min_L |N_{b_{comp}}(\beta, \phi, f_c, L) - N_{b_{ref}}(\beta, f_c)|$$

Note, that this approach was similar to the one taken in [M1] and [M5], when utilizing the loudness model by Moore et al. (1997) for predicting directional loudness.

### Interindividual standard deviations

To get a fair picture of the variability to be expected on the basis of different psychophysical loudness functions, the entire samples of exponents found by Stevens and Guirao (1964) and Collins and Gescheider (1989), respectively, were used in making predictions. Directional loudness sensitivities were predicted using Eq. 5 for each of the individual values of $\beta$ obtained (1) by mere scaling (Stevens and Guirao, 1964, $n = 11$) and (2) by cross-modality matching (Collins and Gescheider, 1989, $n = 12$), see the values in the left- and right-most columns of Table 1 and the slopes plotted in Fig. 1a. The interindividual means and standard deviations of the predictions were then computed, and contrasted with the corresponding loudness matching data obtained from the listeners participating in the present set of experiments [M1 & M4]. While there were differences between the means of the data sets, this discussion will focus on the interindividual standard deviations only.

The interindividual standard deviations are listed in Table 3, for the two center frequencies (1 and 5 kHz) and five incidence angles in the horizontal plane, each row being assigned to a data set: The three top rows are the interindividual standard deviations for the subjective data of [M1] for eight listeners in a real sound field, and of [M4] for five expert and ten naïve listeners using binaural synthesis based on generic HRTFs. The two bottom rows are the predictions made using vastly different loudness functions. For all data sets, the deviations are larger at the higher center frequency, and they reach their maxima at an azimuth of 90°, where the interaural level difference also is the greatest (see Table 2).

The interindividual standard deviations obtained by the predictions for various exponents are generally small compared to the subjective data, see the two bottom rows in Table 3. The predicted deviations are the largest for the 90° azimuth at 5 kHz. However, when corrected for biases (Collins and Gescheider, 1989), the predicted standard deviation is less than 25% of the deviation found in the actual data. It thus seems, that the variation in the exponent of individual loudness functions, especially when corrected for biases (see the dashed lines of Fig. 1), can not explain the distribution of directional loudness sensitivities as obtained from the listeners’ responses.

In obtaining the subjective data of [M4], the directional, physical differences between listeners were minimized by the use of generic HRTFs. When comparing with [M1], where an addi-
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Table 3: Interindividual standard deviations (in dB) of directional loudness sensitivities, obtained via loudness matching from a number of listeners, and predictions made with different loudness exponents. See text for details.

<table>
<thead>
<tr>
<th></th>
<th>1 kHz</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>5 kHz</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30°</td>
<td>60°</td>
<td>90°</td>
<td>135°</td>
<td>180°</td>
<td>30°</td>
<td>60°</td>
<td>90°</td>
<td>135°</td>
<td>180°</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intramodal matching</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[M1] Real sound field</td>
<td>8</td>
<td>0.7</td>
<td>0.9</td>
<td>1.0</td>
<td>0.9</td>
<td>1.0</td>
<td>1.4</td>
<td>1.4</td>
<td>2.7</td>
<td>2.5</td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[M4] Gen. HRTF, exp.</td>
<td>5</td>
<td>0.4</td>
<td>0.9</td>
<td>1.3</td>
<td>1.2</td>
<td>1.0</td>
<td>1.6</td>
<td>1.8</td>
<td>2.4</td>
<td>2.2</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[M4] Gen. HRTF, naï.</td>
<td>10</td>
<td>0.9</td>
<td>1.0</td>
<td>0.7</td>
<td>1.2</td>
<td>0.6</td>
<td>1.6</td>
<td>1.9</td>
<td>2.2</td>
<td>1.1</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predictions from scaling</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual exponents</td>
<td>11</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.0</td>
<td>0.5</td>
<td>0.9</td>
<td>1.4</td>
<td>0.2</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected for biases</td>
<td>12</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.1</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Additio nal interindividual variation was caused by the fact that the at-ear signals were due to the listeners’ individual physical obstruction in the sound field, the use of generic HRTFs does not seem to have reduced the interindividual variation, see Table 3. Possibly, additional cognitive variations may have been involved when using non-individual HRTFs, creating directional cues which the listener may not be used to.

It is worth noting that the interindividual standard deviations in the subjective data of Table 3 are small compared to other loudness matching studies, where values on the order of 4 dB, or larger, have been reported (Robinson and Dadson, 1956; Buus et al., 1997; Verhey and Kollmeier, 2002). However, a direct comparison between studies may not be justified, as the loudness is being matched by controlling different physical dimensions (spatial location vs. spectrum or duration), possibly having very different effects on the variability of loudness matches.
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