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ABSTRACT

Acoustic feedback is a well-known problem in hearing aids, which is caused by the undesired acoustic coupling between the loudspeaker and the microphone. Acoustic feedback limits the maximum amplification that can be used in the hearing aid without making it unstable. The goal of adaptive feedback cancellation (AFC) is to adaptively model the feedback path and estimate the feedback signal, which is then subtracted from the microphone signal. The main problem in identifying the feedback path model is the correlation between the near-end signal and the loudspeaker signal, which is caused by the closed signal loop. A possible solution to this problem is to use the prediction error method (PEM)-based AFC with a linear prediction (LP) model for the near-end signal. In this paper, a modification to the PEM-based AFC is presented where the LP model is replaced by a sinusoidal near-end signal model. More specifically, it is shown that using frequency estimation techniques to estimate the sinusoidal near-end signal model improves the performance of the PEM-based AFC compared to using a LP model. Simulation results for a hearing aid scenario indicate a significant improvement in terms of misadjustment and maximum stable gain increase.

Index Terms— Adaptive Feedback Cancellation, Frequency Estimation, Decorrelation, Hearing Aids.

1. INTRODUCTION

Acoustic feedback is a well-known problem in hearing aids, which is caused by the undesired acoustic coupling between the loudspeaker and the microphone. Acoustic feedback limits the maximum amplification that can be used in a hearing aid if howling, due to instability, is to be avoided. In many cases this maximum amplification is too small to compensate for the hearing loss, which makes feedback cancellation algorithms an important component in hearing aids.

The goal of adaptive feedback cancellation (AFC) is to adaptively model the feedback path and estimate the feedback signal, which is then subtracted from the microphone signal. The main problem in identifying the feedback path model is the correlation between the near-end signal and the loudspeaker signal, which is caused by the closed signal loop. This correlation problem causes standard adaptive filtering algorithms to converge to a biased solution. The challenge is therefore to reduce the correlation between the near-end signal and the loudspeaker signal. Typically, there exist two approaches to this decorrelation [1], i.e., decorrelation in the closed signal loop and decorrelation in the adaptive filtering circuit. Recently proposed methods for decorrelation in the closed signal loop consist in the insertion of all-pass filters [2] in the forward path of the hearing aid or in clipping [3] of the feedback signal arriving at the microphone. Alternatively, an unbiased identification of the feedback path model can be achieved by applying decorrelation in the adaptive filtering circuit, i.e., by first prefiltering the loudspeaker and microphone signals with the inverse near-end signal model before feeding these signals to the adaptive filtering algorithm [4], [5]. The near-end signal model and the feedback path model can be jointly estimated using the so-called prediction error method (PEM). For near-end speech signals, a linear prediction (LP) model is commonly used in hearing aids [4]. For audio signals a cascade of a constrained pole-zero LP (CPZLP) model with a LP model has been proposed [5].

In this paper, the goal is to use a sinusoidal model for the near-end signal instead of a LP model in PEM-based AFC. The sinusoidal near-end signal model can be fitted into the prediction error framework by exploiting LP properties of sinusoidal signals [6]. In [7] a frequency estimation method is proposed that is based on CPZLP, which is used as the near-end signal model. The frequencies are then suppressed by using notch filters implemented as second-order pole-zero filters. In this paper, the CPZLP is replaced by fundamental frequency estimation methods based on subspace shift-invariance and subspace orthogonality, and optimal filtering [8]. The sinusoidal components are then suppressed by a cascade of notch filters centered at the frequencies of the sinusoidal components that are here assumed to be integer multiples of a fundamental frequency. The different PEM-based AFC algorithms are compared using speech signals in a hearing aid configuration. The AFC performance is evaluated in terms of maximum stable gain (MSG), misadjustment and sound quality.

The paper is organized as follows. Section 2 describes the adaptive feedback cancellation concept. In section 3, the concept of using a sinusoidal near-end signal model is explained. Section 4 describes the different frequency estimation methods used. In Section 5, simulation results are presented. The work is summarized in Section 6.

2. ADAPTIVE FEEDBACK CANCELLATION

The adaptive feedback cancellation concept is shown in Fig. 1. The microphone signal is given by

\[ y(t) = v(t) + x(t) = v(t) + F(q, t)u(t) \]  

(1)
A parametric method exploits the LP property of sinusoidal signals. In this paper, the goal is to use a sinusoidal model of the near-end signal instead of a LP model in PEM-based AFC. A particular class of parametric methods exploits the LP property of sinusoidal signals. It is known that a sum of $P$ sinusoids can be described exactly using an all-pole model of order $2P$, with mirror symmetric LP coefficients. However, it has been shown that the all-pole model is not exact when noise is added, and in this case a pole-zero model of order $2P$ should be used [6]. Still, by constraining the poles and zeros to lie on common radial lines in the $z$-plane, the number of unknown parameters in the pole-zero model can be limited to $P$ and the LP parameters can be uniquely related to the unknown frequencies [7].

The forward path $G(q, t)$ maps the microphone signal $y(t)$, possibly after AFC, to the loudspeaker signal $u(t)$. The concept of the AFC is to place an estimated finite impulse response (FIR) adaptive filter $\hat{F}$ in parallel with the feedback path, having the loudspeaker signal as input and microphone signal as the desired output. The feedback canceller $\hat{F}$ produces an estimate of the feedback signal $x(t)$ which is then subtracted from the microphone signal $y(t)$. The feedback-compensated signal is given by

$$d(t) = v(t) + [F(q, t) - \hat{F}(q, t)]u(t).$$  

The main problem in identifying the feedback path model is the correlation between the near-end signal and the loudspeaker signal, which causes standard adaptive filtering algorithms to converge to a biased solution. This means that the adaptive filter does not only predict and cancel the feedback component in the microphone signal, but also part of the near-end signal, which results in a distorted feedback-compensated signal $d(t)$. Alternatively, an unbiased identification of the feedback path model can be achieved by applying decorrelation in the adaptive filtering circuit, i.e., by first prefiltering the loudspeaker and microphone signals with the inverse near-end signal model before feeding these signals to the adaptive filtering algorithm. The near-end signal model and the feedback path model can be jointly estimated using the so-called prediction error method (PEM). For details on the PEM-based AFC we refer to [1], [4], [5].

### 3. Sinusoidal Near-End Signal Model

The near-end signal $v(t)$ and hence the feedback-compensated signal $d(t)$ are assumed to consist of a sum of real sinusoids and additive noise,

$$d(t) = \sum_{n=1}^{N} a_n \cos(\omega_n t + \phi_n) + r(t), \quad t = 1, \ldots, M$$  

with $a_n$ the amplitude, $\omega_n \in [0, \pi]$ the radial frequency, and $\phi_n \in [0, 2\pi]$ the phase of the $n$th sinusoid, and $r(t)$ the noise.

In this paper, the goal is to use a sinusoidal model of the near-end signal instead of a LP model in PEM-based AFC. A particular class of parametric methods exploits the LP property of sinusoidal signals. It is well known that a sum of $P$ sinusoids can be described exactly using an all-pole model of order $2P$, with mirror symmetric LP coefficients. However, it has been shown that the all-pole model is not exact when noise is added, and in this case a pole-zero model of order $2P$ should be used [6]. Still, by constraining the poles and zeros to lie on common radial lines in the $z$-plane, the number of unknown parameters in the pole-zero model can be limited to $P$ and the LP parameters can be uniquely related to the unknown frequencies [7].

The CPZLP model can be written as

$$d(t) = \left( \prod_{n=1}^{P} \frac{1 - 2 \cos \omega_n z^{-1} + z^{-2}}{1 - 2 \rho \cos \omega_n z^{-1} + \rho^2 z^{-2}} \right) e(t)$$  

where $\omega_n$ denotes the frequencies and $\rho$ the pole radius.

In case of colored noise in the sinusoidal near-end signal model, an additional prediction error filter can be cascaded with the CPZLP model. The former then predicts the noise components and the latter predicts the sinusoidal components in the near-end signal [5]. In this paper, a CPZLP model is used for the sinusoidal components and for the noise components a conventional all-pole model is chosen.

In [7] a frequency estimation method is proposed that is based on the CPZLP model, and applied to PEM-based AFC in [5]. In this paper, the CPZLP frequency estimation method is replaced by fundamental frequency estimation methods based on subspace shift-invariance and subspace orthogonality, and optimal filtering as described in [8]. The sinusoidal components are then suppressed by a cascade of notch filters centered at the frequencies of the sinusoidal components that are here assumed to be integer multiples of a fundamental frequency.

### 4. Sinusoidal Frequency Estimation

In this section, different methods to estimate the sinusoidal frequencies are briefly introduced and further details can be found in [7] [8]. In several of the methods, namely those based on pitch estimation [8], it is assumed that the sinusoids are having frequencies that are integer multiples of a fundamental frequency $\omega_0$, i.e., $\omega_n = n\omega_0$. This follows naturally from voiced speech being quasi-periodic. This assumption is not made in the CPZLP method where all the frequencies are estimated independently.

#### 4.1. CPZLP Based Frequency Estimation

The CPZLP minimization criterion is given by

$$\min_\omega V(\omega) = \min_\omega \frac{1}{M} \sum_{t=1}^{M} e^2(t, \omega)$$  

with the residual signal defined as the output from the prediction error filter

$$e(t, \omega) = \left( \prod_{n=1}^{P} \frac{1 - 2 \cos \omega_n z^{-1} + z^{-2}}{1 - 2 \rho \cos \omega_n z^{-1} + \rho^2 z^{-2}} \right) d(t)$$  

and $\omega = [\omega_1 \ldots \omega_P]^T$. The CPZLP minimization in (5)-(6) can be solved in a decoupled fashion, using an iterative line search optimization [7].

#### 4.2. Subspace-orthogonality-based Pitch Estimation

The idea behind subspace methods is to divide the full space into a signal subspace containing the signal of interest and its orthogonal complement, the noise subspace. The subspace orthogonality method is based on the observation that the sinusoids in (3) are all orthogonal to the noise subspace. The covariance matrix of the observed signal in (3) can be shown to be

$$R = E(\hat{d}(t)\hat{d}^H(t))$$  

where $(\cdot)^H$ denotes Hermitian transpose and $\hat{d}(t)$ is a vector containing $M$ consecutive samples of the analytical counterpart of the feedback-compensated signal $d(t)$ [8]. Furthermore, $Z$ is a Vandermonde matrix containing the sinusoids of the model in (3), and $P$ is the covariance matrix of the amplitudes, which can be shown to be diagonal under certain conditions. Finally, $\sigma^2$ denotes the variance of the additive noise, and $I$ is the identity matrix. In the presence of colored noise, it is required that pre-whitening is applied, as the model in (8) would otherwise be invalid. Exploiting the fact that the
noise subspace eigenvectors $G$ are orthogonal to the columns of the matrix $Z$, it follows that the fundamental frequency $\omega_0$ can be estimated as

$$\omega_0 = \arg\min_{\omega_0} ||Z^H G||^2_F,$$

(9)

where $Z$ depends on $\omega_0$. More specifically, the matrix $G$ is constructed from the $M - 2P$ least significant eigenvectors of $R$.

4.3. Subspace-shift-invariance based pitch estimation

The next method is based on a particular property of the signal subspace generated by signals as in (3), namely the shift-invariance property. The signal subspace is spanned by the columns of the matrix $S$ formed from the $2P$ most significant eigenvectors of $R$. Two matrices $S$ and $\tilde{S}$ are constructed by removing the last and first row of the matrix $S$ which can be shown to be related by a linear transform as $\tilde{S} = SE$. The problem of finding the fundamental frequency can then be seen as a fitting problem, i.e.,

$$\tilde{S} \approx SQDQ^{-1},$$

(10)

where $\tilde{D} = \text{diag} \left( [e^{j\omega_0}, \ldots, e^{j\omega_{M-1}}] \right)$ is a diagonal matrix containing the unknown fundamental frequency. The matrix $Q$ contains the eigenvectors of the matrix $\tilde{S} = (S^H S)^{-1} S^H \tilde{S}$. The fundamental frequency can then be estimated as

$$\hat{\omega}_0 = \arg\min_{\omega_0} ||\tilde{S} - SQDQ^{-1}||^2_F,$$

(11)

which can be simplified significantly, as shown in [8].

4.4. Optimal-filtering-based pitch estimation

The final estimator is based on filtering of the feedback-compensated signal. The idea behind pitch estimation based on filtering is to find a set of filters that pass power undistorted at the harmonic frequencies $\omega_0 n$, while minimizing the power at all other frequencies. This filter design problem can be stated mathematically as

$$\min_h h^H R h \text{ s.t. } h^H z(\omega_0 n) = 1, \text{ for } n = 1, \ldots, P,$$

(12)

where $h^H$ is the length $M$ impulse response of the filter and $z(\omega) = [e^{-j\omega} \ldots e^{-j(M-1)\omega}]$. Using the Lagrange multiplier method, the optimal filters can be shown to be

$$h = R^{-1} Z (Z^H R^{-1} Z)^{-1},$$

(13)

with $1 = [1 \ldots 1]^T$. This filter is signal adaptive and depends on the unknown fundamental frequency. Intuitively, one can obtain a fundamental frequency estimate by filtering the signal using the optimal filters for various fundamental frequencies and then picking the one for which the output power is maximized, i.e.,

$$\hat{\omega}_0 = \arg\max_{\omega_0} 1^H (Z^H R^{-1} Z)^{-1} 1.$$  

(14)

This method has demonstrated to have a number of desirable features, namely excellent statistical performance and robustness towards periodic interference [8].

5. EVALUATION

Simulation results are presented in which different frequency estimation methods, namely CPZLP, subspace and optimal filtering methods, are compared in a PEM-based AFC approach with cascaded near-end signal models in a hearing aid setup. The near-end sinusoidal model order is set to $P = 15$ and the near-end noise model order is set to 30. Both near-end signal models are estimated using 50% overlapping data windows of length $M = 320$ samples. The NLMS adaptive filter length is set equal to the acoustic feedback path length, i.e., $n_F = 200$. The near-end signal is a 30 s speech signal at $f_s = 16$ kHz. The forward path gain $K(t)$ is set 3 dB below the maximum stable gain (MSG) without feedback cancellation. To assess the performance of the AFC algorithm the following measures are used. The achievable amplification before instability occurs is measured by the MSG, which is defined as

$$\text{MSG}(t) = -20 \log_{10} \max_{\omega \in [0,\omega_0]} |J(\omega, t)[F(\omega, t) - \hat{F}(\omega, t)]|,$$

(15)

where $J(q, t) = \frac{G(q, t)}{K(q, t)}$ denotes the forward path transfer function without the amplification gain $K(t)$, and $P$ denotes the set of frequencies at which the feedback signal $x(t)$ is in phase with the near-end signal $v(t)$. The misadjustment between the estimated feedback path $\hat{r}(t)$ and the true feedback path $r(t)$ represents the accuracy of the feedback path estimation and is defined as,

$$\text{MA_F} = 20 \log_{10} \frac{|\hat{r}(t) - r(t)|}{|r(t)|}.$$  

(16)

A frequency-weighted log-spectral signal distortion (SD) is used to measure the sound quality, defined as

$$\text{SD}(t) = \int_0^{10\text{ rad/s}} |S_d(f, t)|^2 \frac{S_d(f, t)}{S_n(f, t)} df$$

(17)

where $S_d(f, t)$ and $S_n(f, t)$ denote the short-term PSD of the feedback-compensated signal and the near-end signal, respectively, and $\frac{S_d(f, t)}{S_n(f, t)}$ is a frequency-weighting factor giving equal weight for each auditory critical band [9]. The integration in (17) is approximated by a summation over the DFT frequency bins and the mean value of the SD measure is used in the evaluation.

5.1. Simulation results

The instantaneous value of the MSG$(t)$ is shown in Fig. 2 for different stepsize $\mu$ and the corresponding misadjustment is shown in Fig. 3. The MSG$(t)$ curves have been smoothed with a one-pole low-pass filter to improve the clarity of the figures. The instantaneous value of the forward path gain $20 \log_{10} K(t)$ and the MSG without acoustic feedback control (MSG $F(t)$) are also shown. The AFC-LP is included as a reference since a single all-pole model is currently used in PEM-based AFC in hearing aids [4]. At some point the MSG in the AFC-LP decreases and even gets close to instability. Compared to the AFC-CPZLP, the MSG in this case seems to be more stable with an overall higher MSG compared to the AFC-LP even though the misadjustment is lower for AFC-LP. The benefit of AFC-CPZLP can be explained by the benefit of using a cascaded near-end signal model. A cascade of near-end signal models removes the coloring and periodicity (due to glottal excitation) in voiced speech segments. On the other hand, a single short-term predictor fails to remove the periodicity, which causes the loudspeaker signal still being correlated with the near-end signal during voiced speech.

The MSG is in general higher using AFC-shiftinv, AFC-orth and AFC-optitilt compared to the existing methods AFC-LP and AFC-CPZLP, which supports the conjecture that an accurate estimation of the near-end signal model results in a better decorrelation and hence an increase in MSG. Using lower stepsize shows a significantly better convergence behavior for AFC-shiftinv, AFC-orth and AFC-optitilt compared to AFC-CPZLP. From these results, it is clear that the frequency estimation methods have a great impact on the AFC performance. On the other hand, it is worth noting that the
choice of the stepsize seems to have a great impact on the convergence for AFC-shiftinv, AFC-orth and AFC-optfilt, whereas AFC-CPZLP seems to stabilize faster but at a larger error.

The sound quality in terms of distortion is shown Table 1, and amongst the PEM-based AFC algorithms, the AFC-shiftinv yields the lowest SD while still maintaining a MSG value comparable to AFC-orth and AFC-optfilt. The AFC-LP algorithm provides the best sound quality but this comes at the cost of poor MSG. In terms of sound quality, the SD measure shows that the distortion is highest when the CPZLP method is used.

### 6. CONCLUSION

In this paper, a sinusoidal near-end signal model is introduced instead of a linear prediction model typically used in PEM-based AFC. Furthermore, different frequency estimation methods in PEM-based AFC have been evaluated and compared in terms of achievable amplification, sound quality and misadjustment of the estimated feedback path. It is shown, that the performance of a PEM-based AFC with cascaded near-end signal models can be further improved by using pitch estimation methods where the sinusoidal frequencies are an integer multiple of a fundamental frequency, which is different compared to CPZLP where all frequencies are estimated. The pitch estimation methods considered here are based on subspace and optimal filtering. Overall the achievable amplification in terms of MSG is higher and the misadjustment is lower using subspace and optimal filtering methods. Since the sinusoidal near-end signal model cascaded with an all-pole model is able to whiten the near-end signal component in the microphone signal more effectively, a significant AFC performance improvement is obtained.

### 7. REFERENCES


