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DISCRETE DECOMPOSITION OF MIXED-NORM α-MODULATION

SPACES

MORTEN NIELSEN

Abstract. We study a class of almost diagonal matrices compatible with the mixed-
norm α-modulation spaces Ms,α

~p,q (R
n), α ∈ [0, 1], introduced recently by Cleanthous and

Georgiadis [Trans. Amer. Math. Soc. 373 (2020), no. 5, 3323-3356]. The class of almost
diagonal matrices is shown to be closed under matrix multiplication and we connect the
theory to the continuous case by identifying a suitable notion of molecules for the mixed-
norm α-modulation spaces. We show that the ”change of frame” matrix for a pair of
time-frequency frames for the mixed-norm α-modulation consisting of suitable molecules
is almost diagonal. As examples of applications, we use the almost diagonal matrices to
construct compactly supported frames for the mixed-norm α-modulation spaces, and to
obtain a straightforward boundedness result for Fourier multipliers on the mixed-norm
α-modulation spaces.

1. Introduction

The ϕ-transform approach introduced by Frazier and Jawerth, see [18,19], for the study
of Besov and Triebel-Lizorkin spaces on R

n provides a powerful framework for analysing
smoothness spaces using discrete decompositions, and their general approach has since
been extended and adapted to cover smoothness spaces in various other setting, see,
e.g., [10, 13, 26]. One advantage of the discrete approach is that it opens for a more
straightforward way to study boundedness of various linear operators, such as Fourier
multipliers and pseudo-differential operators, by studying their matrix representation rel-
ative to the ϕ-transform decomposition system. An essential component to facilitate the
matrix approach is to have an algebra of almost diagonal matrices available.

The desire to better analyse anisotropic phenomena using models based on e.g. partial-
differential or pseudo-differential operators has recently generated considerable interest
function spaces in anisotropic and mixed-norm settings, see for example [1, 4, 8–10,14,20,
20, 21, 23, 24] and reference therein. It is therefore of interest to adapt the ϕ-transform
machinery to the various anisotropic and mixed-norm settings that has proven to be useful
for applications, and the purpose of the present paper is to extend the ϕ-tranform ma-
chinery to the family of mixed-norm α-modulation spacesM s,α

~p,q (R
n), α ∈ [0, 1], introduced

recently by Cleanthous and Georgiadis [11].
The α-modulation spaces is a family of smoothness spaces that contains the Besov

spaces, and the modulation spaces introduced by Feichtinger [16], as special cases. The
family offers the flexibility to tune general time-frequency properties measured by the
smoothness norm by adjusting the α-parameter. In the non-mixed-norm setting, the α-
modulation spaces were introduced by Gröbner [22]. Gröbner used the general framework
of decomposition type Banach spaces considered by Feichtinger and Gröbner in [15,17] to
build the α-modulation spaces. The parameter α determines a specific type of decompo-
sition of the frequency space R

n used to define the α-modulation M s,α
p,q (Rn).

2000 Mathematics Subject Classification. Primary 47G30, 46E35; Secondary 47B38.
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A ϕ-transform was introduced and studied for the mixed-norm α-modulation spaces by
Cleanthous and Georgiadis [11]. In the present paper, we identify a suitable algebra of al-
most diagonal matrices compatible with the ϕ-transform for the mixed-norm α-modulation
spaces M s,α

~p,q (R
n). The matrices are defined using a joint time-frequency localization con-

dition that was first considered for general decomposition spaces by Rasmussen and the
author in [26]. The definition of the almost diagonal matrices also leads to a natural
definition of time-frequency molecules for the spaces, and it is shown that the ”change-
of-frame”-matrix between two suitable families of molecules will automatically be almost
diagonal.

The algebra of almost diagonal matrix approach can be used as a tool to study a great
variety of topics. To support this claim, we consider two specific applications that should
be of independent interest. Firstly, we use the almost diagonal matrices to obtain a stable
perturbation result for the frame formed by the ϕ-system. We use the perturbation result
to prove that there exist compactly supported frames for the mixed-norm α-modulation
spaces. Compactly supported frames are known to be useful for e.g. numerical purposes.
Secondly, we use the molecular approach to obtain a ”painless” boundedness result for
Fourier multiplies on the mixed-norm α-modulation spaces, where ”painless” refers to the
fact that only a few very elementary integral estimates are needed for the result. We
mention that a more technically involved approach to Fourier multiplies is considered
in [11].

Another potentially useful application is to pseudo-differential operators on mixed-norm
α-modulation spaces with the ϕ-transform approach, but we leave this study to the reader
for the sake of brevity. Pseudo-differential operators on mixed-norm α-modulation is
considered by the author in [], where another approach is used.

The structure of the paper is as follows. In Section 2 we introduce mixed-norm Lebesgue
and α-modulation spaces based on a so-called bounded admissible partition of unity
(BAPU) adapted to the mixed-norm setting. Section 2 also introduces the maximal
function estimates that will be needed to prove the main result. Section 3 reviews the
ϕ-transform introduced in [11], and in Section 4 we define the notion of molecules for
mixed-norm α-modulation spaces, along with a compatible notion of almost diagonal ma-
trices. In Section 5, we show that the almost diagonal matrices form a suitable matrix
algebra, and the boundedness of the matrices on discrete mixed-norm α-modulation spaces
is studied. The paper concludes with Section 6, where two applications of the theory are
considered. Specifically, it is shown that one can obtain compactly supported frames
for mixed-norm α-modulation spaces using a perturbation approach, and boundednesss
results for Fourier multipliers on the mixed-norm α-modulation spaces are considered.

2. Mixed-norm Spaces

In this section we introduce the mixed-norm Lebesgue spaces along with some needed
maximal function estimates. Then we introduce mixed-norn α-modulation spaces based
on so-called bounded admissible partition of unity adapted to the mixed-norm setting.

2.1. Mixed-norm Lebesgue Spaces. Let ~p = (p1, . . . , pn) ∈ (0,∞]n and f : Rn → C.
We say that a measurable function f : Rn → C belongs to L~p = L~p(R

n) provided

(2.1) ‖f‖~p :=



∫

R

· · ·
(∫

R

(∫

R

|f(x1, . . . , xn)|p1dx1
) p2

p1

dx2

) p3
p2

· · · dxn




1

pn

<∞,

with the standard modification when pj = ∞ for some j ∈ {1, . . . , n}. Note that when
~p = (p, . . . , p), then L~p coincides with the standard Lp. One can verify that ‖ · ‖~p is a
quasi-norm, and in fact a norm when min{p1, . . . , pn} ≥ 1, and turns (L~p, ‖ · ‖~p) into a
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(quasi-)Banach space. The quasi-norm ‖ · ‖~p obeys the following sub-additivity property

(2.2) ‖f + g‖r~p ≤ ‖f‖r~p + ‖g‖r~p, f, g ∈ L~p(R
n),

for every 0 < r ≤ min{1, p1, p2, . . . , pn}. For additional properties of L~p, see, e.g., [1–3,14].

2.2. Maximal operators. The maximal operator will be central to most of the estimates
considered in this paper. Let 1 ≤ k ≤ n. We define

(2.3) Mkf(x) = sup
I∈Ikx

1

|I|

∫

I
|f(x1, . . . , yk, . . . , xn)|dyk, f ∈ L1

loc(R
n),

where Ikx is the set of all intervals I in Rxk
containing xk.

We will use extensively the following iterated maximal function:

(2.4) Mθf(x) :=
(
Mn(· · · (M1|f |θ) · · · )

)1/θ
(x), θ > 0, x ∈ R

n.

Remark 2.1. If Q is a rectangle Q = I1 × · · · × In, it follows easily that for every locally
integrable f

(2.5)

∫

Q
|f(y)|dy ≤ |Q|M1f(x) = |Q|Mθ

θ|f |1/θ(x), θ > 0, x ∈ R
n.

We shall need the following mixed-norm version of the maximal inequality, see [2, 24]:
If ~p = (p1, . . . , pn) ∈ (0,∞)n and 0 < θ < min{p1, . . . , pn} then there exists a constant C
such that

(2.6) ‖Mθf‖L~p(Rn) ≤ C‖f‖L~p(Rn)

An important related estimate is a Peetre maximal function estimate, which will be
one of our main tools in the sequel. For a = (a1, . . . , an) ∈ R

n, r0 > 0, we consider the
corresponding cube R[a, r0] defined as

(2.7) R[a, r0] := [a1 − r0, a1 + r0]× · · · × [an − r0, an + r0].

For f ∈ L1(R
n), we let

F(f)(ξ) := (2π)−n/2

∫

Rn

f(x)e−ix·ξ dx, ξ ∈ R
n,

denote the Fourier transform, and we use the standard notation f̂(ξ) = F(f)(ξ). With
this normalisation, the Fourier transform extends to a unitary transform on L2(Rn) and
we denote the inverse Fourier transform by F−1.

For every θ > 0, there exists a constant c = cθ > 0, such that for every R > 0 and f
with supp(f̂) ⊂ cf +R[−2, 2]n, see [20],

(2.8) sup
y∈Rn

|f(y)|
〈R(x− y)〉n/θ ≤ cMθf(x), x ∈ R

n,

where the bracket is given by 〈x〉 := (1+ |x|2)1/2, x ∈ R
n, with | · | denoting the Euclidean

norm. In particular, the constant c in Eq. (2.8) is independent of the point cf ∈ R
n. For

a proof of the estimate, see [20].

2.3. Mixed-norm Modulation spaces. In this section we recall the definition of mixed-
norm α-modulation spaces as introduced by Cleanthous and Georgiadis [11]. The α-
modulation spaces form a family of smoothness spaces that contain modulation and Besov
spaces as special “extremal” cases. The spaces are defined by a parameter α, belonging
to the interval [0, 1]. This parameter determines a segmentation of the frequency domain
from which the spaces are built.

Definition 2.2. A countable collection Q of measurable subsets Q ⊂ R
n is called an

admissible covering of Rn if
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i. Rn = ∪Q∈QQ
ii. There exists n0 <∞ such that #{Q′ ∈ Q : Q ∩Q′ 6= ∅} ≤ n0 for all Q ∈ Q.

An admissible covering is called an α-covering, 0 ≤ α ≤ 1, of Rn if

iii. |Q| ≍ 〈x〉αn (uniformly) for all x ∈ Q and for all Q ∈ Q,
iv. There exists a constant K <∞ such that

sup
Q∈Q

RQ

rQ
≤ K,

where rQ := sup{r ∈ [0,∞) : ∃cr ∈ R
n : B(cr, r) ⊆ Q} and RQ := inf{r ∈ (0,∞) :

∃cr ∈ R
n : B(cr, r) ⊇ Q}, where B(x, r) denotes the Euclidean ball in R

n centered
at x with radius r.

Remark 2.3. For Q ∈ Q, condition iv. in Definition 2.2 ensures that we have the following
containment in cubes, where we use the notation introduced in Eq. (2.7),

R[ξ1, rQ/(2
√
n)] ⊆ Q ⊆ R[ξ2, RQ],

for some ξ1, ξ2 ∈ Q. This in turn implies that

|Q| ≍ Rn
Q and ‖1Q‖~r ≍ R

1

r1
+ 1

r2
+···+ 1

rn

Q , for ~r = (r1, r2, . . . , rn) ∈ (0,∞]n,

uniformly in Q ∈ Q, with 1Q the characteristic function of Q.

The following example was first considered in [22].

Example 2.4. For α ∈ [0, 1), there exists c0 > 0 such that for any c1 ≥ c0, the family of
sets

Bα
k := B

(
krk, c1rk

)
, k ∈ Z

n,

with B(c, r) denoting the (open) Euclidean ball of radius r > 0 centered at c ∈ R
n, and

rk := 〈k〉 α
1−α , form an α-covering.

The constants rk together with derived constants ξk and xk,ℓ will often appear in sub-
sequent estimates, so let us fix the notation. We put

(2.9) rk := 〈k〉 α
1−α , ξk := krk = k〈k〉 α

1−α , and xk,ℓ :=
π

a
r−1
k ℓ, r, ℓ ∈ Z

n,

with a a constant that for technical reasons is often chosen such that a ≥ max{2c1, π
√
n/2},

with c1 the constant from Example 2.4.
We will need a mixed-norm bounded admissible partition of unity adapted to α-coverings.

Definition 2.5. Let Q be an α-covering of Rn, and let ~p ∈ (0,∞]n. A corresponding
mixed-norm bounded admissible partition of unity (~p-BAPU) {ψQ}Q∈Q is a family of
functions satisfying

• supp(ψQ) ⊂ Q
• ∑Q∈Q ψQ(ξ) = 1

• supQ∈Q |Q|−1‖1Q‖L~̃p
‖F−1ψQ‖L~̃p

<∞,

where p̃j := min{1, p1, . . . , pj} for j = 1, 2, . . . , n, ~̃p := (p̃1, . . . , p̃n), and 1Q denotes the
indicator function of the set Q.

The results in Section 3 and the construction of a ϕ-transform rely on the known fact
that it is possible to construct a smooth ~p-BAPU with certain “nice” properties. We
summarise the needed properties in the following proposition proved in [11], see also [6].
We let S(Rn) denote the Schwartz class of functions defined on R

n.

Proposition 2.6. For α ∈ [0, 1), there exists an α-covering of Rn with a corresponding

~p-BAPU {ψk}k∈Zn ⊂ S(Rn) satisfying:

i. ξk ∈ Qk, k ∈ Z
n, with ξk given in Eq. (2.9).
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ii. The following estimate holds,

|∂βξ ψk(ξ)| ≤ Cβ〈ξ〉−|β|α, ξ ∈ R
n,

for every multi-index β with a constant Cβ > 0 independent of k ∈ Z
n.

iii. Define ψ̃k(ξ) = ψk(|ξk|αξ + ξk). Then for every β ∈ N
n
0 there exists a constant

Cβ > 0, independent of k ∈ Z
n, such that

|∂βξ ψ̃k(ξ)| ≤ Cβ1B(0,r)(ξ).

iv. Define µk(ξ) = ψk(akξ), where ak := 〈ξk〉. Then for every m ∈ N there exists a

constant Cm > 0 independent of k such that

|µ̂k(y)| ≤ Cma
(m−n)(1−α)
k 〈y〉−m, y ∈ R

n.

Remark 2.7. A closer inspection of the construction presented in [11] reveals that the
BAPU is in fact ~p-independent and only depends on α through the geometry of the α-
covering.

The case α = 1 corresponds to a dyadic-covering and it is not included in the particular
construction of Proposition 2.6, but it is known that ~p-BAPU can easily be constructed
for dyadic coverings, see e.g. [12]. Using ~p-BAPUs, it is now possible to introduce the
family of mixed-norm α-modulation spaces.

It is instructive to mention one specific simple construction of an ~p-BAPU in order to
be able to construct compatible tight frames, which will be used as for discrete decompo-
sitions. Let ϕ ∈ C∞(Rn) be non-negative with ϕ(ξ) = 1 when |ξ| ≤ 1 and ϕ(ξ) = 0 for
|ξ| > 3

2 , and put

ϕk(ξ) := ϕ

(
ξ − rkk

c1rk

)
, k ∈ Z

n,

where c1 is the constant from Example 2.4 and rk given in Eq. (2.9). We notice that
ϕk(ξ) = 1 on the sets Bα

k from Example 2.4 forming an α-cover, and, moreover, it can be
verified that {ϕk} forms a ~p-BAPU. A ”square-root” of this ~p-BAPU can be obtained by
setting

(2.10) θαk (ξ) =
ϕk(ξ)√∑
ℓ∈Zn ϕ2

ℓ (ξ)

We then have ∑

ℓ∈Zn

[θαk (ξ)]
2 = 1, ξ ∈ R

n.

With the notion of a ~p-BAPU, we can now define the mixed-norm α-modulation spaces.

Definition 2.8. Let α ∈ [0, 1], s ∈ R, ~p ∈ (0,∞)n, q ∈ (0,∞], and let Q be an α-covering
with associated ~p-BAPU {ψk}k∈Zn\{0} of the type considered in Proposition 2.6. Then we

define the mixed-norm α-modulation space, M s,α
~p,q (R

n) as the set of tempered distributions

f ∈ S′(Rn) satisfying

(2.11) ‖f‖Ms,α
~p,q

:=

(∑

k∈Zn

rqsk
∥∥F−1(ψkFf)

∥∥q
L~p(Rn)

)1/q

<∞,

with rk given in Eq. (2.9). For q = ∞, we change of the sum to supk∈Zn .

It is proved in [11] that the definition of M s,α
~p,q (R

n) is independent of the α-covering

and of the particular BAPU. This important fact will allow us to build a matrix-algebra
relative to the one specific α-covering given in Example 2.4, and then extend to other
coverings and BAPUs. See also [17] for a discussion of this matter in the case of general
decomposition spaces.
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3. Tight frames and the ϕ-transform

In this section we define discrete mixed-norm α-modulation space together with a simple
construction of adapted tight frames that will support a ϕ-transform in the spirit of the
classical construction by Frazier and Jawerth [18,19].

Let k, ℓ ∈ Z
n, and let rk be as in Eq. (2.9). We define for a constant a > π

√
n/2, the

sets

(3.1) Q(k, ℓ) := B

(
− π

a
r−1
k ℓ, r−1

k

)
.

It is easy to verify that there exists 0 < L <∞ such that
∑

ℓ∈Zn

1Q(k,ℓ)(x) ≤ L, x ∈ R
n, k ∈ Z

n,

with 1A denoting the characteristic function of the set A. The discrete mixed-norm α-
modulation space ms,α

~p,q is then defined as follows, see also [11],

Definition 3.1. Let α ∈ [0, 1), s ∈ R, ~p ∈ (0,∞]n, and q ∈ (0,∞]. The discrete mixed-
norm α-modulation space ms,α

~p,q := ms,α
~p,q (Z

n×Z
n) is defined a the set of all complex-valued

sequences b = {bj,m}u,m∈Zn such that

‖b‖ms,α
~p,q

:=

( ∑

j∈Zn

∥∥∥∥
∑

m∈Zn

r
s+n

2

j |bj,m|1Q(j,m)

∥∥∥∥
q

~p

)1/q

< +∞,

with rj given in Eq. (2.9).

Let us consider a simple tight frame with time-frequency properties adapted to the
mixed-norm α-modulation space M s,α

~p,q . We mention that this approach to frame construc-

tions has been considered in several contexts before, see, e.g., [5] and references therein.
Let

Qk := Qα
k := R[rkk, ark], k ∈ Z

n,

be an α-cover of cubes with rk defined in (2.9) with a ≥ max{2c1, π
√
n/2}, and where c1

is the constant from Example 2.4. Consider the localized trigonometric system given by

ek,ℓ(ξ) := (2π)−n/2r
−n/2
k 1Q0

(r−1
k ξ − k)ei

π
a
ℓ·(r−1

k
ξ−k), k, ℓ ∈ Z

n.

Then we define the system Φ := {ϕk,ℓ}k,ℓ in the Fourier domain by

(3.2) ϕ̂k,ℓ(ξ) = θαk (ξ)ek,ℓ(ξ),

where {θαk }k is the system given by Eq. (2.10). One can verify that

(3.3) ϕk,ℓ(x) = (2a)−n/2r
n/2
k eirkk·xµk

(
π

a
ℓ+ rkx

)
,

with the functions {µk} uniformly well-localised in the sense that for every N ∈ N there
exists CN <∞, independent of k, such that

|µk(x)| ≤ CN

(
1 + rk|x|

)−N
, x ∈ R

n.

This in turn implies that

(3.4) |ϕk,ℓ(x)| ≤ CN (2a)−n/2r
n/2
k

(
1 + rk

∣∣x− xk,ℓ
∣∣)−N

, x ∈ R
n,

with xk,ℓ :=
π
a r

−1
k ℓ. In the frequency domain, we have supp(ϕ̂k,ℓ) ⊂ B(ξk, crk) for some

c > 0 independent of k, which clearly implies that there exist constants KN such that the
localisation

(3.5) |ϕ̂k,ℓ(ξ)| ≤ KNr
−n

2

k (1 + r−1
k |ξk − ξ|)−N , ξ ∈ R

n,
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holds true for N ∈ N. It can be verified, see [7], that Φ := {ϕk,ℓ}k,ℓ forms a tight frame
for L2(Rn), i.e., we have the identity

(3.6) f =
∑

k,ℓ

〈f, ϕk,ℓ〉ϕk,ℓ, f ∈ L2(Rn),

where the sum converges unconditionally in L2(Rn).
Let CZn×Zn

denote the collection of all complex-valued sequences defined on Z
n × Z

n.
For β ∈ R we define Cβ to be the collection of s ∈ C

Zn×Zn
satisfying

‖b‖Cβ := sup
k,ℓ∈Zn

〈k〉−β |bk,ℓ| <∞,

and put C :=
⋃

β∈R Cβ.
The ϕ-transform, Sϕ, is the operator defined by

Sϕ : S ′ → C
Zn×Zn

, f 7→ Sϕf := {〈f, ϕk,ℓ〉}k,ℓ∈Zn

The inverse ϕ-transform Tϕ is defined by

Tϕ : C → S ′, b 7→ Tϕb :=
∑

k,ℓ

bk,ℓϕk,ℓ.

It can be shown that Tϕ is in fact well-defined within the current setting, we refer to [11]
for further details. The following fundamental result on the ϕ-transform is also proven
in [11].

Theorem 3.2. Let α ∈ [0, 1), s ∈ R, ~p ∈ (0,∞)n, and q ∈ (0,∞). Then

• The ϕ-transform Sϕ is bounded from M s,α
~p,q to ms,α

~p,q

• The inverse ϕ-transform Tϕ is bounded from ms,α
~p,q to M s,α

~p,q

with Tϕ ◦ Sϕ = idMs,α

~p,q
.

4. Well-localized molecules and change of frame operators

One potential issue with the ϕ-transform defined in Section 3 is that the definition relies
on one fixed reference frame Φ. It could be that the construction only works with this type
of calibration and, e.g., the construction is somehow unstable under small perturbations or
fails for frames build with less smoothness. One of the main contributions of the present
paper is to prove such concerns unfounded.

We will now focus on the time-frequency localization specified by equations (3.4) and
(3.5) rather than other specific properties of the system Φ. The estimates will be used
in the sequel to define a general notion of well-localised ”molecules” for the transforms
considered in this paper.

Definition 4.1. Let Ψ := {ψk,ℓ}k,ℓ∈Zn ⊂ L2(Rn) be a family of complex-valued functions
defined on R

n. We call Ψ a family of (M,N)-molecules provided there exist finite constants
CM ,KN such that uniformly in k and ℓ,

(4.1) |ψk,ℓ(x)| ≤ CM (2a)−n/2r
n/2
k

(
1 + rk

∣∣x− xk,ℓ
∣∣)−M

, x ∈ R
n,

and

(4.2) |ψ̂k,ℓ(ξ)| ≤ KNr
−n

2

k (1 + r−1
k |ξk − ξ|)−N , ξ ∈ R

n,

with rk, ξk, and xk,ℓ given in Eq. (2.9).

Let us first prove that ”change-of-frame” matrices between two families of (M,N)-
molecules behave in a suitable sense as almost diagonal matrices, where we first make a
few essential observations about the weight 〈·〉α.

It is a well-known fact that there exists C ≥ 1 such that 〈ξ + ζ〉 ≤ C〈ξ〉〈ζ〉, ξ, ζ ∈ R
n.

This estimate leads directly to the following observations about the weight hα(·) := 〈·〉α,
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α ∈ [0, 1). There exists β,R0, R1, ρ0, ρ1 > 0 such that h1+β
α is moderate in the sense that

h1+β
α (·) ≤ C〈·〉, and

(4.3) |ξ − ζ| ≤ ρ0h
1+β
α (ξ) implies that R−1

0 ≤ h1+β
α (ζ)/h1+β

α (ξ) ≤ R0.

Also, we have

(4.4) |ξ − ζ| ≤ ahα(ξ) for a ≥ ρ1 implies hα(ζ) ≤ R1ahα(ξ).

Basen on these observations, we can now derive the following general matrix estimate.

Lemma 4.2. Let α ∈ [0, 1) and let β := β(α) > 0 satisfy (4.3). Choose N,M,L > 0 such

that 2N > n and 2M + 2L
β > n. If {ηk,ℓ}k,ℓ∈Zn is a family of

(
2N, 2M + 2L

β

)
-molecules,

and and {ψj,m}j,m∈Zn is another family of
(
2N, 2M +2L

β

)
-molecules, both in the sense of

Definition 4.1, then we have

|〈ηk,ℓ, ψj,m〉| ≤Cmin

(
rk
rj
,
rj
rk

)n
2
+L

(1 + max(rk, rj)
−1|ξk − ξj|)−M

× (1 + min(rk, rj)|xk,ℓ − xj,m|)−N ,

with rk, ξk, and xn,ℓ defined in Eq. (2.9).

Proof. From Lemma A.1 we have

|〈ηk,ℓ, ψj,m〉| ≤ Cmin

(
rk
rj
,
rj
rk

)n
2

(1 + min(rk, rj)|xk,ℓ − xj,m|)−2N .(4.5)

Using Lemma A.1 for 〈η̂k,ℓ, ψ̂j,m〉 gives

(4.6) |〈η̂k,ℓ, ψ̂j,m〉| ≤ Cmin

(
rk
rj
,
rj
rk

)n
2

(1 + max(rk, rj)
−1|ξk − ξj|)−2M−2L

β .

Next we raise the power of the first term in (4.6) at the expense of the second term.
Without loss of generality assume that rk ≤ rj . We first consider the case |ξk − ξj | ≤
ρ0r

1+β
j , and use that h1+β is moderate, see Eq. (4.3), to get

1

1 + r−1
j |ξk − ξj |

≤ 1 ≤ R
β

1+β

0

(
rk
rj

)β

.

In the other case, |ξk− ξj | > ρ0r
1+β
j , and it follows by using the fact that rk ≥ ε0 for some

ε0 > 0, that

1

1 + r−1
j |ξk − ξj|

≤ 1

ρ0ε
β
0

(
rk
rj

)β

.

Hence we have

|〈η̂k,ℓ, ψ̂j,m〉| ≤ Cmin

(
rk
rj
,
rj
rk

)n
2
+2L

(1 + max(rk, rj)
−1|ξk − ξj|)−2M .(4.7)

The lemma follows by combining (4.5) and (4.7), and using

|〈ηk,ℓ, ψj,m〉| = |〈ηk,ℓ, ψj,m〉| 12 |〈η̂k,ℓ, ψ̂j,m〉| 12 .
�

Lemma 4.2 provides a fundamental matrix estimate for well-localized molecules, but the
result is only really useful if one can lift the discrete estimates to the continuous setting
to obtain estimate for the mixed-norm α-modulation spaces. We address this issue in the
following section, where we also introduce a suitable algebra of almost diagonal matrices
that is compatible with the estimate obtained in Lemma 4.2.
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5. Matrix algebra of almost diagonal matrices

Inspired by the estimate in Lemma 4.2, we now define the following class of almost
diagonal matrices.

Definition 5.1. Assume that s ∈ R, 0 < q <∞, and ~p ∈ (0,∞)n. Let

J :=
n

min(1, q, p1, p2, . . . , pn)
.

A matrix A := {a(j,m)(k,n)}j,m,k,ℓ∈Zd is called almost diagonal on ms,α
~p,q if there exists

C, δ > 0 such that

|a(j,m)(k,n)| ≤ Cω(j,m)(k,n), j,m, k, n ∈ Z
n,

where

ω(j,m)(k,n) :=

(
rk
rj

)s+n
2

min

((
rj
rk

)J+ δ
2

,

(
rk
rj

) δ
2
)
cδjk

× (1 + min(rk, rj)|xk,n − xj,m|)−J−δ,

with

cδjk := min

((
rj
rk

)J+δ

,

(
rk
rj

)δ)
(1 + max(rk, rj)

−1|ξk − ξj|)−J−δ

with rk, ξk, and xk,n defined in Eq. (2.9). We denote the set of almost diagonal matrices
on ms,α

~p,q by ads~p,q.

Remark 5.2. Notice that ads~p,q depends (in a somewhat weak sense) on the mixed-norm
through the parameter J .

The matrix class considered in Definition 5.1 is an adaptation of a general matrix class
for decomposition spaces considered by Rasmussen and the author in [26]. In fact, it is
proven in [26] that such classes are closed under composition. To state the composition
result more precisely, we introduce the quantities

ws,δ
(j,m)(k,n) :=

(
rk
rj

)s+n
2

min

((
rj
rk

)J+ δ
2

,

(
rk
rj

) δ
2
)
cδjk

× (1 + min(rk, rj)|xk,n − xj,m|)−J−δ,

where we have used the notation from Definition 5.1. We then have

Proposition 5.3. Let s ∈ R, 0 < r ≤ 1 and δ > 0. There exists C > 0 such that
∑

i,l∈Zn

ws,δ
(j,m)(i,l)w

s,δ
(i,l)(k,n) ≤ Cw

s,δ/2
(j,m)(k,n).

We refer to [26] for the proof of Proposition 5.3. It follows from Proposition 5.3 that
for δ1, δ2 > 0 we have

(5.1)
∑

i,l∈Zn

ws,δ1
(j,m)(i,l)w

s,δ2
(i,l)(k,n) ≤ Cw

s,min(δ1,δ2)/2
(j,m)(k,n)

which clearly proves that ads~p,q is closed under composition.
As mentioned above, the class ads~p,q depends only in a weak sense on the mixed-norm

through the parameter J . However, the specific mixed-norm will play a much more central
role when we consider the action of almost diagonal matrices on the discrete spaces ms,α

~p,q .

The following Proposition will show that the almost diagonal matrices of Definition 5.1
will act boundedly on ms,α

~p,q .

Proposition 5.4. Assume that s ∈ R, 0 ≤ α ≤ 1, 0 < q < ∞, and ~p ∈ (0,∞)n, and
suppose that A ∈ ads~p,q. Then A is bounded on ms,α

~p,q .
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Proof. Let s := {sk,ℓ}k,ℓ∈Zn ∈ ms,α
~p,q , and put r := min{1, q, p1, . . . pn}. We write A :=

A0 +A1 such that

(A0s)(j,m)=
∑

k:rk≥rj

∑

ℓ∈Zn

a(j,m)(k,ℓ)sk,ℓ and (A1s)(j,m)=
∑

k:rk<rj

∑

ℓ∈Zn

a(j,m)(k,ℓ)sk,ℓ.

By using Lemma A.2 we have

|(A0s)(j,m)| ≤ C
∑

k:rk≥rj

(
rk
rj

)s+n
2
−n

r
− δ

2

cδjk
∑

ℓ∈Zn

|sk,ℓ|
(1 + rj |xk,ℓ − xj,m|)n

r
+δ

≤ C
∑

k:rk≥rj

(
rk
rj

)s+n
2
− δ

2

cδjkMr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)
(x),

for x ∈ Q(j,m). It then follows that

∑

m∈Zn

|(A0s)(j,m)1Q(j,m)| ≤ C
∑

k:rk≥rj

(
rk
rj

)s+n
2

cδjkMr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)
.

We obtain, using the maximal estimate (2.6), and the subadditivity of ‖ · ‖r~p given in Eq.

(2.2),

‖A0s‖ms,α
~p,q

≤ C

( ∑

j∈Zn

∥∥∥∥
∑

k:rk≥rj

cδjkr
s+n

2

k Mr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)∥∥∥∥
q

~p

)1/q

≤ C

( ∑

j∈Zn

∥∥∥∥
∑

k:rk≥rj

cδjkr
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
q

~p

)1/q

= C

( ∑

j∈Zn

∥∥∥∥
∑

k:rk≥rj

cδjkr
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
r· q

r

~p

)1/q

≤ C

( ∑

j∈Zn

[ ∑

k:rk≥rj

cδrjk

∥∥∥∥r
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
r

~p

] q
r
)1/q

.(5.2)

In the case r < q, we apply Hölder’s inequality to the inner sum over k in the estimate
(5.2) to obtain

‖A0s‖ms,α
~p,q

≤ C

( ∑

j∈Zn

( ∑

k:rk≥rj

c
δr q

q−r

jk

) q−r
q
[ ∑

k:rk≥rj

cδqjk

∥∥∥∥r
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
q

~p

])1/q

≤ C

( ∑

j∈Zn

[ ∑

k:rk≥rj

cδqjk

∥∥∥∥r
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
q

~p

])1/q

≤ C

( ∑

k∈Zn

∥∥∥∥r
s+n

2

k

∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

∥∥∥∥
q

~p

)1/q

= C ‖s‖ms,α

~p,q
,

where we have used Lemma A.3. When r = q ≤ 1, we may obtain the same estimate
directly from (5.2) using the subadditivity property (2.2) with r = q.

The estimate of ‖A1s‖ms,α

~p,q
follows from similar arguments and we leave the details for

the reader. �
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6. Some applications of the matrix algebra

Let us consider an application of Proposition 5.4 to study various aspects of stability
of the ϕ-transform under perturbations. Suppose we fix s, α, ~p and q, and consider
f ∈M s,α

~p,q (R
n). Let {ψk,n}k,n∈Zn ⊂ L2(R

n) be a system that satisfies, for some C1, C2, δ > 0

independent of k and n,

|ψk,n(x)| ≤ C1t
ν
2

k (1 + tk|xk,n − x|)−2(J+δ),(6.1)

|ψ̂k,n(ξ)| ≤ C2t
− ν

2

k (1 + t−1
k |ξk − ξ|)−2(J+δ)− 2

β (|s|+2J+ 3δ
2 ),(6.2)

with rk, ξk, and xk,ℓ defined in Eq. (2.9), and with J is defined in Definition 5.1. Notice
that we are not assuming that {ψk,n}k,n∈Zn ⊂ S(Rn), so we need to give meaning to the
pairing 〈f, ψj,m〉.

We first notice that

(6.3) {〈ϕk,n, ψj,m〉} ∈ ads~p,q,

which follows from using the estimates (6.1) and (6.2) in Lemma 4.2. Motivated by the fact
that {ϕk,n}k,n∈Zn is a tight frame for L2(R

n), see Eq. (3.6), we formally define 〈f, ψj,m〉 as

(6.4) 〈f, ψj,m〉 :=
∑

k,n∈Zn

〈ϕk,n, ψj,m〉〈f, ϕk,n〉, f ∈M s,α
~p,q .

Proposition 5.4, together with the observation in (6.3), shows that 〈·, ψj,m〉 is a bounded
linear functional on M s,α

~p,q - More precisely, we have

∑

k,n∈Zn

|〈ϕk,n, ψj,m〉||〈f, ϕk,n〉| ≤ C
∥∥∥
{ ∑

k,n∈Zn

|〈ϕk,n, ψj,m〉||〈f, ϕk,n〉|
}
j,m∈Zn

∥∥∥
ms,α

~p,q

≤ C ′‖〈f, ϕk,n〉‖ms,α
~p,q

≤ C ′′‖f‖Ms,α

~p,q
,

where we used Theorem 3.2 for the final estimate. Furthermore, a similar argument shows
that {ψj,m}j,m∈Zn is a norming family for M s,α

~p,q in the sense that

(6.5) ‖〈f, ψj,m〉‖ms,α
~p,q

≤ C‖f‖Ms,α
~p,q
,

with C independent of f .
Notice that Eq. (6.5) provides an analog of the ϕ-tranform for the system {ψk,n}k,n∈Zn .

The observation in Eq. (6.3) can also be used to obtain an analog of the inverse ϕ-transform
for the same system. Suppose we have a finite sum

g :=
∑

j,m

cj,mψj,m.

Then, using Theorem 3.2 and Proposition 5.4,

‖g‖Ms,α

~p,q
≍ ‖〈f, ϕk,n〉‖ms,α

~p,q
≤ C‖〈{cj,m}‖ms,α

~p,q
,(6.6)

since

(6.7) 〈g, ϕk,n〉 :=
∑

j,m∈Zn

〈ψj,m, ϕk,n〉cj,m.

One can then extends the validity of (6.6) to any {cj,m} ∈ ms,α
~p,q by continuity.
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6.1. Frames obtained by perturbations. We now consider a system {ψk,n}k,n∈Zn ⊂
L2(R

n) that is close to the ϕ-transform tight frame Φ := {ϕk,n}k,n∈Zn in the sense that
there exists ε, δ, C1, C2, δ > 0 independent of k and n, such that

|ϕk,n(x)− ψk,n(x)| ≤ C1εt
ν
2

k (1 + tk|xk,n − x|)−2(J+δ),(6.8)

|ϕ̂k,n(ξ)− ψ̂k,n(ξ)| ≤ C2εt
− ν

2

k (1 + t−1
k |ξk − ξ|)−2(J+δ)− 2

β (|s|+2J+ 3δ
2 ),(6.9)

with rk, ξk, and xk,ℓ defined in Eq. (2.9), and with J is defined in Definition 5.1.
Using a technique introduced by Kyriasiz and Petrushev [25], one obtains the following

stability result. We have included the proof for the convenience of the reader.

Proposition 6.1. There exists ε0, C1, C2 > 0 such that if {ψk,n}k,n∈Zn satisfies (6.8) and
(6.9) for some 0 < ε ≤ ε0 and f ∈M s,α

~p,q (R
n), then we have

(6.10) C1‖f‖Ms,α
~p,q

≤ ‖〈f, ψk,n〉‖ms,α
~p,q

≤ C2‖f‖Ms,α
~p,q
.

Proof. We have already observed that {ψk,n}k,n∈Zn is a norming family, which gives the
upper bound. Thus we only need to establish the lower bound. For this we notice that
{ε−1(ϕk,n − ψk,n)}k,n∈Zn is also a norming family so we have

‖〈f, ϕk,n − ψk,n〉‖ms,α

~p,q
≤ Cε‖f‖Ms,α

~p,q
.

It then follows from Theorem 3.2 that

‖f‖Ms,α
~p,q

≤ C‖〈f, ϕk,n〉‖ms,α
~p,q

≤ C ′(‖〈f, ψk,n〉‖ms,α
~p,q

+ ‖〈f, ϕk,n − ψk,n〉‖ms,α
~p,q

)

≤ C ′′(‖〈f, ψk,n〉‖ms,α
~p,q

+ ε‖f‖Ms,α
~p,q

).

By choosing ε < 1/C ′′ we get the lower bound.
�

One can use the freedom provided by the slack parameter ε0 > 0 in Proposition 6.1 to
impose various desirable properties on the system {ψk,n}k,n∈Zn . As an example, we will
construct frames with compact support in Section 6.2.

By combining Propositions 5.4 and 6.1, we can also deduce various boundedness prop-
erties of the frame operator

Sf =
∑

k,n∈Zn

〈f, ψk,n〉ψk,n.

In fact, notice that

〈Sf, ϕj,m〉 =
∑

k,n∈Zn

〈f, ψk,n〉〈ψk,n, ϕj,m〉,

and since we have the almost diagonal estimate

{〈ψk,n, ϕj,m〉} ∈ ads~p,q,

one obtains {〈Sf, ϕj,m〉}j,m ∈ ms,α
~p,q . Using Theorem 3.2 this implies that

S :M s,α
~p,q →M s,α

~p,q .

In case the operator S is invertible onM s,α
~p,q , one can easily obtain a corresponding norm

convergent frame expansion

(6.11) f = SS−1f =
∑

j,m

〈S−1f, ψj,m〉ψj,m, f ∈M s,α
~p,q .

The question on invertibility of S is addressed in the following Proposition 6.2 . We have
included the proof of Proposition 6.2 for the convenience of the reader, but mention that
the proof follows the same lines as in [25].
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Proposition 6.2. There exists ε0 > 0 such that if {ψk,n}k,n∈Zn is a frame for L2(R
n)

and satisfies (6.8) and (6.9) for some 0 < ε ≤ ε0, then S is boundedly invertible on M s,α
~p,q .

Proof. The fact that {ψk,n}k,n∈Zn is a frame for L2(R
n) ensures that S−1 exists as a

bounded operator on L2(R
n). To verify that S−1 is bounded on M s,α

~p,q (R
n), it suffices to

show that

(6.12) ‖(I − S)f‖Ms,α
~p,q

≤ Cε‖f‖Ms,α
~p,q
, f ∈M s,α

~p,q ,

choosing ε small enough and using a standard Neumann series approach. Assume for the
moment that D := {d(j,m)(k,n)} := {〈(I − S)ϕk,n, ϕj,m〉} satisfies

(6.13) ‖Ds‖ms,α

~p,q
≤ Cε‖s‖ms,α

~p,q
.

By using that {ψk,n}k,n∈Zn is a frame for L2(R
n), we have that S is self-adjoint which

leads to

‖(I − S)f‖Ms,α

~p,q
≤ C‖〈(I − S)f, ϕj,m〉‖ms,α

~p,q
= C‖D{〈f, ϕk,n〉}k,n∈Zn‖ms,α

~p,q

≤ Cε‖〈f, ϕj,m〉‖ms,α
~p,q

≤ Cε‖f‖Ms,α
~p,q
,

where we have used Proposition 5.4 and Theorem 3.2. So to show (6.12) it suffices to
prove (6.13). We obtain the decomposition

D = D1D2 +D3D4,

with

D1 := {d1(j,m)(i,l)} := {〈ϕi,l − ψi,l, ϕj,m〉},
D2 := {d2(i,l)(k,n)} := {〈ϕk,n, ϕi,l〉},
D3 := {d3(j,m)(i,l)} := {〈ψi,l, ϕj,m〉},
D4 := {d4(i,l)(k,n)} := {〈ϕk,n, ϕi,l − ψi,l〉},

by observing that

〈(I − S)ϕk,n, ϕj,m〉 =
∑

i,l∈Zn

〈ϕk,n, ϕi,l〉〈ϕi,l, ϕj,m〉 −
∑

i,l∈Zn

〈ϕk,n, ψi,l〉〈ψi,l, ϕj,m〉

=
∑

i,l∈Zn

〈ϕk,n, ϕi,l〉〈ϕi,l − ψi,l, ϕj,m〉+
∑

i,l∈Zn

〈ϕk,n, ϕi,l − ψi,l〉〈ψi,l, ϕj,m〉.

Since {ψk,n}k,n∈Zn satisfies (6.8) and (6.9), we deduce from Lemma 4.2 that

ε−1D1,D2,D3, ε
−1D4 ∈ ads~p,q.

Next, we use that ads~p,q is closed under composition, see Eq. (5.1), and apply Proposition
5.4 to obtain,

‖Ds‖ms,α

~p,q
≤ Cε‖s‖ms,α

~p,q
.

Consequently, (6.12) holds, and for sufficiently small ε, the operator S is boundedly in-
vertible on M s,α

~p,q . �

6.2. Compactly supported frames. For numerical purposes, it is often convenient to
have access to discrete compactly supported frames for the smoothness spaces M s,α

~p,q . The

ϕ-transform consists of band-limited frame elements that cannot be compactly supported,
but one can bypass this restriction by approximating the ϕ-transform elements by suitable
compactly supported functions. In fact, it suffices to prove that there exists a system of
functions {τk}k∈Zn ⊂ L2(R

n) which is close enough to the family {µk}k∈Zn given in (3.3):

|µk(x)− τk(x)| ≤ ε(1 + |x|)−2(J+δ),

|µ̂k(ξ)− τ̂k(ξ)| ≤ ε(1 + |ξ|)−2(J+δ)− 2

β (|s|+2J+ 3δ
2 ).
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The system

(6.14) {ψk,ℓ}k,ℓ∈Zn :=
{
r
n/2
k τk

(
rkx− π

a
n
)
eix·ξk

}
k,ℓ∈Zn

will then satisfy (6.8) and (6.9). First, we take g ∈ C1(Rn) ∩ L2(R
n), ĝ(0) 6= 0, which for

fixed N,M > 0 satisfies

|g(κ)(x)| ≤ C(1 + |x|)−N−1, |κ| ≤ 1,(6.15)

|ĝ(ξ)| ≤ C(1 + |ξ|)−M−1.(6.16)

Next for m ≥ 1, we define gm(x) := Cgm
ng(mx), where Cg := ĝ(0)−1. It then follows that

|g(κ)m (x)| ≤ Cmn+α2|κ|(1 +m|x|)−N−1, |κ| ≤ 1,
∫

Rn

gm(x) dx = 1,(6.17)

|ĝm(ξ)| ≤ CmM+α2(1 + |ξ|)−M−1.

To construct τk we also need the following set of K-term linear combinations,

ΘK,m = {ψ : ψ(·) =
K∑

i=1

aigm(·+ bi), ai ∈ C, bi ∈ R
n}.

We can now call one the following general approximation result showing that any function
with sufficient decay in both direct and frequency space can be approximated to an ar-
bitrary degree by a finite linear combination of translates and dilates of another function
with similar decay.

Proposition 6.3. Let N ′ > N > n and M ′ > M > n. If g ∈ C1(Rn)∩L2(R
n), ĝ(0) 6= 0,

fulfills (6.15) and (6.16) and µk ∈ C1(Rn) ∩ L2(R
n) fulfill

|µk(x)| ≤ C(1 + |x|)−N ′

,

|µ(κ)k (x)| ≤ C, |κ| ≤ 1,

|µ̂k(ξ)| ≤ C(1 + |ξ|)−M ′

,

then for any ε > 0 there exists K,m ≥ 1 and τk ∈ ΘK,m such that

|µk(x)− τk(x)| ≤ ε(1 + |x|)−N ,(6.18)

|µ̂k(ξ)− τ̂k(ξ)| ≤ ε(1 + |ξ|)−M .(6.19)

The proof of Proposition 6.3 can be found in [26]. We can now summarise the results
in the following Corollary.

Corollary 6.4. Let s ∈ R, 0 ≤ α ≤ 1, 0 < q < ∞, and ~p ∈ (0,∞)n, and let J be as in

Definition 5.1. Assume that g ∈ C1(Rn)∩L2(R
n), with ĝ(0) 6= 0, fulfills (6.15) and (6.16)

with N = 2 (J + δ) and M = 2 (J + δ) + 2
β

(
|s|+ 2J + 3δ

2

)
for some δ > 0. Then there

exists K,m ≥ 1 and τk ∈ ΘK,m such that the system {ψk,ℓ}k,ℓ∈Zn defined in Eq. (6.14) is a
frame for M s,α

~p,q in the sense that there exist constants C1 and C2 such that for f ∈M s,α
~p,q ,

C1‖f‖Ms,α

~p,q
≤ ‖〈f, ψk,ℓ〉‖ms,α

~p,q
≤ C2‖f‖Ms,α

~p,q
,

and

f =
∑

k,ℓ∈Zn

〈f, S−1ψk,ℓ〉ψk,ℓ,

with norm convergence in M s,α
~p,q .



DISCRETE DECOMPOSITION OF MIXED-NORM α-MODULATION SPACES 15

Proof. It is easy to verify that M0,α
(2,2,...,2),2 = L2(Rn) and m0,α

(2,2,...,2),2 = ℓ2. Hence, using

Proposition 6.1 with ~p0 = (2, 2, . . . , 2) and q0 = 2, there exists ε0 > 0 for which 0 < ε ≤ ε0
ensures that any system {ψk,ℓ}k,ℓ∈Zn satisfying (6.8) and (6.9) for 0 < ε ≤ ε0 is a frame
for L2(Rn). By decreasing the value of ε0, if needed, we can assume that the conclusions
of Propositions 6.1 and 6.2 also holds for the given ~p and q whenever 0 < ε ≤ ε0.

Pick some 0 < ε ≤ ε0. Using Proposition 6.3, we pick τk ∈ ΘK,m such that Eqs. (6.18)

and (6.19) are satisfied for N = 2 (J + δ) and M = 2 (J + δ) + 2
β

(
|s|+ 2J + 3δ

2

)
for a

chosen δ > 0. The system {ψk,ℓ}k,ℓ∈Zn given in Eq. (6.14) is thus a frame for L2(Rn), with

Sf =
∑

k,n∈Zn

〈f, ψk,n〉ψk,n.

a self-adjoint invertible operator on L2(Rn). We can now conclude using Propositions 6.1
and 6.2 with the given ~p and q. �

Remark 6.5. For numerical purposes, it can be beneficial to choose the function g to be a B-
spline with suitable smoothness as the reservoir ΘK,m then consists of linear combinations
of translated and dilated B-splines. This will e.g. facilitate fast multiscale numerical
algorithms for approximating the inner products {〈f, ψk,n〉}.
6.3. Fourier multipliers. Another useful application of classes of almost diagonal ma-
trices is to study mapping properties of various linear operators between the associated
smoothness spaces. In this section, we show how to use this approach to obtain relatively
straightforward boundedness result for Fourier multipliers on mixed-norm α-modulation
spaces. We mention that another (perhaps more direct) approach to Fourier multiplies on
mixed-norm α-modulation spaces is considered in [11, Section 6].

Let m be a bounded measurable function on R
n. The associated Fourier multiplier is

the operator

m(D)f = F−1(mf̂),

which is initially defined and bounded on L2(Rn). In particular, m(D) is defined on a
dense subset of M s,α

~p,q (R
n) provided ~p ∈ (0,∞)n and 0 < q < ∞. Let us fix α ∈ [0, 1] and

some b ∈ R. We assume that the multiplier function m satisfies the smoothness condition

sup
ξ∈Rn

〈ξ〉α|η|−b|∂ηm(ξ)| <∞,

for every multi-index η ∈ (N ∪ {0})n. We claim that the following result holds,

(6.20) m(D) :M s+b,α
~p,q (Rn) →M s,α

~p,q (R
n).

Calling on Theorem 3.2 and Proposition 5.4, it is straightforward to verify that it suffices
to show that the matrix

(6.21)
{〈

〈ξk〉−bm(D)ϕk,ℓ, ϕj,m

〉}
∈ ads~p,q.

We first observe, using the compact support properties of the system {ϕk,ℓ}, that
〈m(D)ϕk,ℓ, ϕj,m〉 = 0 wheneverQk∩Qj = ∅. Let us therefore focus on the case Qk∩Qj 6= ∅,
where we have rk ≍ rj (with constants independent of k and j). The equivalence rk ≍ rj
in turn implies that, using the notation from Definition 5.1,

(6.22) ω(k,ℓ)(j,m) ≍ (1− |ℓ−m|)−J−δ.

We have, using Eq. (3.2),

〈m(D)ϕk,ℓ, ϕj,m〉 =
∫

Rn

m(ξ)θαk (ξ)θ
α
j (ξ)ek,ℓ(ξ)ej,m(ξ) dξ,
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and by the affine change of variable ξ := Tky := rky + ξk,

〈m(D)ϕk,ℓ, ϕj,m〉 = rnk

∫

Rn

m(Tky)θ
α
k (Tky)θ

α
j (Tky)ek,ℓ(Tky)ej,m(Tky) dy

= (2π)−n

∫

Rn

m(Tky)θ
α
k (Tky)θ

α
j (Tky)

× exp

[
i
π

a

((
ℓ− rk

rj
m
)
· y − rk

rj
m · k +m · j

)]
dy.

Hence, letting gk,j(y) := m(Tky)θ
α
k (Tky)θ

α
j (Tky), we obtain

|〈m(D)ϕk,ℓ, ϕj,m〉| ≤ C

∣∣∣∣F [gk,j ]

(
π

a

[
rk
rj
m− ℓ

])∣∣∣∣ .

Now we proceed to make a standard decay estimate for the Fourier transform of gk,j.
Notice that θαk (Tk·)θαj (Tk·) is C∞ with support contained in a compact set Ω that can be
chosen independent of k and j, which can be verified using the fact that rk ≍ rj. Hence,
by the Leibniz rule, one obtains for β ∈ (N ∪ {0})n,

|∂β [gk,j](ξ)| ≤ Cβ1Ω(ξ)
∑

η≤β

∂η[m(Tk·)](ξ), ξ ∈ R
n.

Then by the chain-rule, recalling that rk = 〈ξk〉α,

|∂β [gk,j](ξ)| ≤ Cβ1Ω(ξ)
∑

η≤β

r
|η|
k [(∂ηm)(Tk·)](ξ)

≤ C
∑

η≤β

r
|η|
k 1Ω(ξ)〈Tkξ〉b−α|η|

≤ C1Ω(ξ)
∑

η≤β

〈ξk〉α|η|〈ξk〉b−α|η|,

where we used that rk = 〈ξk〉α. Standard estimates now show that for any N > 0, there
exists CN <∞ such that

〈ξk〉−b|〈m(D)ϕk,ℓ, ϕj,m〉| ≤ CN (1 + |m− ℓ|)−N ,

whenever Qk ∩Qj 6= ∅. By the observation in Eq. (6.22), we may therefore conclude that
(6.21) holds, and consequently, that the multiplier result (6.20) also holds.

Appendix A. Some technical lemmas

Lemma A.1. Let N > n and suppose the system {ηk,ℓ}k,ℓ∈Zn satisfies (4.1), and the

system {ψk,ℓ}k,nZn also satisfies (4.1). We then have

|〈ηk,ℓ, ψj,m〉| ≤ Cmin

(
rk
rj
,
rj
rk

)n
2

(1 + min(rk, rj)|xk,ℓ − xj,m|)−N ,(A.1)

with rk and xk,ℓ given in (2.9).

Proof. Without loss of generality assume that rk ≤ rj . First we consider the case rk|xk,m−
xj,m| ≤ 1. It then follows that

(A.2)
r

n
2

k

(1 + rk|xk,ℓ − x|)N ≤ r
n
2

k ≤ 2Nr
n
2

k

(1 + rk|xk,ℓ − xj,m|)N
,
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and we have

|〈ηk,ℓ, ψj,m〉| ≤ Cr
n
2

k

(1 + rk|xk,ℓ − xj,m|)N
∫

Rn

r
n
2

j

(1 + rj |xj,m − x|)N dx

=
Cr

n
2

k

(1 + rk|xk,ℓ − xj,m|)N
∫

Rn

r
−n

2

j

(1 + |x|)N dx

≤ C

(
rk
rj

)n
2

(1 + rk|xk,ℓ − xj,m|)−N ,(A.3)

where we used that N > n to estimate the integral. For the other case, rk|xk,m−xj,m| > 1,

we consider two additional cases. In the first case, we assume that |xk,ℓ−x| ≥ 1
2 |xk,ℓ−xj,m|.

Similar to above we then get (A.2) which leads to (A.3). In the last case, we have |xk,ℓ−x| <
1
2 |xk,ℓ − xj,m| which gives |xj,m − x| > 1

2 |xk,ℓ − xj,m|. It then follows that

1

(1 + rj |xj,m − x|)N ≤ 1

(1 + rj |xk,ℓ − xj,m|)N ≤ (rk/rj)
N

(1 + rk|xk,ℓ − xj,m|)N
,

and we have

|〈ηk,ℓ, ψj,m〉| ≤ C(rk/rj)
n
2

(1 + rk|xk,ℓ − xj,m|)N
∫

Rn

rnk
(1 + rk|xk,ℓ − x|)N dx

≤ C

(
rk
rj

)n
2

(1 + rk|xk,ℓ − xj,m|)−N .

�

The following estimate in direct space was used to prove Proposition 5.4.

Lemma A.2. Suppose that 0 < r ≤ 1 and N > n/r. Then for any sequence {sk,ℓ}k,ℓ∈Zn ⊂
C, and for x ∈ Q(j,m), we have

∑

ℓ∈Zn

|sk,ℓ|
(1 + min(rk, rj)|xk,ℓ − xj,m|)N ≤Cmax

(
rk
rj
, 1

)n
r

×Mr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)
(x),(A.4)

with rk, ξk, and xn,ℓ defined in Eq. (2.9), and Q(j,m) defined in Eq. (3.1).

Proof. We begin by considering the case rk ≤ rj. We define the sets,

A0 = {ℓ ∈ Z
n : rk|xk,ℓ − xj,m| ≤ 1},

Ai = {ℓ ∈ Z
n : 2i−1 < rk|xk,ℓ − xj,m| ≤ 2i}, i ≥ 1.

Choose x ∈ Q(j,m). There exists C1 > 0 such that ∪ℓ∈Ai
Q(k, n) ⊂ B(x,C12

ir−1
k ).

Putting ωn := |B(0, 1)|, we deduce from Eq. (3.1) that
∫
1Q(k,n)(x) dx = ωnr

−n
k . Hence,

we have

∑

ℓ∈Ai

|sk,ℓ|
(1 + rk|xk,ℓ − xj,m|)N

≤ C2−iN
∑

ℓ∈Ai

|sℓ,ℓ| ≤ C2−iN
(∑

ℓ∈Ai

|sk,ℓ|r
) 1

r

≤ C2−iN

(
rnk
ωn

∫

B(x,C12ir
−1

k
)

∑

ℓ∈Ai

|sk,ℓ|r1Q(k,ℓ)

) 1

r

.
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Using by the definition of the maximal operator (2.4), we obtain

∑

ℓ∈Ai

|sk,ℓ|
(1 + rk|xk,ℓ − xj,m|)N ≤ C2i(

n
r
−N)

(
rnk

2inωB
d

∫

B(x,C12ir
−1

k
)

∑

ℓ∈Ai

|sk,ℓ|r1Q(k,ℓ)

) 1

r

≤ C2i(
n
r
−N)Mr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)
(x)

by using
∑

ℓ∈Zn 1Q(k,ℓ) ≤ L. Summing over i ≥ 0 and using N > n/r gives (A.4). For the
second case, rk > rj, we redefine the sets,

A0 = {ℓ ∈ Z
n : rj|xk,ℓ − xj,m| ≤ 1}

Ai = {ℓ ∈ Z
n : 2i−1 < rj|xk,ℓ − xj,m| ≤ 2i}, i ≥ 1.

As before we have

∑

ℓ∈Ai

|sk,ℓ|
(1 + rj|xk,ℓ − xj,m|)N

≤C2−iN

(
rnk
ωn

∫

B(x,C12ir
−1

j )

∑

ℓ∈Ai

|sk,ℓ|r1Q(k,ℓ)

) 1

r

≤C2i(
n
r
−N)

(
rk
rj

)n
r

Mr

( ∑

ℓ∈Zn

|sk,ℓ|1Q(k,ℓ)

)
(x).

Summing over i ≥ 0 again gives (A.4).
�

To prove Proposition 5.4 we also used the following estimate in frequency space.

Lemma A.3. Let δ > 0, α ∈ [0, 1), and let rk and ξk be defined as in Eq. (2.9) for k ∈ Z
n.

Then we have.

(i) There exists Ca > 0 independent of k ∈ Z
n such that

∑

j∈Zn

min

((
rj
rk

)n

,

(
rk
rj

)δ)
(1 + max(rk, rj)

−1|ξj − ξk|)−n−δ ≤ Ca.

(ii) There exists Cb > 0 independent of j ∈ Z
n such that

∑

k∈Zn

min

((
rj
rk

)n

,

(
rk
rj

)δ)
(1 +max(rk, rj)

−1|ξj − ξk|)−n−δ ≤ Cb.

Proof. We first consider (i) and begin by partitioning the j indices in the following sets,

A0 = {j ∈ Z
n : |ξj − ξk| ≤ ρ1rk}

Ai = {j ∈ Z
n : 2i−1ρ1rk < |ξj − ξk| ≤ 2iρ1rk}, i ≥ 1,

with ρ1 defined in Eq. (4.4). There exists C1 > 0 independent of i such that for j ∈ Ai,
we have B(ξj, rj) ⊂ B(ξk, C12

irk), which follows from using (4.4) with ξ ∈ B(ξj, rj):

|ξk − ξ| ≤ |ξk − ξj|+ |ξj − ξ| ≤ 2iρ1rk + rj

≤ 2iρ1rk +R12
irk

= C12
irk.
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Next, we divide the sum even further by first looking at rk ≥ rj , and by using that the
covering {B(ξj , rj)}j is admissible, we obtain with ωn := |B(0, 1)|,

∑

j∈Ai
j:rj≤rk

(
rj
rk

)n

(1 + r−1
k |ξj − ξk|)−n−δ

≤C2−i(n+δ)
∑

j∈Ai
j:rj≤rk

(
rj
rk

)n 1

ωnr
n
j

∫

B(ξj ,rj)
1B(ξj ,rj)(ξ) dξ

≤C2−i(n+δ) 1

ωnrnk

∫

B(ξk ,C12irk)

∑

j∈Ai
j:rj≤rk

1B(ξj ,rj)(ξ) dξ

≤C2−iδ.

Summing over i gives the lemma for the rk ≥ rj part of the sum. In a similar way, the
result for rk < rj follows by using

∑

j∈Ai
j:rj>rk

(
rk
rj

)δ

(1 + r−1
j |ξj − ξk|)−n−δ ≤

∑

j∈Ai
j:rj>rk

(
rj
rk

)n

(1 + r−1
k |ξj − ξk|)−n−δ,

which is obtained by observing that

(1 + r−1
j |ξj − ξk|)−n−δ ≤

(
rk
rj

+ r−1
j |ξj − ξk|

)−n−δ

=

(
rj
rk

)n+δ

(1 + r−1
k |ξj − ξk|)−n−δ.

We now turn to estimate (ii), where we need to make some minor modifications to the
general proof. In the case rk ≥ rj, and δ ≤ n, we use the estimate

(
rj
rk

)n(
1 + r−1

k |ξj − ξk|
)−n−δ ≤

(
rk
rj

)δ(
1 + r−1

j |ξj − ξk|
)−n−δ

,

and proceed exactly as above using the modified sets

B0 = {k ∈ Z
n : |ξj − ξk| ≤ ρ1rj}

Bi = {k ∈ Z
n : 2i−1ρ1rj < |ξj − ξk| ≤ 2iρ1rj}, i ≥ 1.

In case rk ≥ rj, and δ > n, we note that
(
1 + r−1

k |ξj − ξk|
)−n−δ ≤

(
1 + r−1

k |ξj − ξk|
)−2n

,

to obtain (
rj
rk

)n(
1 + r−1

k |ξj − ξk|
)−n−δ ≤

(
rk
rj

)n(
1 + r−1

j |ξj − ξk|
)−2n

,

and then proceed as in the previous case. We use similar modifications in the case rk <
rj. �
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