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# MATRIX WEIGHTED MODULATION SPACES 

MORTEN NIELSEN


#### Abstract

Given a matrix-weight $W$ in the Muckenhoupt class $\mathbf{A}_{p}\left(\mathbb{R}^{n}\right), 1 \leq p<\infty$, we introduce corresponding vector-valued continuous and discrete $\alpha$-modulation spaces $M_{p, q}^{s, \alpha}(W)$ and $m_{p, q}^{s, \alpha}(W)$ and prove their equivalence through the use of adapted tight frames. Compatible notions of molecules and almost diagonal matrices are also introduced, and an application to the study of pseudo-differential operators on vector valued spaces is given.


## 1. Introduction

The matrix-weighted $L^{p}$-space $L^{p}(W), 1 \leq p<\infty$, are defined for $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$ a measurable matrix-valued weight function that is positive definite a.e., as the family of measurable functions $\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N}$ satisfying

$$
\begin{equation*}
\|\mathbf{f}\|_{L^{p}(W)}:=\left(\int_{\mathbb{R}^{n}}\left|W^{1 / p}(x) \mathbf{f}(x)\right|^{p} d x\right)^{1 / p}<\infty \tag{1.1}
\end{equation*}
$$

Factorizing over

$$
\left\{\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N} ;\|\mathbf{f}\|_{L^{p}(W)}=0\right\}
$$

turns $L^{p}(W)$ into a Banach space. These weighted spaces of vector-valued functions have attracted a great deal of attention recently (see, e.g., [18, 19, 23, 25, 26]) partly due to the fact that the setup generates a number interesting mathematical questions related to vector valued functions that is naturally connected to various classical results on Muckenhoupt weights in harmonic analysis. A highlight in the matrix-weighted case is the formulation of a suitable matrix $A_{p}$ condition by Nazarov, Treil and Volberg that completely characterizes boundedness of the Riesz-transform(s) on $L^{p}(W)$ for $1<p<\infty$, see [29, 31].

From a more applied point of view, the matrix weighted setup is also of interest due to the fact that the inherent flexibility obtained by varying properties of the weight function, including adjustment of the size $N$, allows one to adapt the setup to be useful for applications in a variety of mathematical modeling scenarios. One area where weighted function spaces can be useful is in the study of partial differential equations with some sort of degeneracy, e.g., "perturbed" elliptic equations with various types of singularities in the coefficients, where it is natural to look for solutions in weighted smoothness spaces, see [8,21] and references therein.

As is well-known, one can use $L^{p}$-spaces to build a variety of useful smoothness spaces by imposing restrictions on suitable local components of functions measured by a (weighted) $L^{p}$-norm. Roudenko was the first to apply such an approach in the matrix weighted setup, based on $L^{p}(W)$ spaces as defined in Eq. (1.1), see [26], where she introduced a very natural notion of matrix weighted Besov spaces $B_{p, q}^{s}(W)$. This work was later extended by Frazier and Roudenko [14, 15] to matrix-weighted Triebel-Lizorkin spaces.

Besov spaces are created by measuring $L^{p}$-norms of local components of functions corresponding to a dyadic decomposition of the frequency space. However, it was observed in the scalar case by Triebel 30 that the same general decomposition approach, using other

[^0]partitions of the frequency space, can yield other types of useful smoothness spaces such as modulation spaces that are associated with a uniform decomposition of the frequency space.

The main contribution of the present paper is to present a construction of matrix weighted $\alpha$-modulation space for weights that satisfy a certain matrix Muckenhoupt condition. The scalar-value $\alpha$-modulation spaces $M_{p, q}^{s, \alpha}\left(\mathbb{R}^{n}\right)$ are a family of smoothness spaces based on polynomial type decompositions of the frequency space. The family contains the Besov spaces, and the modulation spaces introduced by Feichtinger [10], as special "endpoint" cases. The family offers the flexibility to tune general time-frequency properties measured by the smoothness norm by adjusting the parameter $\alpha$ as it determines the structure of the polynomial decomposition of the frequency space $\mathbb{R}^{n}$ used to define the corresponding smoothness space.

The (scalar) $\alpha$-modulation spaces were introduced by Gröbner [17] using a general framework of decomposition type Banach spaces introduced by Feichtinger and Gröbner in [9, 11]. To the best of the author's knowledge, $\alpha$-modulation spaces have not yet been considered with weights, so even in the scalar case (i.e., $N=1$ ) the results presented in the present paper are new.

Scalar (unweighted) $\alpha$-modulation spaces have proven useful in the study of classes of pseudo-differential equations with symbols in certain adapted Hörmander classes, see [2,4,6,20], so there is ample reason to believe that weighted $\alpha$-modulation spaces can play a role in the study of, e.g., perturbed elliptic equations with singularities in the coefficients.

The structure of the paper is as follows. In Section 2] we first recall the time-frequency structure of scalar-valued $\alpha$-modulation spaces and proceed in Section 2.2 to extend the definition to obtain (quasi-)Banach spaces in a certain matrix weighted vector-valued setting. Section 3 is devoted to obtaining a full discrete characterisation of matrix weighted $\alpha$-modulation spaces using a simple adapted band-limited frame for the matrix weighted $\alpha$-modulation spaces. An algebra of discrete almost diagonal matrices adapted to the matrix weighted $\alpha$-modulation spaces is introduced in Section [4, which allows us to define a natural notion of molecules for matrix weighted $\alpha$-modulation spaces. The almost diagonal matrices and molecules may be used to simplify the study of various operators on the matrix weighted smoothness spaces, making it much easier to obtain various boundedness results for, e.g., partial differential operators. As an example of the almost diagonal approach, we conclude the paper in Section 5 with a study of Fourier multipliers on matrix weighted $\alpha$-modulation spaces.

## 2. Vector-valued smoothness spaces

In this section we extend the definition of $\alpha$-modulation spaces to obtain (quasi-)Banach spaces in a matrix weighted vector-valued setting in a way such that Roudenko's matrix weighted Besov spaces [26] becomes a special "endpoint case" corresponding to $\alpha=1$. The scalar $\alpha$-modulation spaces form a family of smoothness spaces that contain modulation and Besov spaces as special limit cases.

The spaces are defined by imposing restrictions on local components of functions defined using from specific decompositions of the frequency space. Specifically, the general structure of the local components is governed by a parameter $\alpha$, belonging to the interval $[0,1]$. This parameter determines a segmentation of the frequency domain from which the spaces are built. We will use the same type of decompositions in the vector-valued setting.
2.1. The family of $\alpha$-coverings of the frequency domain. We first recall the notion of an $\alpha$-covering as introduced in [11, 17].

Definition 2.1. A countable collection $\mathcal{Q}$ of measurable subsets $Q \subset \mathbb{R}^{n}$ is called an admissible covering of $\mathbb{R}^{n}$ if
i. $\mathbb{R}^{n}=\cup_{Q \in \mathcal{Q}} Q$
ii. There exists $n_{0}<\infty$ such that $\#\left\{Q^{\prime} \in \mathcal{Q}: Q \cap Q^{\prime} \neq \emptyset\right\} \leq n_{0}$ for all $Q \in \mathcal{Q}$.

An admissible covering is called an $\alpha$-covering, $0 \leq \alpha \leq 1$, of $\mathbb{R}^{n}$ if
iii. $|Q| \asymp\langle\xi\rangle^{\alpha n}$ (uniformly) for all $\xi \in Q$ and for all $Q \in \mathcal{Q}$,
iv. There exists a constant $K<\infty$ such that

$$
\sup _{Q \in \mathcal{Q}} \frac{R_{Q}}{r_{Q}} \leq K
$$

where $r_{Q}:=\sup \left\{r \in[0, \infty): \exists c_{r} \in \mathbb{R}^{n}: B\left(c_{r}, r\right) \subseteq Q\right\}$ and $R_{Q}:=\inf \{r \in(0, \infty)$ : $\left.\exists c_{r} \in \mathbb{R}^{n}: B\left(c_{r}, r\right) \supseteq Q\right\}$, where $B(x, r)$ denotes the Euclidean ball in $\mathbb{R}^{n}$ centered at $x$ with radius $r$.

Remark 2.2. For $a \in \mathbb{R}^{n}$ and $r_{0}>0$, we define the corresponding cube $R\left[a, r_{0}\right]$ as

$$
\begin{equation*}
R\left[a, r_{0}\right]:=a+r_{0}[-1,1]^{n} . \tag{2.1}
\end{equation*}
$$

We notice that for $Q \in \mathcal{Q}$, condition iv. in Definition [2.1]ensures that we have the following containment in cubes,

$$
R\left[\xi_{1}, r_{Q} /(2 \sqrt{n})\right] \subseteq Q \subseteq R\left[\xi_{2}, R_{Q}\right]
$$

for some $\xi_{1}, \xi_{2} \in Q$.
The following example, which can be considered a "canonical" $\alpha$-covering, was first considered in [17], see also [1].
Example 2.3. For $\alpha \in[0,1)$, there exists $c_{0}>0$ such that for any $c_{1} \geq c_{0}$, the family of sets

$$
B_{k}^{\alpha}:=B\left(\xi_{k}, c_{1} r_{k}\right), \quad k \in \mathbb{Z}^{n},
$$

with $B(c, r)$ denoting the (open) Euclidean ball of radius $r>0$ centered at $c \in \mathbb{R}^{n}$, and

$$
\begin{equation*}
r_{k}:=\langle k\rangle^{\frac{\alpha}{1-\alpha}}, \quad \xi_{k}:=k r_{k}, \quad k \in \mathbb{Z}^{n}, \tag{2.2}
\end{equation*}
$$

with $\langle\xi\rangle:=\left(1+|\xi|^{2}\right)^{1 / 2}, \xi \in \mathbb{R}^{n}$, form an $\alpha$-covering.
Remark 2.4. For the case $\alpha=1$, which is not part of the covering families considered in Example [2.3, a dyadic Lizorkin-type covering of $\mathbb{R}^{n}$ form an example of a 1 -covering leading to the matrix-valued Besov spaces considered in [26]. We refer to [3] for addition information on Lizorkin-type coverings.

It is known that any pair of $\alpha$-coverings $\mathcal{Q}=\{Q\}$ and $\mathcal{P}=\{P\}$ satisfy the following finite overlap condition, see [1, Lemma B.2],

$$
\begin{equation*}
\sup _{Q \in \mathcal{Q}} \# A_{Q}<+\infty, \quad \text { where } A_{Q}:=\{P \in \mathcal{P}: P \cap Q \neq \emptyset\} . \tag{2.3}
\end{equation*}
$$

We will need a so-called bounded admissible partition of unity adapted to $\alpha$-coverings. For $f \in L_{1}\left(\mathbb{R}^{n}\right)$, we let

$$
\mathcal{F}(f)(\xi):=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} f(x) e^{-i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}
$$

denote the Fourier transform, and we use the standard notation $\hat{f}(\xi)=\mathcal{F}(f)(\xi)$. With this normalisation, the Fourier transform extends to a unitary transform on $L^{2}\left(\mathbb{R}^{n}\right)$ and we denote the inverse Fourier transform by $\mathcal{F}^{-1}$.
Definition 2.5. Let $\mathcal{Q}$ be an $\alpha$-covering of $\mathbb{R}^{n}$. A corresponding bounded admissible partition of unity (BAPU) $\left\{\psi_{Q}\right\}_{Q \in \mathcal{Q}}$ is a family of smooth functions satisfying
i. $\operatorname{supp}\left(\psi_{Q}\right) \subset Q$
ii. $\sum_{Q \in \mathcal{Q}} \psi_{Q}(\xi)=1$
iii. There exists a uniform constant $C$ such that for $Q \in \mathcal{Q}$ and $\xi_{Q} \in Q$,

$$
\left|\mathcal{F}^{-1}\left(\psi_{Q}\right)(x)\right| \leq C\left|\xi_{k}\right|^{n \alpha}\left(1+\left|\xi_{Q}\right|^{\alpha}|x|\right)^{-n-1}, \quad x \in \mathbb{R}^{n}
$$

Remark 2.6. The assumption (iii) in Definition 2.5 is slightly modified compared to the usual definition of a BAPU in the scalar case, cf. [1]11]. This is done in order to accomodate the requirements of a matrix setup, where we will need the convolution result in Lemma 2.13 below to be applicable to the functions from any BAPU.

The results in Section 3, and the construction of a $\varphi$-transform, rely on the known fact that it is possible to construct a smooth BAPU with additional structure. For a straightforward construction of such a BAPU adapted to the $\alpha$-covering considered in Example 2.3, we may take $\varphi \in C^{\infty}\left(\mathbb{R}^{n}\right)$ to be non-negative with $\varphi(\xi)=1$ when $|\xi| \leq 1$ and $\varphi(\xi)=0$ for $|\xi|>\frac{3}{2}$, and put

$$
\begin{equation*}
\varphi_{k}(\xi):=\varphi\left(\frac{\xi-r_{k} k}{c_{0} r_{k}}\right), \quad k \in \mathbb{Z}^{n} \tag{2.4}
\end{equation*}
$$

where $c_{0}$ is the constant from Example 2.3 and $r_{k}$ given in Eq. (2.2). We notice that $\varphi_{k}(\xi)=1$ on the sets $B_{k}^{\alpha}$ from Example 2.3 forming an $\alpha$-cover, and, moreover, it can be verified that

$$
\begin{equation*}
\psi_{k}(\xi):=\frac{\varphi_{k}(\xi)}{\sum_{\ell \in \mathbb{Z}^{n}} \varphi_{\ell}(\xi)} . \tag{2.5}
\end{equation*}
$$

forms a corresponding BAPU, which will be verified in Lemma 2.7below. A "square-root" of this BAPU can be obtained by setting

$$
\begin{equation*}
\theta_{k}^{\alpha}(\xi)=\frac{\varphi_{k}(\xi)}{\sqrt{\sum_{\ell \in \mathbb{Z}^{n}} \varphi_{\ell}^{2}(\xi)}} \tag{2.6}
\end{equation*}
$$

We then have

$$
\sum_{\ell \in \mathbb{Z}^{n}}\left[\theta_{k}^{\alpha}(\xi)\right]^{2}=1, \quad \xi \in \mathbb{R}^{n} .
$$

It is perhaps less obvious that the functions $\left\{\mathcal{F}^{-1}\left(\psi_{k}\right)\right\}_{k}$ are all well-localised as required in Definition 2.5.,(iii). We have the following result.
Lemma 2.7. The family of functions $\left\{\varphi_{k}\right\}_{k}$ defined in Eq. (2.4) satisfies Definition 2.5.
Proof. Property (i) and (ii) in Definition 2.5 are straightforward to verify. We turn to property (iii). Let $B_{k}^{\alpha}$ be defined as in Example 2.3, For $\eta_{k} \in B_{k}^{\alpha}$ we define $g_{k}$ by $\widehat{g_{k}}:=$ $\psi_{k}\left(r_{k} \cdot-\eta_{k}\right)$, where one can verify that there exist $r>0$ and constants $C_{\beta}, \beta \in(\mathbb{N} \cup\{0\})^{n}$, independent of $k$, such that

$$
\left|\left(\partial^{\beta} \widehat{g_{k}}\right)(\xi)\right| \leq C_{\beta} \mathbf{1}_{B(0, r)}(\xi)
$$

see, e.g., [1, Proposition A.1]. It follows easily that $\left|g_{k}(x)\right| \leq C(1+|x|)^{-n-1}$ with $C$ independent of $k$. We also notice that

$$
\mathcal{F}^{-1}\left(\psi_{k}\right)(x)=r_{k}^{n} e^{i \eta_{k} \cdot x} g_{k}\left(r_{k} x\right) .
$$

Hence, we obtain the decay estimate

$$
\begin{equation*}
\left|\mathcal{F}^{-1}\left(\psi_{k}\right)(x)\right|=r_{k}^{n}\left|e^{i \eta_{k} \cdot x} g_{k}\left(r_{k} x\right)\right| \leq C r_{k}^{n}\left(1+r_{k}|x|\right)^{-n-1} \tag{2.7}
\end{equation*}
$$

with $C$ independent of $k$, and $\left\{\psi_{k}\right\}_{k}$ therefore satisfies Definition 2.5,
Let us also recall the well-know application of BAPUs to an easy construction of tight frames adapted to the $\alpha$-decompositions, see, e.g., [3]. Put

$$
Q_{k}:=Q_{k}^{\alpha}:=R\left[r_{k} k, a r_{k}\right], \quad k \in \mathbb{Z}^{n},
$$

be an $\alpha$-cover of cubes with $r_{k}$ defined in (2.2) with $a \geq \max \left\{2 c_{0}, \pi \sqrt{n} / 2\right\}$, and where $c_{0}$ is the constant from Example 2.3. Consider the localized trigonometric system given by

$$
e_{k, \ell}(\xi):=(2 \pi)^{-n / 2} r_{k}^{-n / 2} \mathbf{1}_{Q_{0}}\left(r_{k}^{-1} \xi-k\right) e^{i \frac{\pi}{a} \ell \cdot\left(r_{k}^{-1} \xi-k\right)}, \quad k, \ell \in \mathbb{Z}^{n}
$$

with $r_{k}$ defined in Eq. (2.2). Then we define the system $\Phi:=\left\{\varphi_{k, \ell}\right\}_{k, \ell}$ in the Fourier domain by

$$
\begin{equation*}
\hat{\varphi}_{k, \ell}(\xi)=\theta_{k}^{\alpha}(\xi) e_{k, \ell}(\xi), \tag{2.8}
\end{equation*}
$$

where $\left\{\theta_{k}^{\alpha}\right\}_{k}$ is the system given by Eq. (2.6). One can verify that

$$
\begin{equation*}
\varphi_{k, \ell}(x)=(2 a)^{-n / 2} r_{k}^{n / 2} e^{i r_{k} k \cdot x} \mu_{k}\left(\frac{\pi}{a} \ell+r_{k} x\right) \tag{2.9}
\end{equation*}
$$

with the function $\mu_{k}$ given by $\widehat{\mu_{k}}:=\psi_{k}\left(r_{k} \cdot+\xi_{k}\right)$. Using an argument similar to the proof of Lemma 2.7, one may verify that $\left\{\mu_{k}\right\}$ are uniformly well-localised in the sense that for every $N \in \mathbb{N}$ there exists $C_{N}<\infty$, independent of $k$, such that

$$
\begin{equation*}
\left|\mu_{k}(x)\right| \leq C_{N}(1+|x|)^{-N}, \quad x \in \mathbb{R}^{n} . \tag{2.10}
\end{equation*}
$$

This in turn implies that

$$
\begin{equation*}
\left|\varphi_{k, \ell}(x)\right| \leq C_{N}(2 a)^{-n / 2} r_{k}^{n / 2}\left(1+r_{k}\left|x-x_{k, \ell}\right|\right)^{-N}, \quad x \in \mathbb{R}^{n} \tag{2.11}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{k, \ell}:=\frac{\pi}{a} r_{k}^{-1} \ell, \quad k, \ell \in \mathbb{Z}^{n} \tag{2.12}
\end{equation*}
$$

In the frequency domain, we have $\operatorname{supp}\left(\hat{\varphi}_{k, \ell}\right) \subset B\left(\xi_{k}, c r_{k}\right)$ for some $c>0$ independent of $k$, which implies that there exist constants $K_{N}$ such that the localisation

$$
\begin{equation*}
\left|\hat{\varphi}_{k, \ell}(\xi)\right| \leq K_{N} r_{k}^{-\frac{n}{2}}\left(1+r_{k}^{-1}\left|\xi_{k}-\xi\right|\right)^{-N}, \quad \xi \in \mathbb{R}^{n} \tag{2.13}
\end{equation*}
$$

holds true for $N \in \mathbb{N}$. It can easily be verified, see [3], that $\Phi:=\left\{\varphi_{k, \ell}\right\}_{k, \ell}$ forms a tight frame for $L^{2}\left(\mathbb{R}^{n}\right)$, i.e., we have the identity

$$
\begin{equation*}
f=\sum_{k, \ell}\left\langle f, \varphi_{k, \ell}\right\rangle \varphi_{k, \ell}, \quad f \in L^{2}\left(\mathbb{R}^{n}\right), \tag{2.14}
\end{equation*}
$$

where the sum converges unconditionally in $L^{2}\left(\mathbb{R}^{n}\right)$.
2.2. Matrix-weighted $L^{p}$-spaces and Muckenhoupt weights. As mentioned in the introduction, we will need weighted vector-valued $L^{p}$-spaces for the construction of smoothness spaces considered below. For $1 \leq p<\infty$ and $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$ a matrix-valued function, which is measurable and positive definite a.e., let $L^{p}(W)$ denote the family of measurable functions $\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N}$ satisfying Eq. (1.1) factorised over

$$
\left\{\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N} ;\|\mathbf{f}\|_{L^{p}(W)}=0\right\}
$$

It can be verified that, for $1<p<\infty$, the dual space to $L^{p}(W)$ is $L^{p^{\prime}}\left(W^{-p^{\prime} / p}\right)$, where $p^{\prime}$ is the dual exponent to $p$, i.e., $1 / p+1 / p^{\prime}=1$, see 31 for further details.

An $N \times N$ matrix weight is a locally integrable and positive definite a.e. matrix function $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$. It turns out that one needs certain additional properties of the matrix weight in order to prove, e.g., completeness of the smoothness spaces introduced in the sequel. The matrix Muckenhoupt condition will play an important role. We say that a matrix weight $W$ satisfied the matrix $A_{p}$ condition, $1<p<\infty$, provided

$$
\begin{equation*}
[W]_{\mathbf{A}_{p}\left(\mathbb{R}^{n}\right)}:=\sup _{Q \in \mathcal{Q}} \int_{Q}\left(\int_{Q}\left\|W^{1 / p}(x) W^{-1 / p}(t)\right\|^{p^{\prime}} \frac{d t}{|Q|}\right)^{p / p^{\prime}} \frac{d x}{|Q|}<\infty \tag{2.15}
\end{equation*}
$$

where $\mathcal{Q}$ is the collection of all cubes in $\mathbb{R}^{n}$. The norm $\|\cdot\|$ appearing in the integral is any matrix norm on the $N \times N$ matrices. In case (2.15) is satisfied, we write $W \in \mathbf{A}_{p}\left(\mathbb{R}^{n}\right)$.

Remark 2.8. The matrix $A_{p}$-conditions were introduced and studied in [22, 29, 31] using the notion of dual norms. The condition given in (2.15) was shown to be equivalent to the original condition by Roudenko in [26], and (2.15) has the advantage of often being more "operational".
Similar to the scalar case, special care has to be taken to define a matrix Muckenhoupt condition in the endpoint case $p=1$. Following Frazier and Roudenko [14], we define the matrix $\mathbf{A}_{1}\left(\mathbb{R}^{n}\right)$-class as follows.
Definition 2.9. Let $W: \Omega \rightarrow \mathbb{C}^{N \times N}$ be a matrix weight. We say that $W \in \mathbf{A}_{1}\left(\mathbb{R}^{n}\right)$ provided that

$$
\begin{equation*}
\|W\|_{\mathbf{A}_{1}\left(\mathbb{R}^{n}\right)}:=\sup _{Q \in \mathcal{Q}} \operatorname{esssup}_{y \in Q} \frac{1}{|Q|} \int_{Q}\left\|W(t) W^{-1}(y)\right\| d t<+\infty \tag{2.16}
\end{equation*}
$$

Remark 2.10. It can be verified that in the scalar case $N=1$, the conditions given by (2.15) and (2.16), respectively, reduce to the corresponding well-known scalar $A_{p}$ conditions, see [14,26 for further details.
2.3. Vector valued modulation spaces. Let $m: \mathbb{R}^{d} \rightarrow \mathbb{C}$ be a bounded measurable function (a multiplier). We denote by $m(D) f:=\mathcal{F}^{-1}(m \hat{f})$, the corresponding Fourier multiplier operator, i.e., the convolution of $\mathcal{F}^{-1}(m)$ with $f$.

We denote by $\mathcal{S}=\mathcal{S}\left(\mathbb{R}^{n}\right)$ the Schwartz space of rapidly decreasing, infinitely differentiable functions on $\mathbb{R}^{n}$. A function $\varphi \in \mathcal{C}^{\infty}$ belongs to $\mathcal{S}\left(\mathbb{R}^{n}\right)$ when, for every $k \in \mathbb{N}_{0}$ with $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, the semi-norms

$$
\begin{equation*}
p_{k}(\varphi):=\max _{\alpha \in \mathbb{N}_{0}^{n}:|\alpha| \leq k} \sup _{x \in \mathbb{R}^{n}}(1+|x|)^{k}\left|\partial^{\alpha} \varphi(x)\right| \tag{2.17}
\end{equation*}
$$

are all finite, where we put $|\alpha|:=\sum_{j=1}^{n} \alpha_{j}$ for $\alpha \in \mathbb{N}_{0}^{n}$. As is well-known, the seminorms $\left\{p_{k}\right\}$ turn $\mathcal{S}$ into a Fréchet space. The dual space $\mathcal{S}^{\prime}=\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ of $\mathcal{S}$ is the space of tempered distributions. It will also be useful to consider the corresponding concepts in a vector setup, where we consider the direct sum Fréchet space $\bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right)$, with dual space $\bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ consisting of $N$-tuples of tempered distributions.

We are now ready to give the definition of the vector-valued weighted $\alpha$-modulation spaces.
Definition 2.11. Let $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$ be a matrix-weight, and let $\mathcal{Q}=\{Q\}$ be an $\alpha$ covering with associated BAPU $\left\{\psi_{Q}\right\}_{Q \in \mathcal{Q}}$ of the type given in Definition [2.5, Let $\xi_{Q} \in Q$, $Q \in \mathcal{Q}$. For $\alpha \in[0,1], s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, we let $M_{p, q}^{\alpha, s}(W)$ denote the collection of all vector-valued distributions $\mathbf{f}=\left(f_{1}, \ldots, f_{N}\right)^{T} \in \bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, such that

$$
\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}:=\left\|\left\{|Q|^{s / n}\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{Q}\right\|_{\ell_{q}}<\infty
$$

with $\psi_{Q}(D) \mathbf{f}:=\left(\psi_{Q}(D) f_{1}, \ldots, \psi_{Q}(D) f_{N}\right)^{T}$ acting coordinate-wise. For $q=\infty$, the $\ell^{q_{-}}$ norm is replaced by the supremum over $Q$.
Based on the corresponding definition of (un-weighted) scalar $\alpha$-modulation, one may hope that the family $M_{p, q}^{\alpha, s}(W)$ is in fact a (quasi-)Banach space, at least for "nice" matrixweights $W$. This turns out to hold for matrix weights in $\mathbf{A}_{p}\left(\mathbb{R}^{n}\right)$, where we have the following result, where it is also shown that up to equivalence of norms, $M_{p, q}^{\alpha, s}(W)$ is independent of the choice of BAPU whenever $W \in \mathbf{A}_{p}\left(\mathbb{R}^{n}\right)$.
Proposition 2.12. Let $1 \leq p<\infty$ and $W \in \mathbf{A}_{p}\left(\mathbb{R}^{n}\right)$. For $0<q \leq \infty$ and $s \in \mathbb{R}$,
(a) We have continuous embeddings

$$
\bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right) \hookrightarrow M_{p, q}^{\alpha, s}(W) \hookrightarrow \bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)
$$

(b) The space $M_{p, q}^{\alpha, s}(W)$ is complete, i.e., $M_{p, q}^{\alpha, s}(W)$ is a (quasi-)Banach space.
(c) The space $M_{p, q}^{\alpha, s}(W)$ is independent of the choice of BAPU (up to equivalence of norms).

We will postpone the proof of (a) and (b) until Appendix A as we first need to develop a number of technical tools providing estimates to handle certain band-limited vector-valued functions. To prove (c), we will need the following convolution lemma proven by Frazier and Roudenko [15, Lemma 4.4]. The reader may also consult Goldberg's result on general singular integrals [16] for the range $1<p<\infty$.

Lemma 2.13. Let $1 \leq p<\infty$ and $W \in \mathbf{A}_{p}$. Suppose that $g: \mathbb{R}^{n} \rightarrow \mathbb{C}$ with $|g(x)| \leq$ $C^{\prime}(1+|x|)^{-n-1}$ for some constant $C^{\prime}$, and let $g_{\delta}(x)=\delta^{n} g(\delta x)$ for $\delta>0$. If $\mathbf{f} \in L^{p}(W)$ then $g_{\delta} * \mathbf{f} \in L^{p}(W)$ and

$$
\left\|g_{\delta} * \mathbf{f}\right\|_{L^{p}(W)} \leq C\|\mathbf{f}\|_{L^{p}(W)}
$$

for some constant $C:=C\left(W, C^{\prime}, p\right)$ independent of $\delta>0$.
Remark 2.14. The proof in [15] covers the discrete cases $\delta=2^{j}, j \in \mathbb{Z}$, but the reader can easily verify that the same proof extends to cover any $\delta>0$.

Remark 2.15. Suppose $W \in \mathbf{A}_{p}$ for some $1 \leq p<\infty$. Consider a BAPU $\left\{\psi_{Q}\right\}$ satisfying Definition 2.5 associated with an $\alpha$-covering $\mathcal{Q}$ of $\mathbb{R}^{n}$. For $\xi_{Q} \in Q \in \mathcal{Q}$, we may define a well-localised function $g$ by $\hat{g}:=\psi_{Q}\left(\left|\xi_{Q}\right|^{\alpha} \cdot-\xi_{Q}\right)$. Similar to the estimate (2.7), one may obtain the localisation

$$
\left|\mathcal{F}^{-1}\left(\psi_{Q}\right)(x)\right|=\left|\xi_{Q}\right|^{n \alpha}\left|e^{i \xi_{Q} \cdot x} g\left(\left|\xi_{Q}\right|^{\alpha} x\right)\right| \leq C\left|\xi_{Q}\right|^{n \alpha}\left(1+\left|\xi_{Q}\right|^{\alpha}|x|\right)^{-n-1}
$$

with $C$ independent of $Q$. Hence, by Lemma 2.13, we finally arrive at the uniform bound

$$
\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)}=\left\|\mathcal{F}^{-1}\left(\psi_{Q}\right) * \mathbf{f}\right\|_{L^{p}(W)} \leq C\|\mathbf{f}\|_{L^{p}(W)}
$$

with $C:=C(W, p)$ independent of $Q$.
We can now prove Proposition 2.12, (c).
Proof of Proposition 2.12. (c). Let $\mathcal{Q}=\{Q\}$ and $\mathcal{P}=\{P\}$ be two $\alpha$-coverings with associated BAPUs $\Psi=\left\{\psi_{Q}\right\}_{Q \in \mathcal{Q}}$ and $\Gamma=\left\{\gamma_{P}\right\}_{P \in \mathcal{P}}$, respectively. We first notice, using uniformly bounded height of any $\alpha$-covering, that for $Q \in \mathcal{Q}$,

$$
\begin{equation*}
\psi_{Q}(D) \mathbf{f}=\psi_{Q}(D) \sum_{P \in A_{Q}} \gamma_{P}(D) \mathbf{f} \tag{2.18}
\end{equation*}
$$

with $A_{Q}=\{P \in \mathcal{P}: P \cap Q \neq \emptyset\}$, where we recall that $\# A_{Q}$ is bounded by a constant $n_{0}$ independent of $Q$, see Eq. (2.3). Hence, by Lemma 2.13 and Remark 2.15,

$$
\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)} \leq C \sum_{P \in A_{Q}}\left\|\gamma_{P}(D) \mathbf{f}\right\|_{L^{p}(W)}
$$

By Definition 4.8, (iii), for $Q \in \mathcal{Q}$ and $P \in \mathcal{P}$ with $P \cap Q \neq \emptyset$, we have $|Q| \asymp\left\langle\xi_{0}\right\rangle^{\alpha n} \asymp|P|$ uniformly for any $\xi_{0} \in Q \cap P$. It follows from this observation that

$$
|Q|^{s / n}\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)} \leq C \sum_{P \in A_{Q}}|P|^{s / n}\left\|\gamma_{P}(D) \mathbf{f}\right\|_{L^{p}(W)}
$$

Similarly, we obtain, for $P \in \mathcal{P}$,

$$
|P|^{s / n}\left\|\gamma_{P}(D) \mathbf{f}\right\|_{L^{p}(W)} \leq C \sum_{Q \in B_{P}}|Q|^{s / n}\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)}
$$

with $B_{P}=\{Q \in \mathcal{Q}: Q \cap P \neq \emptyset\}$. Using the uniform bounds on the cardinality of the sets $A_{Q}$ and $B_{P}$, it is then straightforward to verify that

$$
\begin{aligned}
\|\mathbf{f}\|_{M_{P, q}^{\alpha, s}(W)} & =\left\|\left\{|Q|^{s / n}\left\|\psi_{Q}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{Q}\right\|_{\ell_{q}} \\
& \asymp\left\|\left\{|P|^{s / n}\left\|\gamma_{P}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{P}\right\|_{\ell_{q}}, \quad \mathbf{f} \in M_{p, q}^{\alpha, s}(W) .
\end{aligned}
$$

The completion of the proof of Proposition 2.12 can be found in Appendix A. To simplify the notation below, we will call on the equivalence provided by Proposition 2.12. (iii) and for $\alpha \in[0,1)$ always use the "canonical" BAPU $\left\{\psi_{k}\right\}_{k \in \mathbb{Z}^{n}}$ given in (2.5) associated with the $\alpha$-covering of Example [2.3. With this choice, for $s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, we have

$$
\begin{equation*}
\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}=\left\|\left\{r_{k}^{s}\left\|\psi_{k}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}}, \quad \mathbf{f} \in M_{p, q}^{\alpha, s}(W) . \tag{2.19}
\end{equation*}
$$

Remark 2.16. One may use the same reasoning as used for the proof of Proposition 2.12. (c) to verify that the "square root" system $\left\{\theta_{k}^{\alpha}\right\}$ defined in (2.6) also satisfies, for $s \in \mathbb{R}$, $1 \leq p<\infty$, and $0<q \leq \infty$,

$$
\begin{equation*}
\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)} \asymp\left\|\left\{r_{k}^{s}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}}, \quad \mathbf{f} \in M_{p, q}^{\alpha, s}(W) . \tag{2.20}
\end{equation*}
$$

The details are left for the reader.

## 3. Discrete vector valued modulation spaces and norm characterzations

Often the notion of smoothness can be linked to sparseness for suitable functions expansions. In this section we define discrete vector-valued weighted $\alpha$-modulation space together with a simple construction of adapted tight frames that will support a $\varphi$-transform in the spirit of the classical construction by Frazier and Jawerth [12, 13].
Let $k, \ell \in \mathbb{Z}^{n}$, and let $r_{k}$ be as in Eq. (2.2). Using the notation introduced in (2.1), we define for a constant $a>\max \left\{2 c_{1}, \pi \sqrt{n} / 2\right\}$, with $c_{1}$ the constant from Example [2.3, the sets

$$
\begin{equation*}
Q(k, \ell):=R\left[\frac{\pi}{a} r_{k}^{-1} \ell, \frac{\pi}{a} r_{k}^{-1}\right]=\frac{\pi}{a} r_{k}^{-1} \ell+\left[0, \frac{\pi}{a} r_{k}^{-1}\right)^{n} . \tag{3.1}
\end{equation*}
$$

Clearly, for fixed $k, \mathcal{Q}_{k}:=\cup_{\ell} Q(k, \ell)$ forms a partition of $\mathbb{R}^{n}$ with $|Q(k, \ell)|=\left(\frac{\pi}{a}\right)^{n} r_{k}^{-n}$. The sets will play the role of a suitable substitute for the dyadic cubes, so we denote $\mathcal{Q}=\cup_{k} \mathcal{Q}_{k}$.
Let $\mathbf{1}_{A}$ denote the characteristic function of a measurable set $A$. We have the following definition.
Definition 3.1. Let $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$ be a matrix-weight, and suppose $\alpha \in[0,1], s \in \mathbb{R}$, $1 \leq p<\infty$, and $0<q \leq \infty$. We let let $\mathcal{Q}=\{Q(k, \ell)\}_{k, \ell}$ be the collection of sets defined in (3.1). We let $m_{p, q}^{\alpha, s}(W)$ denote the collection of all vector-valued sequences $\mathbf{s}=\left\{\mathbf{s}_{Q}\right\}_{Q \in \mathcal{Q}}$, where $\mathbf{s}_{Q}=\left(s_{Q}^{(1)}, \ldots, s_{Q}^{(N)}\right)^{T}$, enumerated by the sets in $\mathcal{Q}$, such that

$$
\begin{aligned}
\left\|\left\{\mathbf{s}_{Q}\right\}_{Q}\right\|_{m_{p, Q}^{\alpha, s}(W)} & :=\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}} \mathbf{s}_{Q(k, \ell)} \mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& =\left(\sum_{k \in \mathbb{Z}^{n}}\left\|r_{k}^{s} \sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\right\| W^{1 / p}(t) \mathbf{s}_{Q(k, \ell)}\left\|\mathbf{1}_{Q(k, \ell)}(t)\right\|_{L^{p}(d t)}^{q}\right)^{1 / q} .
\end{aligned}
$$

For $q=\infty$, the $\ell^{q}$-norm is replaced by the supremum over $k$.

In order to make a connection between the discrete spaces $m_{p, q}^{\alpha, s}(W)$ and the continuous setting, we will rely on a number of weighted sampling results for band-limited vectorvalued functions. The following Lemma provides a weighted $L^{p}$ sampling result for bandlimited vector-valued functions that have their frequency support contained in sets that are not "centered". Similar to the scalar case, it is possible to center the spectrum by translation, which corresponds to applying a modulation to the function, which does not affect the $L^{p}$-properties considered in the Lemma. We let

$$
\Omega_{k}:=\left\{\mathbf{f}: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N} \mid \operatorname{supp}\left(\hat{f}_{i}\right) \subseteq B_{k}^{\alpha}, i=1, \ldots, N\right\},
$$

where $B_{k}^{\alpha}$ are the sets considered in Example 2.3. We have the following lemma, which provides an adapted version of the sampling result [26, Lemma 6.3] by Roudenko.

Lemma 3.2. Let $1 \leq p<\infty, W \in \mathbf{A}_{p}$, and suppose $\mathbf{g} \in \Omega_{k}$. Then there exists a constant $c_{p, n}$, independent of $\mathbf{g}$, such that

$$
\sum_{\ell \in \mathbb{Z}^{n}} \int_{Q(k, \ell)}\left|W^{1 / p}(x) \mathbf{g}\left(\frac{\pi}{a} r_{k}^{-1} \ell\right)\right|^{p} d x \leq c_{p, n}\|\mathbf{g}\|_{L^{p}(W)}^{p}
$$

Proof. Recall that $B_{k}^{\alpha}:=B\left(k r_{k}, c_{1} r_{k}\right)$, so for $\mathbf{g} \in \Omega_{k}$, the modified function

$$
\tilde{\mathbf{g}}:=e^{i \frac{\pi}{a} k} \mathbf{g}\left(\frac{\pi}{a} r_{k}^{-1} \cdot\right)
$$

satisfies $\operatorname{supp}(\hat{\tilde{\mathbf{g}}}) \subseteq B\left(0, c_{1} \frac{\pi}{a}\right) \subseteq B(0,2)$. Now, by a change of variable,

$$
\int_{Q(k, \ell)}\left|W^{1 / p}(x) \tilde{\mathbf{g}}(\ell)\right|^{p} d x \asymp r_{k}^{-n} \int_{\ell+[0,1)^{n}}\left|W^{1 / p}\left(\frac{\pi}{a} r_{k}^{-1} x\right) \tilde{\mathbf{g}}(\ell)\right|^{p} d u
$$

We now use the general sampling result [26, Lemma 6.3] to deduce that there exists a constant $c_{p, n}$, independent of $g$, such that

$$
\sum_{\ell \in \mathbb{Z}^{n}} \int_{\ell+[0,1)^{n}}\left|W^{1 / p}\left(\frac{\pi}{a} r_{k}^{-1} x\right) \tilde{\mathbf{g}}(\ell)\right|^{p} d x \leq c_{p, n}\|\tilde{\mathbf{g}}\|_{L^{p}\left(W\left(\frac{\pi}{a} r_{k}^{-1} \cdot\right)\right)}^{p}
$$

We apply another change of variable to obtain,

$$
\begin{aligned}
\sum_{\ell \in \mathbb{Z}^{n}} \int_{Q(k, \ell)}\left|W^{1 / p}(x) \mathbf{g}\left(\frac{\pi}{a} r_{k}^{-1} \ell\right)\right|^{p} d x & \asymp r_{k}^{-n} \sum_{\ell \in \mathbb{Z}^{n}} \int_{\ell+[0,1)^{n}}\left|W^{1 / p}\left(\frac{\pi}{a} r_{k}^{-1} x\right) \tilde{\mathbf{g}}(\ell)\right|^{p} d x \\
& \leq c_{p, n} r_{k}^{-n}\|\tilde{\mathbf{g}}\|_{L^{p}\left(W\left(\frac{\pi}{a} r_{k}^{-1} \cdot\right)\right)}^{p} \\
& =c_{p, n}\|\mathbf{g}\|_{L^{p}(W)}^{p} .
\end{aligned}
$$

We can use Lemma 3.2 to obtain the following norm estimate for the canonical expansion coefficients $\mathbf{c}_{k, \ell}:=\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle$ associated with the tight frame defined in Eq. (2.8). The result show that the natural analysis operator for this system is bounded from $M_{p, q}^{\alpha, s}(W)$ to $m_{p, q}^{\alpha, s}(W)$ - at least for "nice" matrix weights $W$.

Proposition 3.3. Let $\alpha \in[0,1], 1 \leq p<\infty$, and $0<q<\infty$. Suppose $W \in \mathbf{A}_{p}$. Then there exists a constant $C:=C(\alpha, q, W)$ such that for $\mathbf{f} \in M_{p, q}^{\alpha, s}(W)$,

$$
\begin{equation*}
\left\|\left\{\mathbf{c}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq C\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}, \tag{3.2}
\end{equation*}
$$

with $\mathbf{c}_{k, \ell}:=\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle$.

Proof. Recall that $\varphi_{k, \ell} \in \Omega_{k}$ with

$$
\hat{\varphi}_{k, \ell}(\xi)=(2 a)^{-n / 2} e^{-i \frac{\pi}{a} \ell \cdot k} r_{k}^{-n / 2} \theta_{k}^{\alpha}(\xi) e^{i \frac{\pi}{a} \ell \cdot r_{k}^{-1} \xi}
$$

so, we have

$$
\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle=(2 \pi)^{-n / 2} e^{-i \frac{\pi}{a} \ell \cdot k}|Q(k, \ell)|^{1 / 2} \theta_{k}^{\alpha}(D) \mathbf{f}\left(\frac{\pi}{a} r_{k}^{-1} \ell\right)
$$

Hence, using the observation in (2.20),

$$
\begin{aligned}
\left\|\left\{\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} & =\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle \mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& \asymp\left\|\left\{r_{k}^{s} \|\left[\sum_{\ell \in \mathbb{Z}^{n}} \int_{Q(k, \ell)}\left\|W^{1 / p}(x) \theta_{k}^{\alpha}(D) \mathbf{f}\left(\frac{\pi}{a} r_{k}^{-1} \ell\right)\right\|^{p} d x\right]^{1 / p}\right\}_{k}\right\|_{\ell_{q}} \\
& \leq c_{p, q}\left\|\left\{r_{k}^{s}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& \asymp\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}
\end{aligned}
$$

where we used the observation in Eq. (2.20) for the final estimate.
We will now prove that the corresponding reconstruction operator for the tight frame defined in Eq. (2.8) is bounded from $m_{p, q}^{\alpha, s}(W)$ to $M_{p, q}^{\alpha, s}(W)$ for suitable weights $W$.

We will need the notion of a doubling matrix weight for the following result. Using the notation introduced in (2.1), we have the following definition.

Definition 3.4. We say that the matrix weight $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}$ satisfies the doubling condition of order $0<p<\infty$ if there is a constant $c$ such that for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ and $r>0$,

$$
\begin{equation*}
\int_{R[\mathbf{x}, 2 r]}\left\|W^{1 / p}(t) \mathbf{y}\right\|^{p} d t \leq c \int_{R[\mathbf{x}, r]}\left\|W^{1 / p}(t) \mathbf{y}\right\|^{p} d t \tag{3.3}
\end{equation*}
$$

Suppose $c=2^{\beta}$ is the smallest constant for which (3.3) holds, then $\beta$ is called the doubling exponent of $W$.
Remark 3.5. Notice that (3.3) is stating the condition that the scalar measure $w_{\mathbf{y}}(t):=$ $\left\|W^{1 / p}(t) \mathbf{y}\right\|^{p}$ is uniformly doubling and not identically zero (a.e.). It is known that whenever $W \in \mathbf{A}_{p}$, then $w_{\mathbf{y}}$ is a scalar $A_{p}$ weight for any $\mathbf{y} \in \mathbb{R}^{n}$. Morevover, the $A_{p}$ constant is bounded by the $\mathbf{A}_{p}$ constant of $W$ and thus independent of $\mathbf{y}$, see, e.g., [16, Corollary 2.3]. This implies that $w_{\mathbf{y}}$ is a scalar doubling measure, see [27], and the corresponding doubling exponent $\beta$ is also independent of $\mathbf{y}$.

We have the following result that in particular applies to matrix weights in $\mathbf{A}_{p}$, c.f. Remark 3.5.
Proposition 3.6. Let $\alpha \in[0,1], 1 \leq p<\infty, 0<q<\infty$, and suppose $W$ satisfies (3.3). Then there exists a constant $C$ such that for any finite vector-valued coefficient sequence $\mathbf{s}:=\left\{\mathbf{c}_{j, \ell}\right\}_{(j, \ell) \in F}, F \subset \mathbb{Z}^{n} \times \mathbb{Z}^{n}$,

$$
\begin{equation*}
\left\|\sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{M_{p, q}^{\alpha, s}(W)} \leq C\left\|\left\{\mathbf{c}_{j, \ell}\right\}\right\|_{m_{p, q}^{\alpha, s}(W)} \tag{3.4}
\end{equation*}
$$

Proof. We have, using the fact that $\operatorname{supp}\left(\psi_{k}\right) \subseteq B_{k}^{\alpha}$,

$$
\begin{aligned}
\left\|\sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{M_{p, q}^{\alpha, s}(W)} & =\left\|\left\{r_{k}^{s}\left\|\psi_{k}(D) \sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& =\left\|\left\{r_{k}^{s}\left\|\psi_{k}(D) \sum_{j \in N(k)} \sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}}
\end{aligned}
$$

where $N(k)=\left\{m \in \mathbb{Z}^{n}: B_{m}^{\alpha} \cap B_{k}^{\alpha} \neq \emptyset\right\}$. Now, $r_{j} \asymp r_{k}$ (uniformly) for $j \in N(k)$, so by Remark 2.15,

$$
\begin{aligned}
r_{k}^{s}\left\|\psi_{k}(D) \sum_{j \in N(k)} \sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)} & \leq C r_{k}^{s}\left\|\sum_{j \in N(k)} \sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)} \\
& \leq C^{\prime} \sum_{j \in N(k)}\left\|r_{j}^{s} \sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)}
\end{aligned}
$$

Recall that $\varphi_{j, \ell}$ satisfies the decay property (2.11) for any $N>0$. We now use (2.11) to obtain the estimate

$$
\begin{aligned}
\left\|\sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)}^{p} & \leq \int_{\mathbb{R}^{n}}\left(\sum_{\ell}\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|\left|\varphi_{j, \ell}(x)\right|\right)^{p} d x \\
& \leq C_{N} \int_{\mathbb{R}^{n}}\left(r_{j}^{n / 2} \sum_{\ell}\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-N}\right)^{p} d x \\
& \leq C_{N}^{\prime} r_{j}^{n p / 2} \int_{\mathbb{R}^{n}} \sum_{\ell}\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|^{p}\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-\frac{N p}{2}} d x
\end{aligned}
$$

where we used the discrete Hölder inequality for the last step in the case $1<p<\infty$ with $N$ chosen large enough such that for the dual Hölder exponent $p^{\prime}$ to $p$,

$$
\sup _{u \in \mathbb{R}^{n}} \sum_{\ell}\left(1+\left|u-\frac{\pi}{a} \ell\right|\right)^{-\frac{N p^{\prime}}{2}}<\infty
$$

For we $p=1$ we obtain the estimate directly without using Hölder's inequality. The function $w_{j, \ell}(x):=\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|^{p}$ is doubling with a doubling constant $\beta>0$ independent of $j$ and $\ell$. We can therefore use Lemma 3.8 below to obtain the following estimate,

$$
\begin{aligned}
\left\|\sum_{\ell} \mathbf{c}_{j, \ell} \varphi_{j, \ell}\right\|_{L^{p}(W)}^{p} & \leq C_{N}^{\prime} r_{j}^{n p / 2} \sum_{\ell} \int_{\mathbb{R}^{n}}\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|^{p}\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-\frac{N p}{2}} d x \\
& \leq C_{N}^{\prime} r_{j}^{n p / 2} \sum_{\ell \in \mathbb{Z}^{n}} \int_{Q(j, \ell)}\left\|W^{1 / p}(x) \mathbf{c}_{j, \ell}\right\|^{p} d x \\
& \asymp\left\|\sum_{\ell}|Q(j, \ell)|^{-1 / 2} \mathbf{c}_{j, \ell} \mathbf{1}_{Q(j, \ell)}\right\|_{L^{p}(W)}^{p}
\end{aligned}
$$

We may now conclude that

$$
\begin{align*}
\left\|\sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell \varphi_{j, \ell}}\right\|_{M_{p, q}^{\alpha, s}(W)} & \leq C\left\|\left\{\sum_{j \in N(k)}\left\|r_{j}^{s} \sum_{\ell} \mathbf{c}_{j, \ell \varphi_{j, \ell}}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& \leq C\left\|\left\{\sum_{j \in N(k)} r_{j}^{s}\left\|\sum_{\ell}|Q(j, \ell)|^{-1 / 2} \mathbf{c}_{j, \ell} \mathbf{1}_{Q(j, \ell)}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& \leq C\left\|\left\{\sum_{j} r_{j}^{s}\left\|\sum_{\ell}|Q(j, \ell)|^{-1 / 2} \mathbf{c}_{j, \ell} \mathbf{1}_{Q(j, \ell)}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell_{q}} \\
& \leq\left\|\left\{\mathbf{c}_{j, \ell}\right\}\right\|_{m_{p, q}^{\alpha, s}(W)}, \tag{3.5}
\end{align*}
$$

where we used the uniform bound on the cardinality of $N(k)$. This concludes the proof.

Remark 3.7. Since $\left\{\varphi_{k, \ell}\right\}_{k, \ell} \subset \mathcal{S}\left(\mathbb{R}^{n}\right)$, it follows easily from Proposition 3.3 and Proposition 3.6, by standard arguments, that $\bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right)$ is dense in $M_{p, q}^{\alpha, s}(W)$ whenever $1 \leq$ $p<\infty, 0<q<\infty$, and $W \in \mathbf{A}_{p}$.

The following technical lemma was used in the proof of Proposition 3.6.
Lemma 3.8. Let $w: \mathbb{R}^{n} \rightarrow(0, \infty)$ be a function satisfying the doubling condition

$$
\int_{R[\mathbf{x}, 2 r]} w(t) d t \leq c \int_{R[\mathbf{x}, r]} w(t) d t, \quad \mathbf{x} \in \mathbb{R}^{n}, r>0,
$$

with doubling exponent $\beta>0$ such that $2^{\beta}=c$. Let $j, \ell \in \mathbb{Z}^{n}$ and let the quantities $Q(j, \ell)$, $r_{j}, x_{j, \ell}$ be defined by Eqs. (3.1), (2.2) and (2.12), respectively. Then for $L>\beta$, we have

$$
\int_{\mathbb{R}^{n}} w(x)\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-L} d x \leq C \int_{Q(j, \ell)} w(x) d x
$$

Proof. We make a partition $\mathbb{R}^{n}=\cup_{m=0}^{\infty} R_{m}$, where $R_{0}=Q(j, \ell)$ and the rectangular "annuli" $R_{m}, m \geq 1$, is defined by

$$
R_{m}:=\left\{y \in \mathbb{R}^{n}: \frac{\pi}{a} 2^{m-1} r_{j}^{-1} \leq\left|y-x_{j, \ell}\right|_{\infty}<\frac{\pi}{a} 2^{m} r_{j}^{-1}\right\} .
$$

Then

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} w(x)\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-L} d x & =\sum_{m=0}^{\infty} \int_{R_{m}} w(x)\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-L} d x \\
& \leq C \sum_{m=0}^{\infty} 2^{-m L} \int_{R_{m}} w(x) d x
\end{aligned}
$$

However, by the doubling property of $w(x)$, noting that $R_{m} \subseteq\left\{y:\left|y-x_{j, \ell}\right|_{\infty}<2^{m} \frac{\pi}{a} r_{j}^{-1}\right\}$, we have
so

$$
\int_{R_{m}} w(x) d x \leq c 2^{\beta m} \int_{R_{0}} w(x) d x
$$

$$
\int_{\mathbb{R}^{n}} w(x)\left(1+r_{j}\left|x-x_{j, \ell}\right|\right)^{-L} d x \leq C^{\prime} \sum_{m=0}^{\infty} 2^{(\beta-L) m} \int_{R_{0}} w(x) d x \leq C^{\prime \prime} \int_{R_{0}} w(x) d x
$$

provided that $L>\beta$.

## 4. Stable expansions and almost diagonal matrices

The band-limited tight frame $\left\{\varphi_{j, k}\right\}$ provides a nice stable decomposition system for $M_{p, q}^{\alpha, s}(W)$ whenever $W \in \mathbf{A}_{p}$. It is, however, desirable to extend the stability results to cover more general systems of localised "molecules" as this will allow us to study, e.g., boundedness of various operators acting on $M_{p, q}^{\alpha, s}(W)$. In this section, we will study molecules in a discretised setting using an adapted notion of almost diagonal matrices.
4.1. Reducing operators and the connection to scalar spaces. It is known that for any matrix weight $W: \mathbb{R}^{n} \rightarrow \mathbb{C}^{N \times N}, 1 \leq p<\infty$, and $Q=Q(k, \ell)$ denoting the cubes from (3.1), there exists a nonnegative-definite matrix $A_{Q}$ such that for $\mathrm{x} \in \mathbb{R}^{N}$,

$$
\left|A_{Q} \mathbf{x}\right| \asymp \rho_{p, Q}(\mathbf{x}):=\left(\frac{1}{|Q|} \int_{Q}\left|W^{1 / p}(t) \mathbf{x}\right|^{p} d t\right)^{1 / p}
$$

with equivalence constants independent of $Q$ and $\mathbf{x} . A_{Q}$ is referred to as a reducing operator for the norm $\rho_{p, Q}$ on $\mathbb{R}^{N}$. Frazier and Roudenko, see [14, 15, 26], made the important observation that reducing operators can be used to make certain connections
between the matrix-weighted Besov space and the scalar $\varphi$-transform studied by Frazier and Jawerth [12]. We will now use a similar approach to study the vector-valued $\alpha$ modulation spaces. We will need the following definition.

Definition 4.1. Let $\alpha \in[0,1], s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, and let $\left\{A_{Q}\right\}_{Q \in \mathcal{Q}}$ be a family of reducing operators associated with $W$. For any vector-valued sequence $\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}$, we define

$$
\left.\|\left\{\boldsymbol{s}_{k, \ell}\right\}\right\}_{k, \ell}\left\|_{m_{p, i, s}^{\alpha, s}\left(\left\{A_{Q(k, e)}\right)\right\}}:=\right\|\left\{r_{k}^{s}\left\|\left.\sum_{\ell \in \mathbb{Z}^{n}}\left|Q(k, \ell)^{-\frac{1}{2}}\right| A_{Q(k, \ell)} \boldsymbol{s}_{k, \ell} \right\rvert\, 1_{Q(k, \ell)}\right\|_{L^{p}(d t)}\right\}_{k} \|_{\ell G} .
$$

We have the following observation.
Lemma 4.2. Let $\alpha \in[0,1], s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, and let $\left\{A_{Q}\right\}_{Q \in \mathcal{Q}}$ be a family of reducing operators associated with $W$. For any finite vector-valued sequence $\mathbf{s}=\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}$, we have

$$
\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \asymp\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q(k, \ell)}\right\}\right)},
$$

with equivalence constants independent of $\mathbf{s}$.
Proof.

$$
\begin{aligned}
\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} & =\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\left|W^{1 / p}(t) \mathbf{s}_{k, \ell}\right| \mathbf{1}_{Q(k, \ell)}(t)\right\|_{L^{p}(d t)}\right\}_{k}\right\|_{\ell q} \\
& =\left\|\left\{r_{k}^{s}\left(\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{p}{2}}\left[\rho_{p, Q(k, \ell)}\left(\mathbf{s}_{k, \ell}\right)\right]^{p}|Q(k, \ell)|\right)^{1 / p}\right\}_{k}\right\|_{\ell^{q}} \\
& \asymp\left\|\left\{r_{k}^{s}\left(\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{p}{2}}\left|A_{Q(k, \ell)} \mathbf{s}_{k, \ell}\right|^{p} \int_{Q} \mathbf{1}_{Q(k, \ell)}(t) d t\right)^{1 / p}\right\}_{k}\right\|_{\ell^{q}} \\
& =\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\left|A_{Q(k, \ell)} \mathbf{s}_{k, \ell}\right| \mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(d t)}\right\}_{k}\right\|_{\ell q} \\
& =\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q(k, \ell)}\right\}\right)} .
\end{aligned}
$$

There is a straightforward connection between the (quasi-)norm given by $\|\cdot\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q(k, \ell)}\right\}\right)}$ and the scalar discrete $\alpha$-modulation space norm $\|\cdot\|_{m_{p, q}^{\alpha, s}}$, defined for a scalar sequence $t:=\left\{t_{k, \ell}\right\}$ by

$$
\begin{equation*}
\|t\|_{m_{p, q}^{\alpha, s}}:=\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}} t_{k, \ell} \mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(d t)}\right\}_{k}\right\|_{\ell q}, \tag{4.1}
\end{equation*}
$$

where we refer to [3, 24] for further details on the scalar discrete $\alpha$-modulation spaces. Given a vector-valued sequence $\mathbf{s}:=\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}$, we define the scalar sequence $t:=\left\{t_{Q(k, \ell)}\right\}$ by putting

$$
t_{k, \ell}:=\left|A_{Q(k, \ell)} \mathbf{s}_{k, \ell}\right| .
$$

Then we clearly have

$$
\begin{equation*}
\|\mathbf{s}\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q(k, \ell)}\right\}\right)}=\|t\|_{m_{p, q}^{\alpha, s}} \tag{4.2}
\end{equation*}
$$

4.2. Almost diagonal matrices. The identity provided by Eq. (4.2) combined with Lemma 4.2 allows us to use operators on the scalar space $m_{p, q}^{\alpha, s}$ to study the vector-valued $m_{p, q}^{\alpha, s}(W)$. For this purpose, it will be useful to recall the following notion of almost diagonal matrices for the scalar spaces $m_{p, q}^{\alpha, s}$ introduced by Rasmussen and the author in [24].

Definition 4.3. Assume that $\alpha \in[0,1], s \in \mathbb{R}, 0<q<\infty$, and $p \in[1, \infty)$. A matrix $\mathbf{A}:=\left\{a_{(j, m)(k, n)}\right\}_{j, m, k, \ell \in \mathbb{Z}^{d}}$ is called almost diagonal on $m_{p, q}^{s, \alpha}$ if there exist $J \geq \frac{n}{\min (1, q)}$ and $C, \delta>0$ such that

$$
\left|a_{(j, \ell)(k, m)}\right| \leq C \omega_{(j, \ell)(k, m)}^{s}(J), \quad j, m, k, n \in \mathbb{Z}^{n}
$$

where

$$
\begin{aligned}
\omega_{(j, \ell)(k, m)}^{s}(J):=\left(\frac{r_{k}}{r_{j}}\right)^{s+\frac{n}{2}} \min \left(\left(\frac{r_{j}}{r_{k}}\right)^{J+\frac{\delta}{2}}\right. & \left.\left(\frac{r_{k}}{r_{j}}\right)^{\frac{\delta}{2}}\right) c_{j k}^{\delta}(J) \\
& \times\left(1+\min \left(r_{k}, r_{j}\right)\left|x_{k, m}-x_{j, \ell}\right|\right)^{-J-\delta},
\end{aligned}
$$

with

$$
c_{j k}^{\delta}(J):=\min \left(\left(\frac{r_{j}}{r_{k}}\right)^{J+\delta},\left(\frac{r_{k}}{r_{j}}\right)^{\delta}\right)\left(1+\max \left(r_{k}, r_{j}\right)^{-1}\left|\xi_{k}-\xi_{j}\right|\right)^{-J-\delta}
$$

with $r_{k}, \xi_{k}$, and $x_{k, n}$ defined in Eqs. (2.2) and (2.12). We denote the set of almost diagonal matrices on $m_{p, q}^{s, \alpha}$ by $\operatorname{ad}_{p, q}^{s, \alpha}$.
Remark 4.4. We mention that a more symmetric sufficient condition for the matrix $\mathbf{A}:=$ $\left\{a_{(j, \ell)(k, m)}\right\}_{j, m, k, \ell \in \mathbb{Z}^{d}}$ to be in $\operatorname{ad}_{p, q}^{s, \alpha}$ is obtained by requiring the existence of $J>\frac{n}{\min (1, q)}$ and $M>\min \{2 J,|s|+n / 2\}$ such that,

$$
\begin{align*}
\left|a_{(j, \ell)(k, m)}\right| \leq C \min \{ & \left.\left(\frac{r_{j}}{r_{k}}\right)^{M},\left(\frac{r_{k}}{r_{j}}\right)^{M}\right\}\left(1+\min \left(r_{k}, r_{j}\right)\left|x_{k, m}-x_{j, \ell}\right|\right)^{-J} \\
& \times\left(1+\max \left(r_{k}, r_{j}\right)^{-1}\left|\xi_{k}-\xi_{j}\right|\right)^{-J} \tag{4.3}
\end{align*}
$$

Any matrix $\mathbf{A}=\left\{a_{(j, \ell)(k, m)}\right\}_{j, m, k, \ell \in \mathbb{Z}^{d}}$ in $\operatorname{ad}_{p, q}^{s, \alpha}$ induces a linear operator on $m_{p, q}^{\alpha, s}$ by calling on the usual matrix vector product. Specifically, let $s \in m_{p, q}^{\alpha, s}$ be a finite sequence, and put $t=\mathbf{A} s$, i.e.,

$$
t_{(j, \ell)}:=\sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}} a_{(j, \ell)(k, m)} s_{(k, m)}, \quad(j, \ell) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}
$$

It was proven in [24] that almost diagonal matrices are in fact bounded on the class $m_{p, q}^{\alpha, s}$.
Proposition 4.5. Suppose that $\mathbf{A} \in a d_{p, q}^{s, \alpha}$. Then $\mathbf{A}$ is bounded on $m_{p, q}^{\alpha, s}$.
Next, we observe that the following elementary matrix estimate holds

$$
\left|A_{Q(k, \ell)} \mathbf{c}\right|=\left|A_{Q(k, \ell)} A_{Q(j, m)}^{-1} A_{Q(j, m)} \mathbf{c}\right| \leq\left\|A_{Q(k, \ell)} A_{Q(j, m)}^{-1}\right\| \cdot\left|A_{Q(j, m)} \mathbf{c}\right| .
$$

It is therefore of interest to study families of reducing operators that are "compatible" with the almost diagonal classes introduced. This leads to the following definition.

Definition 4.6. Let $\left\{A_{Q}\right\}_{Q \in \mathcal{Q}}$ be a sequence of nonnegative-definite matrices and let $\beta>0,1 \leq p<\infty$. We say that $\left\{A_{Q}\right\}_{Q \in \mathbb{R}^{n}}$ is strongly doubling of order $(\beta, p)$ if there exists $c>0$ such that for $P=Q(k, m)$ and $Q=Q(j, \ell)$,

$$
\begin{equation*}
\left\|A_{Q} A_{P}^{-1}\right\| \leq c \max \left\{\left(\frac{r_{j}}{r_{k}}\right)^{n / p},\left(\frac{r_{k}}{r_{j}}\right)^{(\beta-n) / p}\right\}\left(1+\min \left\{r_{j}, r_{k}\right\}\left|x_{j, \ell}-x_{k, m}\right|\right)^{\beta / p} \tag{4.4}
\end{equation*}
$$

We have the following lemma, where we recall that, as an important special case, any $W \in \mathbf{A}_{p}$ is doubling of order $p$.

Lemma 4.7. Let $W$ be a doubling matrix weight of order $p>0$ with doubling exponent $\beta$ as specified in Definition 3.4 and suppose $\left\{A_{Q}\right\}_{Q \in \mathcal{Q}}$ is a sequence of reducing operators of order $p$ for $W$. Then $\left\{A_{Q}\right\}$ is strongly doubling of order $(\beta, p)$.

Proof. Let $Q=Q(j, \ell), P=Q(k, m) \in \mathcal{Q}$, and let $\alpha \geq 1$ be a minimal constant for which $Q \subset \alpha P$. By an elementary geometric estimate, we have

$$
\begin{equation*}
\alpha \leq c \max \left\{1, \frac{r_{k}}{r_{j}}\right\}\left(1+\min \left\{r_{j}, r_{k}\right\}\left|x_{j, \ell}-x_{k, m}\right|\right) \tag{4.5}
\end{equation*}
$$

By the doubling property,

$$
w_{\mathbf{y}}(Q) \leq w_{\mathbf{y}}(\alpha P) \leq c \alpha^{\beta} w_{\mathbf{y}}(P)
$$

Hence,

$$
\left|A_{Q} \mathbf{y}\right|^{p} \leq \frac{1}{|Q|} \int_{Q}\left|W^{1 / p}(x) \mathbf{y}\right|^{p} d x=\frac{1}{|Q|} w_{\mathbf{y}}(Q) \leq c \frac{1}{|Q|} \alpha^{\beta} w_{\mathbf{y}}(P)=c \frac{|P|}{|Q|} \alpha^{\beta}\left|A_{P} \mathbf{y}\right|^{p}
$$

Now we put $\mathbf{y}=A_{P}^{-1} \mathbf{z}$ for arbitrary $\mathbf{z} \in \mathbb{R}^{N}$, and recall that $|P| \asymp r_{k}^{-n},|Q|=r_{j}^{-n}$. Using estimate (4.5) we obtain,

$$
\left|A_{Q} A_{P}^{-1} \mathbf{z}\right|^{p} \leq c\left(\frac{r_{j}}{r_{k}}\right)^{n} \max \left\{1, \frac{r_{k}}{r_{j}}\right\}^{\beta}\left(1+\min \left\{r_{j}, r_{k}\right\}\left|x_{j, \ell}-x_{k, m}\right|\right)^{\beta}|\mathbf{z}|^{p}
$$

and (4.4) follows.
We can now define the class of almost diagonal matrices adapted to the vector-valued sequence space $m_{p, q}^{s, \alpha}(W)$. According to Remark 3.5, the definition in particular applies to the setup where the matrix weight is in $\mathbf{A}_{p}$.

Definition 4.8. Let $W$ be a doubling matrix weight of order $p>0$ with doubling exponent $\beta$ as specified in Definition 3.4. Put $K:=\max \left\{\frac{\beta}{p}, \frac{\beta-n}{p}\right\}$. A matrix $\mathbf{A}:=$ $\left\{a_{(j, \ell)(k, m)}\right\}_{j, m, k, \ell \in \mathbb{Z}^{d}}$ is called almost diagonal on $m_{p, q}^{s, \alpha}(W)$ if there exist $J>\frac{n}{\min (1, q)}$, $M>\max \{2 J,|s|+n / 2\}$, and $C>0$ such that

$$
\begin{align*}
\left|a_{(j, \ell)(k, m)}\right| \leq C \min \{ & \left.\left(\frac{r_{j}}{r_{k}}\right)^{M+K},\left(\frac{r_{k}}{r_{j}}\right)^{M+K}\right\}\left(1+\min \left(r_{k}, r_{j}\right)\left|x_{k, m}-x_{j, \ell}\right|\right)^{-J-\frac{\beta}{p}} \\
& \times\left(1+\max \left(r_{k}, r_{j}\right)^{-1}\left|\xi_{k}-\xi_{j}\right|\right)^{-J} \tag{4.6}
\end{align*}
$$

with $r_{k}, \xi_{k}$, and $x_{k, n}$ defined in Eqs. (2.2) and (2.12). We denote the set of almost diagonal matrices on $m_{p, q}^{s, \alpha}(\mathrm{~W})$ by $\mathbf{a d}_{p, q}^{\alpha, s}(W)$.

The following result provides a fundamental boundedness result for matrices in $\mathbf{a d}_{p, q}^{\alpha, s}$ on the vector-valued sequence space $m_{p, q}^{s, \alpha}(W)$.

Proposition 4.9. Let $\alpha \in[0,1], s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, and let $W \in \mathbf{A}_{p}$ with order $p$ doubling exponent $\beta$ as specified in Definition 3.4. Let $\left\{A_{Q}\right\}_{Q \in \mathbb{R}^{n}}$ be a family of reducing operators associated with $W$. Suppose $\mathbf{B}:=\left\{b_{(j, m)(k, n)}\right\}_{j, m, k, \ell \in \mathbb{Z}^{d}}$ is almost diagonal with $\mathbf{B} \in \boldsymbol{a d}_{p, q}^{\alpha, s}(J)$. Then $\mathbf{B}$ is bounded on $m_{p, q}^{\alpha, s}(W)$.

Proof. Let $\mathbf{s} \in m_{p, q}^{\alpha, s}(W)$ be a finite sequence, and put $\mathbf{t}=\mathbf{B s}$, i.e.,

$$
\mathbf{t}_{(j, \ell)}:=\sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}} b_{(j, \ell)(k, m)} \mathbf{s}_{(k, m)}, \quad(j, \ell) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}
$$

There are no convergence issues due to the fact that $\mathbf{s}$ is finite. Now we define an associated scalar sequence $t=\left(t_{Q}\right)_{Q \in \mathbb{R}^{n}}$ by letting $t_{(j, \ell)}=\left|A_{Q(j, \ell)} \mathbf{t}_{(j, \ell)}\right|$. Then we notice that

$$
\begin{aligned}
t_{(j, \ell)} & =\left|A_{Q(j, \ell)} \mathbf{t}_{(j, \ell)}\right| \\
& =\left|A_{Q(j, \ell)} \sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}} b_{(j, \ell)(k, m)} \mathbf{s}_{(k, m)}\right| \\
& \leq \sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}}\left|b_{(j, \ell)(k, m)}\right| \cdot\left|A_{Q(j, \ell)} \mathbf{s}_{(k, m)}\right| \\
& \leq \sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}}\left|b_{(j, \ell)(k, m)}\right| \cdot\left\|A_{Q(j, \ell)} A_{Q(k, m)}^{-1}\right\|\left|A_{Q(k, m)} \mathbf{s}_{(k, m)}\right| \\
& =\sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}} \gamma_{(j, \ell)(k, m)} s_{(k, m)},
\end{aligned}
$$

with $s_{(k, m)}:=\left|A_{Q(k, m)} \mathbf{s}_{(k, m)}\right|$ and $\gamma_{(j, \ell)(k, m)}:=\left|b_{(j, \ell)(k, m)}\right|| | A_{Q(j, \ell)} A_{Q(k, m)}^{-1}| |$. Hence, using the observation in Eq. (4.2), we have

$$
\left\|\left\{t_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}}=\left\|\left\{\mathbf{t}_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q}\right\}\right)} \asymp\left\|\left\{\mathbf{t}_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}(W)},
$$

and

$$
\left\|\left\{s_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}}^{\alpha,}\left\|\left\{\mathbf{s}_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}\left(\left\{A_{Q}\right\}\right)} \asymp\left\|\left\{\mathbf{s}_{(j, m)}\right\}_{(j, m)}\right\|_{m_{p, q}^{\alpha, s}(W)}^{\alpha,},
$$

where we have used Lemma 4.2 for the equivalence. Therefore, to prove the wanted boundedness result, it suffice to verify that $\Gamma:=\left(\gamma_{(j, m)(k, \ell)}\right) \in \operatorname{ad}_{p, q}^{\alpha, s}$ since, in the scalar setting, an almost diagonal matrix for $m_{p, q}^{\alpha, s}$ will map $m_{p, q}^{\alpha, s}$ boundedly into $m_{p, q}^{\alpha, s}$ according to Proposition 4.5. We notice that the estimate by Lemma 4.7, and the almost diagonal assumption on B given by (4.6), ensure that there exists some $J>\frac{n}{\min (1, q)}$ and $M>$ $\max \{2 J,|s|+n / 2\}$ such that,

$$
\begin{aligned}
\left|\gamma_{(j, m)(k, n)}\right| \leq C \min \{ & \left.\left(\frac{r_{j}}{r_{k}}\right)^{M},\left(\frac{r_{k}}{r_{j}}\right)^{M}\right\}\left(1+\min \left(r_{k}, r_{j}\right)\left|x_{k, n}-x_{j, m}\right|\right)^{-J} \\
& \times\left(1+\max \left(r_{k}, r_{j}\right)^{-1}\left|\xi_{k}-\xi_{j}\right|\right)^{-J}
\end{aligned}
$$

and as noticed in Remark 4.4, this implies that $\Gamma \in \mathrm{ad}_{p, q}^{\alpha, s}$.
Let us now turn to a first useful application of Proposition 4.9 to study "change of frame" operators. As we will see in Corollaries 4.11 and 4.12 below, we can use the "change of frame" operators to extend Propositions 3.3 and 3.6 to cover much more general expansion system.

We take $0 \leq \alpha<1$ and let $\left\{\varphi_{k, n}\right\}_{k, n \in \mathbb{Z}^{n}}$ be the tight frame defined in (2.9) for the chosen $\alpha \in[0,1)$. It can easily be verified that for any fixed $N, P, L>0, \varphi_{k, n}$ has the following decay in direct and frequency space,

$$
\begin{align*}
& \left|\varphi_{k, m}(x)\right| \leq C r_{k}^{\frac{n}{2}}\left(1+r_{k}\left|x_{k, m}-x\right|\right)^{-2 N},  \tag{4.7}\\
& \left|\hat{\varphi}_{k, m}(\xi)\right| \leq C r_{k}^{-\frac{n}{2}}\left(1+r_{k}^{-1}\left|\xi_{k}-\xi\right|\right)^{-2 L-2} \frac{\alpha}{1-\alpha} P \tag{4.8}
\end{align*}
$$

where $C$ is independent of $k$ and $m$, and as before,

$$
\begin{equation*}
x_{k, m}=\frac{\pi}{a} r_{k}^{-1} m, k, m \in \mathbb{Z}^{n} \tag{4.9}
\end{equation*}
$$

with $r_{k}$ defined in (2.2). Let $\left\{\psi_{k, n}\right\}_{k, n \in Z^{d}} \subset L_{2}\left(\mathbb{R}^{n}\right)$ be another system with similar decay properties,

$$
\begin{align*}
& \left|\psi_{j, m}(x)\right| \leq C r_{j}^{\frac{n}{2}}\left(1+r_{j}\left|x_{j, m}-x\right|\right)^{-2 N},  \tag{4.10}\\
& \left|\hat{\psi}_{j, m}(\xi)\right| \leq C r_{j}^{-\frac{n}{2}}\left(1+r_{j}^{-1}\left|\xi_{j}-\xi\right|\right)^{-2 L-2} \frac{\alpha}{1-\alpha} P . \tag{4.11}
\end{align*}
$$

The following lemma was proved in [24].
Lemma 4.10. Let $0 \leq \alpha<1$. Choose $N, P, L>0$ such that $2 N>n$ and $2 L+2 \frac{\alpha}{1-\alpha} \frac{P-n}{2}>$ $n$. If both systems $\left\{\eta_{k, n}\right\}_{k, n \in \mathbb{Z}^{n}}$ and $\left\{\psi_{j, m}\right\}_{j, m \in \mathbb{Z}^{n}}$ satisfy (4.10) and (4.11), we have

$$
\begin{aligned}
&\left|\left\langle\eta_{k, n}, \psi_{j, m}\right\rangle\right| \leq C \min \left(\frac{r_{k}}{r_{j}}, \frac{r_{j}}{r_{k}}\right)^{P}\left(1+\max \left(r_{k}, r_{j}\right)^{-1}\left|\xi_{k}-\xi_{j}\right|\right)^{-L} \\
& \times\left(1+\min \left(r_{k}, r_{j}\right)\left|x_{k, n}-x_{j, m}\right|\right)^{-N}
\end{aligned}
$$

The lemma can be applied to obtain the following result reconstruction bound for any system of "molecules" with the same general structure as the frame $\left\{\varphi_{k, n}\right\}_{k, n \in \mathbb{Z}^{n}}$.
Corollary 4.11. Let $\alpha \in[0,1), s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, and let $W \in \mathbf{A}_{p}$ with order $p$ doubling exponent $\beta$ as specified in Definition 3.4. Put $K:=\max \left\{\frac{\beta}{p}, \frac{\beta-n}{p}\right\}$ and choose $N, P, L>0$ such that $2 N>n$ and $2 L+2 \frac{\alpha}{1-\alpha} \frac{P-n}{2}>n$, and, additionally,

$$
\min \{L, N\}>\frac{n}{\min (1, q)}+\frac{\beta}{p}, \quad P>K+\max \left\{\frac{2 n}{\min (1, q)},|s|+\frac{n}{2}\right\} .
$$

If the system $\left\{\psi_{j, m}\right\}_{j, m \in \mathbb{Z}^{n}} \subset L_{2}\left(\mathbb{R}^{n}\right)$ satisfy (4.10) and (4.11) with parameters $N, P, L$ as specified, then there exists a constant $C$ such that for any finite vector-valued coefficient sequence $\mathbf{s}:=\left\{\mathbf{c}_{j, \ell}\right\}_{(j, \ell) \in F}, F \subset \mathbb{Z}^{n} \times \mathbb{Z}^{n}$,

$$
\begin{equation*}
\left\|\sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell} \psi_{j, \ell}\right\|_{M_{p, q}^{\alpha, s}(W)} \leq C\left\|\left\{\mathbf{c}_{j, \ell}\right\}\right\|_{m_{p, q}^{\alpha, s}(W)} . \tag{4.12}
\end{equation*}
$$

Proof. We expand $\mathbf{f}:=\sum_{(j, \ell) \in F} \mathbf{c}_{j, \ell} \psi_{j, \ell}$ in the canonical system $\left\{\varphi_{j, \ell}\right\}$. This yields

$$
\mathbf{f}=\sum_{(k, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}}(\mathbf{B s})_{(j, m)} \varphi_{k, m},
$$

with

$$
\mathbf{B}=\left(\left\langle\psi_{j, \ell}, \varphi_{k, n}\right\rangle\right)_{(j, \ell)(k, n)} .
$$

By Proposition 4.9, $\|\mathbf{B s}\|_{m_{p, q}^{\alpha, s}(W)} \leq C_{1}\|\mathbf{s}\|_{m_{p, q}^{\alpha, s}(W)}$, and it follows by Proposition 3.6 that

$$
\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)} \leq C_{2}\|\mathbf{B s}\|_{m_{p, q}^{\alpha, s}(W)} \leq C_{1} C_{2}\|\mathbf{s}\|_{m_{p, q}^{\alpha, s}(W)} .
$$

Using a similar type of argument, we can also obtain an estimate for the analysis/coefficient operator for any system with the same general structure as the frame $\left\{\varphi_{k, n}\right\}_{k, n \in \mathbb{Z}^{n}}$.

Corollary 4.12. Let $\alpha \in[0,1), s \in \mathbb{R}, 1 \leq p<\infty$, and $0<q \leq \infty$, and let $W \in \mathbf{A}_{p}$ with order $p$ doubling exponent $\beta$ as specified in Definition 3.4. Put $K:=\max \left\{\frac{\beta}{p}, \frac{\beta-n}{p}\right\}$ and choose $N, P, L>0$ such that $2 N>n$ and $2 L+2 \frac{\alpha}{1-\alpha} \frac{P-n}{2}>n$, and, additionally,

$$
\min \{L, N\}>\frac{n}{\min (1, q)}+\frac{\beta}{p}, \quad P>K+\max \left\{\frac{2 n}{\min (1, q)},|s|+\frac{n}{2}\right\} .
$$

If the system $\left\{\psi_{j, m}\right\}_{j, m \in \mathbb{Z}^{n}} \subset L_{2}\left(\mathbb{R}^{n}\right)$ satisfy (4.10) and (4.11) with parameters $N, P, L$ as specified, then we have Then for $\mathbf{f} \in M_{p, q}^{\alpha, s}(W)$,

$$
\begin{equation*}
\left\|\left\{\mathbf{c}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq C\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}^{\alpha,} \tag{4.13}
\end{equation*}
$$

with $\mathbf{c}_{k, \ell}:=\left\langle\mathbf{f}, \psi_{k, \ell}\right\rangle$.

Proof. By Proposition 3.3, there exists $C_{1}$ such that for $\mathbf{f} \in M_{p, q}^{\alpha, s}(W)$,

$$
\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq C_{1}\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}
$$

with $\mathbf{s}_{k, \ell}:=\left\langle\mathbf{f}, \varphi_{k, \ell}\right\rangle$. We also notice that

$$
\mathbf{f}=\sum_{(j, m) \in \mathbb{Z}^{n} \times \mathbb{Z}^{n}} \mathbf{s}_{j, m} \varphi_{j, m}
$$

We use this representation of $\mathbf{f}$ to calculate

$$
\mathbf{c}_{k, \ell}:=\left\langle\mathbf{f}, \psi_{k, \ell}\right\rangle
$$

where we obtain $\mathbf{c}=\mathbf{B s}$, with

$$
\mathbf{B}=\left(\left\langle\varphi_{j, m}, \psi_{k, \ell}\right\rangle\right)_{(j, m)(k, \ell)} .
$$

Hence, by Proposition 4.9,

$$
\left\|\left\{\mathbf{c}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq C_{2}\left\|\left\{\mathbf{s}_{k, \ell}\right\}_{k, \ell}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq C_{1} C_{2}\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}
$$

## 5. An application to Fourier multipliers

One key selling point of Definition4.8 is that new almost-diagonal class $\mathbf{a d}_{p, q}^{\alpha, s}(W)$ is fully compatible with the already known scalar class $a d_{p, q}^{\alpha, s}$ up to a simple $W$-dependent decay modification specified by the doubling exponent $\beta$ - at least if we rely on the symmetric version of $a d_{p, q}^{\alpha, s}$ discussed in Remark 4.4.

In particular, calling on Proposition 4.9, any scalar boundedness result relying on the symmetric version of the almost diagonal class $a d_{p, q}^{\alpha, s}$ will have a simple modification to the matrix valued setting for weights in $\mathbf{A}_{p}$. The specifics of the modification will depend only on the doubling exponent $\beta$ of the matrix-weight. Let us consider an application to Fourier multipliers.
5.1. Fourier Multipliers. Let $1 \leq p<\infty, 0<q<\infty$, and fix $\alpha \in[0,1]$. Suppose that $W \in \mathbf{A}_{p}$. For $m$ a bounded measurable function on $\mathbb{R}^{n}$, we can define the associated Fourier multiplier as the operator

$$
m(D) f=\mathcal{F}^{-1}(m \hat{f})
$$

which is initially defined and bounded on $L^{2}\left(\mathbb{R}^{n}\right)$. We may extend $m(D)$ to the vectorsetup by letting $m(D)$ act coordinate-wise. We also notice that $m(D)$ is then defined on a dense subset of $M_{p, q}^{\alpha, s}(W)$, c.f. Remark 3.7. We have the following result.

Proposition 5.1. Let $1 \leq p<\infty, 0<q<\infty, \alpha \in[0,1)$, and suppose that $W \in \mathbf{A}_{p}$. Fix $b \in \mathbb{R}$. Assume that the multiplier function $m: \mathbb{R}^{n} \rightarrow \mathbb{C}$ satisfies the smoothness condition

$$
\sup _{\xi \in \mathbb{R}^{n}}\langle\xi\rangle^{\alpha|\eta|-b}\left|\partial^{\eta} m(\xi)\right|<\infty
$$

for every multi-index $\eta \in(\mathbb{N} \cup\{0\})^{n}$. Then

$$
\begin{equation*}
m(D): M_{p, q}^{\alpha, s+b}(W) \rightarrow M_{p, q}^{\alpha, s}(W) \tag{5.1}
\end{equation*}
$$

Proof. Calling on Proposition 4.9 and Corollary 4.11, it is straightforward to verify that it suffices to show that the matrix

$$
\begin{equation*}
\left\{\left\langle\left\langle\xi_{k}\right\rangle^{-b} m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle\right\} \in \mathbf{a d}_{p, q}^{s}(W) \tag{5.2}
\end{equation*}
$$

Let $Q_{k}=B_{k}^{\alpha}$ be the $\alpha$-covering from Example 2.3. We first observe, using the compact support properties of the system $\left\{\varphi_{k, \ell}\right\}$, that $\left\langle m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle=0$ whenever $Q_{k} \cap Q_{j}=\emptyset$.

Let us therefore focus on the case $Q_{k} \cap Q_{j} \neq \emptyset$, where we have $r_{k} \asymp r_{j}$ (with constants independent of $k$ and $j$ ). The equivalence $r_{k} \asymp r_{j}$ in turn implies that we need to verify,

$$
\begin{equation*}
\left|\left\langle\left\langle\xi_{k}\right\rangle^{-b} m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle\right| \asymp(1-|\ell-m|)^{-J-\delta}, \quad Q_{k} \cap Q_{j} \neq \emptyset . \tag{5.3}
\end{equation*}
$$

We have, using Eq. (2.8),

$$
\left\langle m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle=\int_{\mathbb{R}^{n}} m(\xi) \theta_{k}^{\alpha}(\xi) \theta_{j}^{\alpha}(\xi) e_{k, \ell}(\xi) \overline{e_{j, m}}(\xi) d \xi
$$

and by the affine change of variable $\xi:=T_{k} y:=r_{k} y+\xi_{k}$,

$$
\begin{aligned}
\left\langle m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle= & r_{k}^{n} \int_{\mathbb{R}^{n}} m\left(T_{k} y\right) \theta_{k}^{\alpha}\left(T_{k} y\right) \theta_{j}^{\alpha}\left(T_{k} y\right) e_{k, \ell}\left(T_{k} y\right) \overline{e_{j, m}}\left(T_{k} y\right) d y \\
=(2 \pi)^{-n} & \int_{\mathbb{R}^{n}} m\left(T_{k} y\right) \theta_{k}^{\alpha}\left(T_{k} y\right) \theta_{j}^{\alpha}\left(T_{k} y\right) \\
& \quad \times \exp \left[i \frac{\pi}{a}\left(\left(\ell-\frac{r_{k}}{r_{j}} m\right) \cdot y-\frac{r_{k}}{r_{j}} m \cdot k+m \cdot j\right)\right] d y .
\end{aligned}
$$

Hence, letting $g_{k, j}(y):=m\left(T_{k} y\right) \theta_{k}^{\alpha}\left(T_{k} y\right) \theta_{j}^{\alpha}\left(T_{k} y\right)$, we obtain

$$
\left|\left\langle m(D) \varphi_{k, \ell,} \varphi_{j, m}\right\rangle\right| \leq C\left|\mathcal{F}\left[g_{k, j}\right]\left(\frac{\pi}{a}\left[\frac{r_{k}}{r_{j}} m-\ell\right]\right)\right| .
$$

Now we proceed to make a standard decay estimate for the Fourier transform of $g_{k, j}$. Notice that $\theta_{k}^{\alpha}\left(T_{k} \cdot\right) \theta_{j}^{\alpha}\left(T_{k} \cdot\right)$ is $C^{\infty}$ with support contained in a compact set $\Omega$ that can be chosen independent of $k$ and $j$, which can be verified using the fact that $r_{k} \asymp r_{j}$. Hence, by the Leibniz rule, one obtains for $\beta \in(\mathbb{N} \cup\{0\})^{n}$,

$$
\left|\partial^{\beta}\left[g_{k, j}\right](\xi)\right| \leq C_{\beta} \mathbf{1}_{\Omega}(\xi) \sum_{\eta \leq \beta} \partial^{\eta}\left[m\left(T_{k} \cdot\right)\right](\xi), \quad \xi \in \mathbb{R}^{n}
$$

Then by the chain-rule, recalling that $r_{k}=\left\langle\xi_{k}\right\rangle^{\alpha}$,

$$
\begin{aligned}
\left|\partial^{\beta}\left[g_{k, j}\right](\xi)\right| & \leq C_{\beta} \mathbf{1}_{\Omega}(\xi) \sum_{\eta \leq \beta} r_{k}^{|\eta|}\left[\left(\partial^{\eta} m\right)\left(T_{k} \cdot\right)\right](\xi) \\
& \leq C \sum_{\eta \leq \beta} r_{k}^{|\eta|} \mathbf{1}_{\Omega}(\xi)\left\langle T_{k} \xi\right\rangle^{b-\alpha|\eta|} \\
& \leq C \mathbf{1}_{\Omega}(\xi) \sum_{\eta \leq \beta}\left\langle\xi_{k}\right\rangle^{\alpha|\eta|}\left\langle\xi_{k}\right\rangle^{b-\alpha|\eta|} .
\end{aligned}
$$

Standard estimates now show that for any $N>0$, there exists $C_{N}<\infty$ such that

$$
\left\langle\xi_{k}\right\rangle^{-b}\left|\left\langle m(D) \varphi_{k, \ell}, \varphi_{j, m}\right\rangle\right| \leq C_{N}(1+|m-\ell|)^{-N},
$$

whenever $Q_{k} \cap Q_{j} \neq \emptyset$. By the observation in Eq. (5.3), we may therefore conclude that (5.2) holds, and consequently, that the multiplier result (5.1) also holds.

It is well-know that for $b \in \mathbb{R}$, the bracket-function $\langle\cdot\rangle^{b}$ satisfies the estimate

$$
\left|\left[\partial^{\beta}\langle\cdot\rangle^{b}\right](\xi)\right| \leq C_{\beta}\langle\xi\rangle^{b-|\beta|}, \quad \xi \in \mathbb{R}^{n} .
$$

for any multi-index $\beta \in(\mathbb{N} \cup\{0\})^{n}$. We therefore have the following easy corollary, where we use $\langle\cdot\rangle^{b}\langle\cdot\rangle^{-b} \equiv 1$ for the final norm-equivalence.
Corollary 5.2. Let $1 \leq p<\infty, 0<q<\infty, \alpha \in[0,1)$, and suppose that $W \in \mathbf{A}_{p}$. Fix $b \in \mathbb{R}$. Then

$$
\begin{equation*}
\langle D\rangle^{b}: M_{p, q}^{\alpha, s+b}(W) \rightarrow M_{p, q}^{\alpha, s}(W) . \tag{5.4}
\end{equation*}
$$

Moreover, we have the norm equivalence

$$
\|g\|_{M_{p, q}^{\alpha, s+b}(W)} \asymp\left\|\langle D\rangle^{b} g\right\|_{M_{p, q}^{\alpha, s}(W)},
$$

for $g \in M_{p, q}^{\alpha, s+b}(W)$.

## Appendix A. Completeness of the $\alpha$-modulation spaces

Here we complete the proof of Proposition 2.12. We recall that $\bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right)$ denotes the family of vector functions $\mathbf{f}=\left(f_{1}, \ldots, f_{N}\right)^{T}$ with $f_{i} \in \mathcal{S}\left(\mathbb{R}^{n}\right), i=1, \ldots, N$. We equip the space with the induced semi-norms

$$
p(\mathbf{f}):=\sum_{j=1}^{N} p_{d}\left(f_{j}\right), \quad \text { with } p_{d}\left(f_{i}\right):=\sup _{\xi \in \mathbb{R}^{n}}\langle\xi\rangle^{d} \sum_{|\eta| \leq d}\left|\partial^{\eta} \hat{f}_{i}(\xi)\right| .
$$

As before, we let $\bigotimes_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ denote the corresponding family of vector-valued tempered distributions.

Completion of the proof of Proposition 2.12. We first show the embedding $\bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right) \hookrightarrow$ $M_{p, q}^{\alpha, s}(W)$. Let $\mathbf{f} \in \bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right)$, and put $w(x):=\left\|W^{1 / p}(x)\right\|^{p}$. As $W \in \mathbf{A}_{p}$, it is known that $w$ belongs to scalar $A_{p}\left(\mathbb{R}^{n}\right)$, see [16, Corollary 2.3]. We will need the fact that scalar $A_{p}$-wights have moderate average growth in the sense that

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} w(x)\langle x\rangle^{-n(p+\varepsilon)} d x<+\infty \tag{A.1}
\end{equation*}
$$

for any $\varepsilon>0$, see, e.g., [28, Chap. IX, Proposition 4.5].
Let $L>0$. We have, for $d>\max \{n p, n \alpha+L\}$,

$$
\begin{align*}
\int_{\mathbb{R}^{n}}\left|W^{1 / p}(x) \theta_{k}^{\alpha}(D) \mathbf{f}(x)\right|^{p} d x & \leq \int_{\mathbb{R}^{n}}\left\|W^{1 / p}(x)\right\|^{p}\left|\theta_{k}^{\alpha}(D) \mathbf{f}(x)\right|^{p} d x \\
& =\int_{\mathbb{R}^{n}} w(x)\left|\theta_{k}^{\alpha}(D) \mathbf{f}(x)\right|^{p} d x \\
& \leq\left\|\langle\cdot\rangle^{d} \theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{\infty}^{p} \int_{\mathbb{R}^{n}} w(x)\langle x\rangle^{-d} d x \\
& \leq C\left\|\langle\cdot\rangle^{d} \theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{\infty}^{p} \tag{A.2}
\end{align*}
$$

For the scalar function $f_{i} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ it can be shown (see, e.g., [5, Prop. 4.3.(ii)]) that for $d>\max \{n p, n \alpha+L\}$,

$$
\begin{equation*}
\left\|\langle\cdot\rangle^{d} \theta_{k}^{\alpha}(D) f_{i}\right\|_{\infty} \leq c\langle k\rangle^{\frac{-L}{1-\alpha}} p_{d}\left(f_{i}\right) \tag{A.3}
\end{equation*}
$$

with $c$ independent of $f_{i}$. Hence, using (A.1) and (A.2), we obtain

$$
\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)} \leq c_{d}\langle k\rangle^{\frac{-L}{1-\alpha}} p_{d}(\mathbf{f})=c_{d} r_{k}^{-L / \alpha} p_{d}(\mathbf{f})
$$

Recall that we may choose $L$ arbitrarily large, and for sufficiently large $L$, we obtain

$$
\|\mathbf{f}\|_{M_{p, q}^{\alpha, s}(W)}=\left\|\left\{r_{k}^{s}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{k}\right\|_{\ell^{q}} \leq c_{d} p_{d}(\mathbf{f})
$$

for $d$ suitably large, but independent of $\mathbf{f}$. This provides the wanted embedding.
We now turn to the embedding $M_{p, q}^{\alpha, s}(W) \hookrightarrow \bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. Let us first consider the case $1<p<\infty$, Take $\mathbf{f} \in M_{p, q}^{\alpha, s}(W)$, and let $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{N}\right)^{T} \in \bigoplus_{j=1}^{N} \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then, using the smooth resolution of the identity $\sum_{k} \theta_{k}^{\alpha}(\xi)^{2}=1$ from Eq. (2.6), we obtain

$$
\begin{aligned}
\langle\mathbf{f}, \boldsymbol{\theta}\rangle_{\mathbb{C}^{N}} & =\sum_{k \in \mathbb{Z}^{n}}\left\langle\theta_{k}^{\alpha}(D) \mathbf{f}, \theta_{k}^{\alpha}(D) \boldsymbol{\theta}\right\rangle_{\mathbb{C}^{N}} \\
& =\sum_{k \in \mathbb{Z}^{n}}\left\langle r_{k}^{s} W^{1 / p} \theta_{k}^{\alpha}(D) \mathbf{f}, r_{k}^{-s} W^{-1 / p} \theta_{k}^{\alpha}(D) \boldsymbol{\theta}\right\rangle_{\mathbb{C}^{N}}
\end{aligned}
$$

In the case $1 \leq q<\infty$, we use Hölder's inequality twice to obtain

$$
\int_{\mathbb{R}^{n}}\left|\langle\mathbf{f}(x), \boldsymbol{\theta}(x)\rangle_{\mathbb{C}^{N}}\right| d x \leq\left\|\left\{r_{k}^{s}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)}\right\}_{k}\right\|\left\|_{\ell q}\right\|\left\{r_{k}^{-s}\left\|\theta_{k}^{\alpha}(D) \boldsymbol{\theta}\right\|_{L^{p^{\prime}}\left(W^{\left.-p^{\prime} / p\right)}\right.}\right\}_{k} \|_{\ell^{\prime}},
$$

with $q^{\prime}$ the dual Hölder exponent to $q$. It is known that $W^{-p^{\prime} / p} \in \mathbf{A}_{p^{\prime}}$, see [26, Corollary 3.3]. Hence, we may use the embedding already obtained to conclude that, with $d$ suitably large,

$$
\left\|\left\{r_{k}^{-s}\left\|\theta_{k}^{\alpha}(D) \boldsymbol{\theta}\right\|_{L^{p^{\prime}}\left(W^{-p^{\prime} / p}\right)}\right\}_{k}\right\|_{\ell^{\prime}} \leq c p_{d}(\boldsymbol{\theta})
$$

so

$$
\int_{\mathbb{R}^{n}}\left|\langle\mathbf{f}(x), \boldsymbol{\theta}(x)\rangle_{\mathbb{C}^{N}}\right| d x \leq c\|\mathbf{f}\|_{M_{p, \boldsymbol{q}}^{\alpha, s}(W)} p_{d}(\boldsymbol{\theta}),
$$

which proves the continuous embedding $M_{p, q}^{\alpha, s}(W) \hookrightarrow \bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. For $0<q<1$ the proof is similar starting from the estimate

$$
\left|\langle\mathbf{f}, \boldsymbol{\theta}\rangle_{\mathbb{C}^{N}}\right|^{q} \leq \sum_{k \in \mathbb{Z}^{n}} r_{k}^{s q}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{p}(W)}^{q}\left[\sup _{\ell} r_{\ell}^{-s}\left\|\theta_{\ell}^{\alpha}(D) \boldsymbol{\theta}\right\|_{L^{p^{\prime}}\left(W^{\left.-p^{\prime} / p\right)}\right)}\right]^{q} .
$$

In case $p=1$, we may adapt the same proof relying on the estimates (A.3) and

$$
\int_{\mathbb{R}^{n}}\left|\langle\mathbf{f}(x), \boldsymbol{\theta}(x)\rangle_{\mathbb{C}^{N}}\right| d x \leq\left\|\left\{r_{k}^{s}\left\|\theta_{k}^{\alpha}(D) \mathbf{f}\right\|_{L^{1}(W)}\right\}_{k}\right\|\left\|_{\ell \in}\right\|\left\{r_{k}^{-s}\left\|\theta_{k}^{\alpha}(D) \boldsymbol{\theta}\right\|_{\infty}\right\}_{k} \|_{\ell^{\prime}}
$$

Now we turn to the proof of part (b). Let $\left\{A_{Q}\right\}_{Q \in \mathbb{R}^{n}}$ be a sequence of reducing operators associated with $W$, and suppose $\left\{\mathbf{f}_{n}\right\}_{n}$ is a Cauchy sequence in $M_{p, q}^{\alpha, s}(W)$. The sequence is also Cauchy in the complete space $\bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ by part (a). Hence, the sequence has a well-defined limit $\mathbf{f} \in \bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. By Proposition 3.3, $\mathbf{c}^{n}=\left\{\left\langle\mathbf{f}_{n}, \varphi_{j, \ell}\right\rangle_{j, \ell}\right\}$ is Cauchy in $m_{p, q}^{\alpha, s}\left(\left\{A_{Q}\right\}\right)$. In particular,

$$
\sup _{k} r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\right\| A_{Q(k, \ell)}\left(\mathbf{c}_{k, \ell}^{m}-\mathbf{c}_{k, \ell}^{n}\right)\left\|\mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(d t)}
$$

$$
\begin{equation*}
\leq\left\|\left\{r_{k}^{s}\left\|\sum_{\ell \in \mathbb{Z}^{n}}|Q(k, \ell)|^{-\frac{1}{2}}\right\| A_{Q(k, \ell)}\left(\mathbf{c}_{k, \ell}^{m}-\mathbf{c}_{k, \ell}^{n}\right)\left\|\mathbf{1}_{Q(k, \ell)}\right\|_{L^{p}(d t)}\right\}_{k}\right\|_{\ell^{q}} \longrightarrow 0 \tag{A.4}
\end{equation*}
$$

as $m, n \rightarrow \infty$, which shows that $\left\{A_{Q(k, \ell)} \mathbf{c}_{k, \ell}^{m}\right\}_{m}$ is Cauchy in $\mathbb{C}^{N}$, and since $A_{Q(k, \ell)}$ is invertible, we have that $\left\{\mathbf{c}_{k, \ell}^{m}\right\}_{m}$ is Cauchy in $\mathbb{C}^{N}$. Define $\mathbf{c}_{k, \ell}:=\lim _{m \rightarrow \infty} \mathbf{c}_{k, \ell}^{m}$, where we have $\mathbf{c}_{k, \ell}=\left\langle\mathbf{f}, \varphi_{j, \ell}\right\rangle$ since $\mathbf{f}_{n} \rightarrow \mathbf{f}$ in $\bigoplus_{j=1}^{N} \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\varphi_{j, k} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. An application of Fatou's lemma shows that

$$
\left\|\left\{\mathbf{c}_{k, \ell}\right\}\right\|_{m_{p, q}^{\alpha, s}(W)} \leq \liminf _{n}\left\|\left\{\mathbf{c}_{k, \ell}^{n}\right\}\right\|_{m_{p, q}^{\alpha, s}(W)}<+\infty .
$$

We may write,

$$
\mathbf{f}=\sum_{j \in \mathbb{Z}^{n}} \sum_{\ell \in \mathbb{Z}^{n}} \mathbf{c}_{j, \ell} \varphi_{j, \ell},
$$

where we notice that the norm estimate from Eq. (3.5) can be used to verify that $\mathbf{f}$ is a locally integrable vector function. We apply Fatou's lemma to the right-hand side of the estimate (A.4), and together with Proposition 3.6, to verify that $\mathbf{f}_{n} \rightarrow \mathbf{f}$ in $M_{p, q}^{\alpha, s}(W)$, proving completeness of the space.
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