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Abstract

Electromagnetic structures play a crucial role in diverse applications, yet con-
ventional design and analysis methods suffer from reliance on experience,
labor-intensive processes, and inefficiencies due to the absence of closed-
form formulations that accurately describe their behaviors. Existing machine
learning-based methods accelerate this process but require heavy simulation
needs. This thesis addresses these challenges by developing efficient machine
learning to enhance electromagnetic structure design and analysis.

A two-order machine learning approach is proposed to alleviate the simula-
tion requirements for array radiation synthesis. Traditional calculation-based
synthesis is incomplete and inaccurate due to its omission of the coupling
effect; the simulation-aided synthesis yields precise results at a high compu-
tation and time cost. Existing machine learning-based synthesis methods ap-
proximate the projection from synthesized radiations to array excitation states
purely through simulation data. To reduce the simulation need, the proposed
method decomposes the learning task into two orders. The first-order learns
fundamental superposition from low-cost calculation-based syntheses, and
only a reduced simulation dataset is needed to impart the coupling effect to
the second-order. Comparison results suggest a 50 % reduction in simulation
needs.

A backward machine learning method is developed to achieve fast array
calibration, which aims to determine the complex array excitation that leads
to the expected array radiation. A novel feature extraction scheme is pro-
posed first for compressing the array radiation into compact features, as its
redundant information might complicate the projection and increase the data
requirement. This minimizes the measurement times needed for calibrating
an array. The requirement for simulation data is further reduced through
knowledge-based transfer learning. The radiation superposition theorem is
exploited to simplify the training task, thus saving the simulation data needed
to establish the backward projection. Experimental results show comparable
calibration performance with fewer measurement times compared with typi-
cal power-only calibration methods. Besides, it imposes no demands for phase
shifters, involves no equation manipulations, and executes fast.
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Abstract

A fully automated inverse design framework is proposed to accelerate the
design of frequency-selective surfaces. Typical machine learning-based inverse
design methods rely on human engineers to select the topology first according
to their experience, and then collect many simulation data to train surrogate
models. They are not technically fully automated and suffer from a heavy
simulation need. The proposed framework utilizes representation learning to
realize the fully automated and low-cost inverse design of frequency-selective
surfaces. Given electromagnetic constraints, the auto-selection module de-
cides a topology based on classification; the auto-evolution module generates
an optimal design through the combination of neural networks and particle
swarm optimization. Four structures are designed, fabricated, and tested to
validate the framework.

To universally reduce simulation needs, a high-quality data acquisition
strategy is proposed. It can be applied to various design tasks and integrated
with various machine learning methods to reduce the simulation need. Con-
ventional methods acquire data by sweeping key geometrical parameters of
electromagnetic structures on a fine, uniform grid of the parameter space. The
qualities of collected data are unbalanced and unstable due to the variability
in electromagnetic responses. To solve this, an acquisition algorithm is devel-
oped to recognize high-quality data before simulating their electromagnetic
responses. It leverages computational resources to simulate high-quality data.
Four implementations are carried out to compare the simulation requirements
of uniform sampling and the proposed high-quality data acquisition method,
suggesting an average reduction of 40 % in simulation requirements for the
same model accuracy.

Finally, an efficient Bayesian-inspired sampling-based machine learning
method is introduced. Unlike typical machine learning-assisted methods that
collect all the training data first and then train the machine learning model,
this approach employs a Bayesian-inspired algorithm to dynamically evaluate
and generate the training data during the training procedure. The process
begins with the training of the machine learning model using a limited ini-
tial dataset. Following the Bayesian-based expressions, the training loss and
training data distribution are continuously assessed; new sets of high-quality
data are iteratively generated and incrementally incorporated into the training
dataset. Three design cases are conducted to evaluate the proposed method’s
effectiveness. The experimental results demonstrate a significant reduction in
the simulation need and a noteworthy enhancement in the overall efficiency
compared to conventional machine learning methods.
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Resumé

Elektromagnetiske strukturer spiller en afgørende rolle i forskellige anven-
delser, men konventionelle metoder til design og analyse lider under afhængig-
hed af erfaring, arbejdskrævende processer og ineffektivitet på grund af man-
glen på lukkede formler, der præcist beskriver deres adfærd. Eksisterende
metoder baseret på maskinlæring fremskynder denne proces, men kræver
omfattende simuleringer. Denne afhandling adresserer disse udfordringer
ved at udvikle effektiv maskinlæring til at forbedre design og analyse af elek-
tromagnetiske strukturer.

En totrins maskinlæringstilgang foreslås for at lette simuleringen af array-
radiationssyntese. Traditionel beregningsbaseret syntese er ufuldstændig og
unøjagtig på grund af manglende koplingseffekt; simuleringssupporteret syn-
tese giver præcise resultater, men kræver høj beregning og tidsomkostning. Ek-
sisterende maskinlæringsbaserede syntesemetoder tilnærmer projektionen fra
syntetiserede strålinger til array-ekscitationsstatistikker udelukkende gennem
simuleringer. For at mindske simuleringen opdeles den foreslåede metode
opgaven i to trin. Første trin lærer grundlæggende overlejringsprincipper
fra omkostningsberegnet syntese, og kun en reduceret simuleringsdatasæt er
nødvendigt for at overføre koplingseffekten til andet trin. Sammenligningsre-
sultater antyder en reduktion på 50 % i simuleringens behov.

En metode til bagudrettet maskinlæring er udviklet for at opnå hurtig kali-
brering af arrays, der sigter mod at bestemme den komplekse array-ekscitation,
der fører til den forventede array-stråling. En ny featureudvindingsmetode
foreslås først til komprimering af array-stråling til kompakte funktioner, da
redundant information kan komplicere projektionen og øge datakravet. Dette
minimerer måletiderne, der er nødvendige for kalibrering af et array. Kravet
til simuleringsdata reduceres yderligere gennem vidensbaseret transfer learn-
ing. Strålingsoverlejringsteoremet udnyttes til at forenkle træningsopgaven
og derved spare på de simuleringsdata, der er nødvendige for at etablere
bagudrettet projektion. Eksperimentelle resultater viser sammenlignelig kali-
breringspræstation med færre måletider sammenlignet med typiske metoder
baseret på effektalgoritmer. Derudover stiller den ingen krav til faseskiftere,
involverer ingen ligningsmanipulationer og udføres hurtigt.
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Resumé

Et fuldautomatisk inverse designframework foreslås for at accelerere de-
signet af frekvensselektive overflader. Typiske metoder til inverse design
baseret på maskinlæring er afhængige af, at menneskelige ingeniører først væl-
ger topologien i overensstemmelse med deres erfaring og derefter indsamler
mange simuleringsdata for at træne surrogatmodeller. De er ikke teknisk fuldt
automatiserede og lider under et tungt behov for simulering. Det foreslåede
framework udnytter repræsentationsindlæring til at realisere fuldautomatis-
eret og omkostningseffektivt inverse design af frekvensselektive overflader.
Givet elektromagnetiske begrænsninger beslutter auto-selektionsmodulet en
topologi baseret på klassifikation; auto-evolutionsmodulet genererer en opti-
mal design gennem kombinationen af neurale netværk og partikelsværmeop-
timering. Fire strukturer designes, fabrikeres og testes for at validere frame-
worket.

For at universelt reducere behovet for simulering foreslås en strategi for høj
kvalitet til dataindsamling. Den kan anvendes til forskellige designopgaver og
integreres med forskellige metoder inden for maskinlæring for at reducere be-
hovet for simulering. Konventionelle metoder indsamler data ved at gennemgå
centrale geometriske parametre for bekymrede elektromagnetiske strukturer
på en fin, uniform gitter af parameterområdet. Kvaliteten af indsamlede data
er ubalanceret og ustabil på grund af variabiliteten i elektromagnetiske reak-
tioner. For at løse dette udvikles en algoritme til at genkende høj kvalitet data,
før simulering af deres elektromagnetiske reaktioner. Den udnytter bereg-
ningsressourcer til simulering af høj kvalitet data. Fire implementeringer
udføres for at sammenligne kravene til simulering af uniform prøvetagning og
den foreslåede metode til dataindsamling af høj kvalitet, hvilket antyder en
gennemsnitlig reduktion på 40 % i kravene til simulering for samme modelnø-
jagtighed.

Endelig introduceres en effektiv Bayesian-inspireret prøvetagingsbaseret
maskinlæringsmetode. I modsætning til typiske maskinlæringsbaserede meto-
der, der først indsamler al træningsdata og derefter træner maskinlæringsmod-
ellen, anvender denne tilgang en Bayesian-inspireret algoritme til dynamisk
at evaluere og generere træningsdata under træningsproceduren. Processen
begynder med træningen af maskinlæringsmodellen ved hjælp af et begrænset
indledende datasæt. Efter de bayesiske udtryk vurderes træningstab og fordel-
ing af træningsdata kontinuerligt; nye sæt af høj kvalitet data genereres iterativt
og inkorporeres gradvist i træningsdatasættet. Tre designcases udføres for at
evaluere metodens effektivitet. De eksperimentelle resultater demonstrerer en
betydelig reduktion i behovet for simulering og en markant forbedring i sam-
let effektivitet sammenlignet med konventionelle metoder inden for maskin-
læring.
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Introduction

1 Motivation

1.1 Electromagnetic Structures
Electromagnetic structures, such as antennas [1], metasurfaces [2], and fil-
ters [3], are deliberately designed to manipulate electromagnetic signals, find-
ing applications in diverse fields including wireless communication, radar
detection, and medical imaging. The characterization of their effects on elec-
tromagnetic signals within a specific frequency range is described by their
electromagnetic responses. There are various electromagnetic responses, such
as scattering coefficients (transmission or reflection), gain, beam width, axial
ratio, etc. Achieving desired electromagnetic responses involves selecting the
topologies and tuning the geometries of these electromagnetic structures to
meet the specific constraints of the intended scenarios.

The performance of electromagnetic structures is affected by many factors,
including geometric configurations, material properties, and environmental
conditions. These factors intricately interact with one another, resulting in non-
linear and non-uniform influences on the characteristics of electromagnetic
structures. Consequently, deriving precise closed-form equations that account
for all possible variations and interactions presents a considerable challenge.
As a result, the design and analysis of electromagnetic structures heavily rely
on knowledge and experience.

The dependency on knowledge and experience manifests in two distinct
aspects, corresponding to two stages of the design process: topology selection
and geometry adjustment. Given a particular application scenario, designers
rely on their historical knowledge and experience to initially select a suitable
topology from their familiar options. Subsequently, they iteratively fine-tune
the geometrical parameters of the chosen topology to achieve the desired
electromagnetic behavior that complies with the specific electromagnetic con-
straints.

The past decades have witnessed the development of electromagnetic de-
signs. Before the widespread use of electromagnetic simulators, engineers
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relied on theoretical analysis, experimentation, and manual calculation to de-
sign electromagnetic structures. Theoretical analysis involves the calculation
of Maxwell’s equations and their variations to gain insights into the funda-
mental working principle and determine the dimensions of electromagnetic
structures. For example, the theoretical length of a dipole wire antenna is half
of the wavelength at the operating frequency, as expressed in equation 1,

𝐿 =
�
2 , (1)

where 𝐿 represents the length of the dipole, � represents one wavelength at
the operating frequency. Following the theoretical analysis, prototypes of de-
signed structures are fabricated and tested to measure their performance. For
example, using network analyzers to measure the impedance, gain, etc. The
measured data is taken as a reference for further refining the structures to
get close to the desired performance. The refinement is estimated through
manual calculations based on the measured data. Engineers use charts and
graphs, for example, the Smith chart, to assist the estimation process. They
repeat the testing of performance and the adjusting of physical structures iter-
atively until the prototypes generate the desired performance. However, the
calculation accuracy was low, leading to a tedious and time-consuming design
process. The availability was limited to only the simple and standard types of
geometries like dipole wire antennas. As the study progressed, empirical for-
mulas were derived from accumulated experimental observations. Engineers
improved the accuracy and extended the availability by combining theoretical
analysis and empirical formulas. They added some empirical factors to the
theoretical equations to compensate for the difference between theoretical and
experimental results. As in the dipole design case, its length is modified to
an empirical expression from 0.47� to 0.48� [1]. The length of thinner dipole
wires is closer to 0.48�; The length should be further reduced for thicker wires.
The reduction of the length is caused by the capacitive end effect. Engineers
established approximate design guidelines for these simple and standard elec-
tromagnetic structures. The design and analysis of electromagnetic structures
were rather limited in scope during this period.

The design and analysis of electromagnetic structures were revolutionized
by the widespread use of full-wave electromagnetic simulators since the 1990s
when typical full-wave simulators were released, including Computer Simu-
lation Technology (CST), High-Frequency Structure Simulator (HFSS), FEld &
KOhn (FEKO), etc. The core procedure of full-wave simulation is to mesh the
computational domain into discrete elements or cells and to solve Maxwell’s
equations within these elements or cells. The three simulators utilize vari-
ous numerical methods to solve Maxwell’s equations. The main solvers of
CST include the finite integration technique and time domain solver. HFSS
uses finite element analysis as its primary solver. FEKO employs the Method

4



1. Motivation

of Moments, Multilevel Fast Multipole Method, and Physical Optics. These
simulators provide engineers with powerful tools to accurately predict and op-
timize the responses of the electromagnetic structures. They allow engineers
to design and analyze modified and intricate electromagnetic structures. The
utilization of these simulators has become the standard practice in the design
and analysis process of electromagnetic structures. The main limitation is
that they require specific computational resources. Larger or more intricate
structures require more meshing, hence leading to a number of elements or
cells and a heavy calculation burden, which is more computationally expen-
sive. Currently, both the complexity and scale of electromagnetic structures
continue to increase to meet the more restrictive requirements of new commu-
nication eras, posing a growing computational burden on simulation-based
design methods. While the advancement of computing capabilities facilitates
the design and analysis of increasingly intricate structures, integrating them
with more intelligent solving techniques can enhance the overall impact.

Machine learning offers a promising chance to further improve the design
and analysis of electromagnetic structures. As mentioned above, the rise in
computational demands challenges the efficiency of simulation-based design
methods. To address this, there is a growing interest in integrating machine
learning techniques into the design and analysis process. Instead of relying
solely on solving Maxwell’s equations within the computational domain, ma-
chine learning models can learn and capture patterns and relationships from
historical data, hence allowing for more efficient and accurate predictions of
the behaviors of electromagnetic structures. Furthermore, machine learning
has the potential to uncover novel insights and optimizations in higher di-
mensional space that can be difficult to observe through manual calculation or
conventional simulation-based methods. The captured knowledge can signif-
icantly improve the design and analysis of electromagnetic structures. How-
ever, current machine-learning methods require sufficient simulation data to
train the surrogate models. The challenge lies in striking a balance between
the utilization of electromagnetic simulators and the development of machine-
learning models. A better integration of these two approaches could pave the
way for more comprehensive and efficient design and analysis methods of
increasingly complex electromagnetic structures demanded in modern com-
munication eras.

1.2 Conventional Design and Analysis Methods

1.2.1 Antennas

Antennas are designed to receive or transmit electromagnetic wireless sig-
nals [1]. Key indicators to evaluate the performance of an antenna include op-
erating frequency—at which frequency the antenna works—, bandwidth—the
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maximum frequency range where the antenna remains functional—, gain—
the radiation intensity in certain directions—, polarization—the orientation
of the electric field vector as electromagnetic signals radiate: linear, circular,
elliptical—, beamwidth—the angular width of the main lobe that the antenna
radiates the maximum power—, size, etc.

Antenna engineers design antennas according to specific requirements
with respect to the abovementioned indicators [2]. First, they need to select a
proper antenna type from their familiar antenna types. Typical antenna types
include microstrip patch antenna, dipole antenna, horn antenna, Yagi-Uda an-
tenna, log-periodic antenna, slot antenna, etc. They vary a lot with respect to
the abovementioned indicators and have different limitations in real applica-
tion scenarios. For example, microstrip patch antennas have a low profile but
a narrow bandwidth; horn antennas have a wide bandwidth but a bulky struc-
ture. After a proper antenna type is selected, designers need to model a draft
structure. Its geometric parameters should be roughly estimated and initial-
ized based on domain knowledge and experience about the selected antenna
type. For example, a microstrip patch antenna should have an approximate
half-wavelength patch resonator. Then designers need to fine-tune the geom-
etry until it fulfills the electromagnetic requirements. The fine-tuning process
involves multiple iterations of sweeping geometric individual parameters or
several parameters jointly, simulating the swept combinations of geometric
parameters using full-wave simulators, reasoning the simulation result, and
tuning the geometric parameters or modifying the geometry if needed.

1.2.2 Metasurfaces

Metasurfaces are periodic sub-wavelength structures that act as spatial filters
to reflect or transmit wireless signals at certain frequencies [4]—also known as
frequency selective surfaces—, absorbers [5], polarization converters [6], radar
cross-section reducers [7], etc. Key indicators to evaluate a metasurface include
reflection/transmission coefficient, polarization, phase, size, etc. The perfor-
mance of a metasurface is decided by the structures of its unit cells. Depending
on whether all the unit cells are identical, there are uniform metasurfaces and
multi-bit metasurfaces. Uniform metasurfaces have identical unit cells. Multi-
bit metasurfaces have several types of modified unit cells, for example, an 𝑛-bit
metasurface has 2𝑛 types of modified unit cells.

According to the desired electromagnetic function that a metasurface is
expected to perform, designers need to choose a suitable topology for the unit
cell from their familiar options first, such as patches, particles, Jerusalem cross,
etc. Afterward, they initialize one/multiple unit cell(s) and array the unit cells
based on domain knowledge and experience. Finally, they fine-tune the unit
cell until the formed metasurface performs the expected functionality.

6



1. Motivation

1.2.3 Filters

Filters reflect or transmit wired signals at certain frequencies. Key indica-
tors of filters include operating frequency, bandwidth, reflection/transmission
coefficient, insertion loss—transmission loss within the operating frequency
band—, roll-off rate—how fast signals attenuate as moving from passband to
stopband—, group delay—phase delay across the passband—, size, etc.

Filter design requires a good understanding of microwave circuit theory
and electromagnetic field theory. Given desired filtering responses, designers
determine the filter topology first. Common filter topologies include But-
terworth, Chebyshev, Elliptic, etc. Afterward, designers build an equiva-
lent circuit that generates the desired filtering performance. Radiofrequency
simulators can support modeling and tuning of the circuit, for example, the
Advanced Design System (ADS). Based on the equivalent circuit, proper mi-
crowave components are selected to replace all the circuit elements. The pro-
jection between microwave structures and circuit components can be guided
through microwave circuit and electromagnetic field knowledge, but it can
hardly be formulated. The formed microwave filter structure requires further
fine-tuning to fulfill the filtering requirements.

1.2.4 Limitations

Conventional approaches in the design and analysis of electromagnetic struc-
tures heavily depend on the expertise and experience of human engineers,
necessitating a manual and iterative process, because the precise characteri-
zation of the intricate relationship between geometries and electromagnetic
responses remains a challenging task.

The conventional design process involves the careful selection of suitable
topologies and the subsequent fine-tuning of their geometrical parameters.
However, the choice of topologies is often limited by the designers’ familiarity
with a specific set of candidate options. Consequently, the process of selecting
an optimal topology becomes constrained and less flexible. The fine-tuning
stage further adds to the conventional approach’s labor-intensive and com-
putationally demanding nature. Designers rely on iterative trial and error
methods to adjust the geometries until the desired electromagnetic responses
are achieved within the specified constraints. This manual process lacks effi-
ciency and is prone to inefficiencies and suboptimal solutions.

During the fine-tuning process, designers base their adjustment decisions
on their reasoning and understanding of historical simulation results. Full-
wave simulators such as CST, HFSS, or FEKO provide the necessary support
for these simulations. Thus, the choices made by individual designers can
vary significantly, influenced by their different understanding and reasoning
abilities, leading to unstable design efficiency. Due to the complexity involved,
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designers normally tune only one or several parameters simultaneously and
keep most of the parameters unchanged to ensure reasonability. However,
the effects of the tuning parameters on the performance heavily depend on
the current values of other parameters. The tuning parameters can just ar-
rive at a suboptimal combination with other parameters being fixed at the
current values. Designers have to retune these parameters after other pa-
rameters are changed in the following tuning process. Therefore, the tuning
efficiency is rather low. The comprehension of the design space becomes in-
creasingly challenging as the number of jointly changed parameters increases.
This limitation will be particularly significant in future scenarios where large
and sophisticated electromagnetic structures are required to meet restrictive
constraints in complex environments.

The limitations of conventional methods are mainly imposed by their re-
liance on human expertise and heavy computation. By exploring machine
learning, it is possible to address these limitations to improve the design and
analysis efficiency of electromagnetic structures.

1.3 Machine Learning-Assisted Design and Analysis Methods
Machine learning can significantly improve the design and analysis efficiency
of electromagnetic structures, due to its incredible ability to summarize the
regularity of a complex numerical space from historical data samples. De-
signers can use machine learning to develop surrogate models to approximate
the complex characteristics of electromagnetic structures. There are roughly
three types of surrogate models: forward models [8], inverse models [9], and
generative models [10], which promote three different applications.

1.3.1 Forward Model-Based Method

The primary objective of forward models is to establish a mapping or projec-
tion from the space of geometrical parameters to the space of electromagnetic
responses. By training these forward models, it becomes possible to estimate
the electromagnetic responses of a structure for unseen combinations of geo-
metrical parameters, without relying on computationally expensive full-wave
simulators.

The process begins by acquiring a dataset that consists of known geometric
parameters and their corresponding electromagnetic responses through sim-
ulation. The acquired dataset is then utilized to train the forward model. The
geometric parameter settings are taken as the input and the corresponding
electromagnetic responses are taken as the output. The well-trained forward
model can replace the full-wave simulator for estimating the electromagnetic
responses for new combinations of geometric parameters. This enables the
use of forward models in conjunction with optimization algorithms (e.g., ge-
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Fig. 1: Forward model-based method.

netic algorithm [11] or particle swarm optimization [12]) to accelerate the
design of electromagnetic structures, as demonstrated in Fig. 1. These algo-
rithms work iteratively, starting with a set of randomly initialized geometries.
Each geometry is analyzed using the forward model to obtain its predicted
electromagnetic response. The optimization algorithm then analyzes the re-
sponses and identifies potential improvements. Based on the analysis, the
algorithm suggests modifications to the geometries by perturbing their pa-
rameters, such as shape, size, or material properties. The modified geometries
are subsequently analyzed using the forward model to evaluate their new elec-
tromagnetic responses. This iterative process continues, with the algorithm
iteratively refining the geometries based on the predicted responses until an
optimal geometry is obtained.

Compared to traditional methods that rely on full-wave simulators for
simulation, the integration of forward model-based optimization significantly
improves the efficiency of the design process. By leveraging the learned knowl-
edge encoded in the forward model, the optimization algorithm can explore
the parameter space more efficiently, leading to faster convergence towards
optimal designs.

Overall, the utilization of machine learning-based forward models in the
design and analysis of electromagnetic structures provides an efficient and
effective approach for exploring the geometrical parameter space, estimating
electromagnetic responses for unseen configurations, and accelerating the de-
sign process through integration with optimization algorithms.

1.3.2 Inverse Model-Based Method

Unlike forward models, which focus on predicting electromagnetic responses
based on given geometrical parameters, inverse models work in the opposite
direction. They develop a reverse projection from the electromagnetic response
space to the geometrical parameter space, enabling the selection of a topology
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Fig. 2: Forward model-based method.

or determination of an optimal geometry that is likely to generate desired
electromagnetic responses.

Likewise, it starts with acquiring a dataset that consists of known geome-
tries or known geometric parameter settings and their corresponding elec-
tromagnetic responses through simulation. The difference is that the inverse
model is trained using known geometric parameter settings as the output and
their corresponding electromagnetic responses as the input.

The usage of the inverse model is more straightforward compared to the
forward model. This is because the objective of the inverse model aligns per-
fectly with the ultimate objective, which is the projection from electromagnetic
constraints to satisfying geometries, as demonstrated in Fig. 2. By directly
selecting the topology or determining the geometrical parameters based on
desired electromagnetic constraints, the inverse model provides a streamlined
pathway toward achieving the desired electromagnetic characteristics.

It is important to note that inverse models may encounter a challenge known
as the “one-input-multi-output” problem, which can hinder model conver-
gence. This problem arises when one setting of electromagnetic responses
corresponds to multiple combinations of geometric parameters. One solution
to solve this problem is to utilize more deterministic electromagnetic responses
as the input [13]. For example, a reflection or transmission coefficient curve
within a frequency range contains more deterministic information than only a
bandwidth value. A more deterministic setting of electromagnetic responses
has more restrictive constraints and is less likely to correspond to multiple com-
binations of geometric parameters. It enhances the inverse model’s accuracy of
projection from each setting of electromagnetic responses to its correct combi-
nation of geometric parameters. However, more deterministic electromagnetic
responses can involve redundant features, hence increasing the dimensionality
of the input. It might increase the complexity of the projection or fail to find a
suitable combination of geometric parameters.

Inverse model-based methods provide a powerful tool for the inverse de-
sign of electromagnetic structures. Inverse models can be utilized to automat-
ically select a proper topology or determine an optimal combination of ge-
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ometric parameters that can generate the desired electromagnetic responses.
Unlike forward model-based methods, they do not need to be integrated with
optimization algorithms. The input of inverse models should be carefully
considered. On one hand, deterministic electromagnetic responses should be
selected as input to solve the one-input-multi-output problem. On the other
hand, we should avoid involving redundant information to minimize the com-
plexity of the projection.

1.3.3 Generative Model-Based Method

Generative models (e.g., generative adversarial network [14], variational au-
toencoder [15]) aim to generate new structures that resemble existing structures
designed by human engineers. Unlike forward or inverse models that ap-
proximate the projection between geometric parameters and electromagnetic
responses, generative models focus on capturing the characteristics of well-
behaved electromagnetic structures. These models are trained on a diverse set
of existing electromagnetic geometries to learn the underlying patterns and
characteristics. For example, a variational autoencoder consists of an encoder
and a decoder. The encoder takes each electromagnetic structure as an input
and compresses it to a reduced-dimension vector in a latent space; the decoder
takes the reduced-dimension vector in the latent space as an input and recon-
structs the electromagnetic structure. The encoder and decoder are trained
together. After training, the encoder can project the space of electromagnetic
structures to a low-dimension latent space; the decoder can reconstruct elec-
tromagnetic structures from low-dimension vectors in the latent space.

Generative models are integrated with forward models and optimization
algorithms for the design of electromagnetic structures. Generative mod-
els project between the space of electromagnetic structures and the reduced-
dimension latent space. Forward models predict the corresponding electro-
magnetic responses. Optimization algorithms initialize and tune the structures
iteratively. Compared with typical optimization algorithm-based methods, the
main difference is that generative models compress the solving space by repre-
senting electromagnetic structures into reduced-dimension vectors. A typical
representation of electromagnetic structures is to pixelate the solving space.
Each electromagnetic structure is represented as an array. The size of the array
depends on the number of pixels. More pixels lead to higher complexity and
design freedom. Each element value of an array represents each pixel being
metal or non-metal. Typical optimization algorithm-based methods directly
optimize the structures in the pixelated space, hence resulting in high optimiza-
tion complexity. Generative model-based methods project the pixelated space
to a reduced-dimension latent space. This approach has two major advantages:
the optimization complexity is significantly reduced, as the dimension of the
solving space is decreased; an improved initial population of electromagnetic
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structures that resemble human designs can be acquired, instead of randomly
initialized in optimization algorithm-based methods. Therefore, generative
model-based methods enhance the design efficiency of electromagnetic struc-
tures.

In summary, generative model-based methods accelerate the design of
electromagnetic by representing the space of electromagnetic structures into a
reduced-dimension latent space. Generative models can generate new struc-
tures that resemble well-behaved structures designed by human engineers. It
provides promising initialized structures and reduces the dimension of the
solving space for the optimization process. The integration of generative mod-
els with optimization algorithms and forward models can achieve an efficient
electromagnetic design and analysis.

1.3.4 Challenges

Machine learning-based methods for the design and analysis of electromag-
netic structures have their challenges, primarily stemming from computation
resources and data accessibility. The potential contributions one can make in
this field are contingent upon their computational abilities and access to data.

Giant technology companies and institutions with powerful computational
resources and vast datasets have the opportunity to develop large surrogate
models with impressive capabilities for solving complex tasks. For instance,
OpenAI, a prominent example, has pioneered the development of a large
language model known as ChatGPT, revolutionizing various text-processing-
related industries.

Individual research groups and researchers can still contribute to machine
learning-assisted electromagnetic solutions. This is because certain challenges
persist regardless of the complexity of the task or the size of the model. We can
contribute to addressing the remaining common challenges by investigating
small-scale tasks using machine learning techniques.

One of the most significant challenges encountered by both large and small
models is the interpretability of machine learning-based electromagnetic so-
lutions. While machine learning models have shown impressive performance
in various domains, their internal mechanisms lack transparency, making it
difficult for human engineers to understand the reasoning behind their pre-
dictions or recommendations. In the context of electromagnetic structures,
interpretability is crucial for engineers and researchers to trust and effectively
utilize machine learning models. One approach to address this challenge is to
incorporate electromagnetic domain knowledge into the development of ma-
chine learning models. By enhancing interpretability, researchers can enable
better understanding and validation of machine learning-assisted electromag-
netic solutions, thereby fostering their wider adoption in practical applications.

Another shared challenge for both large and small models is data acquisi-
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tion. Obtaining relevant and high-quality data for training machine learning
models in the domain of electromagnetic structures is a complex task. Elec-
tromagnetic data is often scarce, expensive to obtain, and of unstable, unpre-
dictable quality. Additionally, acquiring electromagnetic data requires expert
knowledge and is difficult to outsource. There is barely any publicly accessible
dataset providing electromagnetic data. Researchers usually acquire data by
simulating the target electromagnetic structures and sweeping the geometrical
parameters using full-wave simulators. It is computationally expensive and the
obtained simulation data suffer from unstable quality. These data acquisition
challenges hinder the progress of machine learning-assisted electromagnetic
solutions and represent a common obstacle for both giant institutions and
individual researchers.

Although machine learning-based methods for the design and analysis of
electromagnetic structures have difficulties in terms of computation resources
and data accessibility, these challenges are not insurmountable. While tech gi-
ants work on large models, small research groups and individual researchers
can contribute by tackling the aforementioned challenges. By improving in-
terpretability and data acquisition, machine learning-assisted electromagnetic
design and analysis can continue to advance, benefiting a wide range of appli-
cations and industries.

1.4 Key Machine Learning Techniques

1.4.1 Neural Networks

Neural networks [16] aim to approximate relationships within data, recognize
patterns, and make data-driven predictions. They are inspired by biological
neural structures and consist of interconnected artificial neurons organized
into layers. The architecture of a neural network can be observed in Fig. 3.
Depending on its location within the network, each layer is categorized as
the input layer, the output layer, or the hidden layer. Each neuron acts as a
processing unit that takes input and generates output via connections. The
relationships between input and output are determined by the weight value
(𝑤) assigned to each connection and the bias value (𝑏) assigned to each neuron.
The weight decides the strength of a connection and the bias provides addi-
tional tuning flexibility. Activation functions are inserted between every two
layers to introduce non-linearity into the network to enable the approximation
of complex functions. Typical activation functions include linear function,
binary step function, sigmoid function, hyperbolic tangent (𝑡𝑎𝑛ℎ), rectified
linear unit (ReLU) function, and variants like Leaky ReLU function, etc., as
demonstrated in Fig. 4. Neural networks have many variations: deep neural
networks (DNNs) have multiple hidden layers and have been instrumental in
solving complex problems in various domains; convolutional neural networks
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Fig. 3: Demonstration of the architecture and the training process of a neural network.

(CNNs) use convolutional neuron layers and are widely used in image recog-
nition, object detection, etc.; recurrent neural networks include loops in their
architectures and are suitable for time series prediction like natural language
processing, speech recognition, etc.

As human beings learn from experience, neural networks are trained with
experienced data consisting of pairs of input and output. The training process
of the neural networks is controlled by epoch, learning rate (𝛼), batch size, loss
function (𝐿), and optimizer. Epoch is the total number of training iterations.
The learning rate decides the step at which the weights and biases update
during training. A large learning rate leads to fast convergence but low stability,
and a small learning rate results in high stability but slow convergence. The
batch size determines the update frequency of weights and biases as they
update once after a batch of data is processed. A larger batch size leads to
more stable updates but a slower convergence; a smaller batch size adds more
noise but converges faster. The updates are controlled by the loss function and
the optimizer. The loss function evaluates the approximation performance of
the neural network equipped with its current weights and biases by calculating
the difference between the network’s output and the real output. Common loss
functions include mean squared error, cross-entropy, and various custom loss
functions tailored to specific tasks. The optimizer determines the next update
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Fig. 4: Various activation functions. (a) Linear function. (b) Binary step function. (c) Sigmoid
function. (d) 𝑇𝑎𝑛ℎ function. (e) ReLU function. (f) Leaky ReLU function.

for each weight and bias based on the current loss. Typical optimizers include
stochastic gradient descent (SGD) and its variants (e.g., Adam, RMSprop).

Neural networks’ training process can be described as a series of forward
propagation and backpropagation processes. Forward propagation is referred
to as the process of passing data from the input layer, through each hidden
layer, to the output layer. Each layer takes the output of the last layer as input
and calculates its output based on the input, weights, biases, and activation
functions. The final output of the output layer is used to calculate the loss by
being compared to the real output. Backpropagation calculates the gradients
of the loss with respect to weights and biases in the direction from the out-
put layer to the input layer. The gradients are processed using the optimizer
to determine the next update steps of the weights and biases. By updating
weights and biases, the neural network learns to minimize the loss and im-
prove its approximation accuracy. The neural network continues to update its
weights and biases iteratively until the maximum epoch is reached or a desired
approximation accuracy is achieved.
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1.4.2 Transfer Learning

Transfer learning is a machine learning technique that adapts or fine-tunes
a pre-trained model on a source task to perform a different but related task.
It aims to leverage the knowledge, information, and features learned from a
source domain to help solve a new but related problem. The learned knowl-
edge, information, and features are contained in the neuron layers of the
pre-trained model. Depending on the application scenario, one can decide
whether to keep specific neuron layers unchanged during the fine-tuning; cer-
tain neuron layers can be removed from the pre-trained neural network, or
new neuron layers can be added to it.

Transfer learning offers three practical advantages, including improving
model performance, reducing training time, and enhancing generalization
ability. There are many scenarios where only limited data is available and
collecting extra labeled data for the target task is expensive, time-consuming,
or impractical. Transfer learning leads to substantial improvements in model
performance for these conditions. Since less data is required for training, it
can also significantly reduce the training time and computational resources
required for the new task by starting with a pre-trained model. Moreover,
transfer learning enhances the generalization ability and robustness of the
machine learning model against various tasks. Researchers strive to develop
universal models that generalize well across various scenarios, which requires
large volumes of data and computation resources. Transfer learning addresses
this challenge by recognizing the knowledge and information acquired in
former tasks that can be leveraged to improve performance on other related
tasks. It offers a high generalization ability across various scenarios in a more
efficient manner.

1.4.3 Data Acquisition

Data acquisition for machine learning-assisted design and analysis of electro-
magnetic structures is a unique challenge, compared to other fields [17], such
as text processing, image recognition, etc. It is easy to acquire texts and images
online, from sharing archives, or by crowd-outsourcing, because the produc-
tion and formation of texts and images do not require much domain knowl-
edge. In contrast, the generation of electromagnetic data requires necessary
electromagnetic knowledge, and it is difficult to format electromagnetic data
as there are enormous categories of electromagnetic geometries and electro-
magnetic responses with various data types and shapes. Consequently, there
are barely any online archives that share electromagnetic data, and it is impos-
sible to outsource electromagnetic data acquisition. Most researchers acquire
electromagnetic data by performing the full-wave simulation on their own.
The simulation process is computationally expensive and time-consuming, es-
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pecially as the scale and complexity of electromagnetic structures increase.
Therefore, reducing the simulation data requirement while maintaining the
model accuracy is meaningful for machine learning-assisted design and anal-
ysis of electromagnetic structures.

Typical methods in existing literature initially define all parameter set-
tings through either uniform sampling [18] or Latin hypercube sampling [19].
Subsequently, individual simulations corresponding to these parameter set-
tings are conducted. In conventional uniform sampling, parameters are swept
uniformly at a fine step across the entire parameter range. Latin hypercube
sampling adjusts the sampling of parameter settings according to the specified
parameter space. However, the variation of electromagnetic responses is un-
stable and non-uniform as the parameter settings change. Uniform sampling
and Latin hypercube sampling only consider the distribution of the parame-
ter range, disregarding the distribution of electromagnetic responses. Their
collected data have unstable quality, which means some data offer limited con-
tributions to the model convergence, hence involving redundant simulations.
Data that have limited contributions to the model performance are classified
as low-quality data; data that significantly enhance the model accuracy are
referred to as high-quality data. A more efficient data acquisition method
is needed to reduce redundant simulations by leveraging computational re-
sources to obtain high-quality data.

There have been many data acquisition methods [20, 21], but they are
unsuitable for electromagnetic-related machine learning applications. Also,
many works [22, 23] have focused on recognizing the most possible parameter
areas for fine-tuning the electromagnetic structures. While they have substan-
tially improved the global optimization of electromagnetic structures, their
emphasis is on the fast convergence of the optimization process rather than
generating a better dataset for improving the training of machine learning
models.

2 Research Objectives

Five research objectives are involved in this Ph.D. project: generalized array
radiation synthesis, multi-element phased array calibration, inverse design
of frequency-selective surfaces, high-quality data acquisition, and efficient
machine learning. These five objectives were selected for several reasons.

1. The selected objectives address significant issues in the field of electro-
magnetic research.

2. Machine learning-assisted electromagnetic design and analysis represent
a relatively uncharted territory with numerous unsolved problems to
explore.
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3. There was no authoritative guidance, and no clear hierarchy of the sig-
nificance of key research topics existed.

4. It is worthwhile to investigate any unsolved problems in this field.

Consequently, three initial research objectives were chosen from the familiar
topics: radiation synthesis, array calibration, and frequency-selective surface
design. As the study progressed, it became evident that data acquisition
and efficiency pose the main challenges for electromagnetic-related machine
learning applications. Therefore, high-quality data acquisition and efficient
machine learning were selected as the final objectives.

2.1 Generalized Array Radiation Synthesis
The communication eras beyond the fifth (B5G) and sixth (6G) generations
need large-scale antenna arrays with high gain and good directivity. The array
radiation pattern is one of the essential responses that needs to be evaluated.
The synthesis of array radiation could be a severe problem as the size increases.

The array radiation can be calculated on the basis of the radiation superpo-
sition theorem. The radiation superposition theorem suggests that the array
radiation approximately equals the composition of all the antenna elements’
radiation. The tricky thing is that the radiation of each antenna element dis-
torts due to the coupling effects caused by surrounding antenna elements.
The distorted radiation of an antenna element is called its active radiation,
and its original radiation is called the ideal radiation. The active radiation of
each antenna element varies and depends on its relative position within the
array. The coupling effects happen in every untraceable path and are difficult
to formulate. The typical radiation superposition theorem omits the coupling
effects and considers only the ideal element radiation. The ideal radiation and
relative position of each element decides the synthesized array radiation. It
is at a low computational cost but lacks accuracy due to the omission of the
coupling effects. A radiation pattern example of a 1× 4 antenna array under a
specific excitation state is calculated by using the radiation superposition the-
orem, and it is compared to the real radiation pattern measured in an anechoic
chamber in Fig. 5. A big difference, caused by the omission of the coupling
effects, can be observed between them.

The accurate array radiation can be acquired by full-wave simulation using
a full-wave simulator (e.g., CST, HFSS, or FEKO). The coupling effects are fully
considered during the simulation, as the simulation considers the array as a
whole single structure and meshes and executes enormous calculations for
the whole solving space. We acquire a simulated radiation pattern example
of the same 1 × 4 antenna array under the same excitation state using CST
and compare it with the measurement result in Fig. 5. A good agreement
level can be observed. However, the simulation process is time-consuming,
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Fig. 5: Comparison of radiation patterns of a 1 × 4 antenna array that generated through four
different ways: calculation based on radiation superposition theorem; simulation using CST;
measurement in an anechoic chamber; prediction using an machine learning surrogate model.
This figure is taken from paper A, and detailed descriptions can be found there.

computationally expensive, and inefficient, and its cost rises proportionally to
the size of the array.

Machine learning can achieve a fast and accurate synthesis of array radia-
tion by developing a surrogate model to mimic the projection from the array
excitation state to the array radiation pattern. A radiation pattern example
of the same 1 × 4 antenna array under the same excitation state is generated
by using a machine learning surrogate model and is exhibited in Fig. 5. The
generated radiation pattern matches well with the simulation result and the
real measurement result, which proves its accuracy. Compared to the typi-
cal machine learning method that relies on massive simulation data to learn
the projection, we propose a two-order neural network to reduce the require-
ment for simulation data. The first order learns the superposition by training
with massive calculation-based synthesis data, and the second order captures
the coupling effects by learning from reduced simulation data. A significant
reduction of simulation data is expected, compared to the typical machine
learning-based synthesis method, while maintaining the same synthesis per-
formance. The corresponding work is presented in Paper A.

2.2 Multi-Element Phased Array Calibration
We mentioned in Section 2.1 that the large-scaled antenna array plays a sig-
nificant role in the upcoming B5G and 6G communication eras. In addition
to radiation synthesis as a challenge during its design stage, array calibration
remains another challenge during its operation stage. Unpredictable environ-
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Fig. 6: Rotating element electric field vector method. More details can be found in [24].

mental variations (e.g., temperature, moisture, pressure) and aging effects can
severely distort the excitation path and deteriorate the array radiation per-
formance eventually. Engineers ought to calibrate the array periodically to
correct the excitation distortions. The main objective of the array calibration is
to determine the relative amplitude and phase of each antenna element.

There have been many array calibration methods. They can be categorized
into complex methods and power-only methods according to whether they
require both amplitude and phase measurement or just amplitude measure-
ment. Power-only methods are more prevalent compared to complex meth-
ods, as restrictive phase measurement is not available in some scenarios. The
rotating element electric field vector (REV) is a typical power-only calibration
method. Depending on whether it allows simultaneous calibration of multiple
antenna elements, there is the single-element REV [24] and the multi-element
REV [25]. As demonstrated in Fig. 6, the single element REV traverses the
phase of each element from 0 ◦ to 360 ◦, with the rest of the elements being
matched. The maximum and minimum electric power, along with the phase
difference between these two states, are recorded for each element. By exe-
cuting the well-established formulas which can be found in detail in [24], the
relative amplitude and phase of each antenna element can be determined. The
single-element REV can be extended into the multi-element REV, providing
phase shifters with a certain resolution level. The working principle is that
the composite measurement results of multiple antenna elements can be de-
composed into independent measurement results for each antenna element
by keeping their phase shifters in independent phase states. The next step
follows the single-element method. To ensure decomposition ability, the max-
imum number of antenna elements that must be calibrated simultaneously is
limited by the resolution of phase shifters. Other than combining the cali-
bration of multiple elements, H.-J. Yoon et al. improved REV by reducing the
required hardware operations [26]. With 4-bit phase shifters, they proposed
a simple and accurate algorithm to select the correct calibration formula and
to determine the calibration value. It requires only a small magnitude change
in the antenna elements and avoids a complete disconnection of the antenna
elements.

We propose a transfer learning-assisted multielement array calibration
method. Compared to traditional power-only calibration methods, the pro-
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Fig. 7: Comparison of conventional inverse design and proposed machine learning-assisted fully
automated inverse design. This figure is taken from paper C, and detailed descriptions can be
found there.

posed method imposes no limitation on phase shifters and requires fewer mea-
surement times for calibrating a same-scaled array. Unlike existing machine
learning-assisted calibration methods [27–29] that determine only amplitude
or phase, our method decides the complex excitation, and we reduce the re-
quired simulation data by applying knowledge-transfer learning. The learning
burden is partially transferred to the training on theoretical data that takes a
lower computation cost to acquire. Therefore, it is expected to reduce the need
for simulation significantly. The corresponding work is presented in Paper B.

2.3 Inverse Design of Frequency Selective Surfaces
The inverse design of frequency-selective surfaces is another attractive inverse
machine-learning problem in the electromagnetic field. A frequency-selective
surface is a planar electromagnetic structure and is composed of many peri-
odical sub-wavelength units. It is widely applied in wireless communication
scenarios to manipulate the transmission or reflection characteristics of in-
cident electromagnetic signals. The inverse design of a frequency-selective
surface can be summarized mathematically as projecting known transmission
or reflection constraints to the geometry of the frequency-selective surface unit.
It is usually carried on in two stages, selection of topology and adjustment of
geometry. Similar to other electromagnetic structures, the traditional inverse
design of frequency-selective surfaces relies on iterative trial and error pro-
cedures due to the lack of closed-form formulations for guiding the design
choices.

Many machine learning-assisted inverse design methods for frequency-
selective surfaces have been proposed. Most of them [30] contribute to the
second stage, geometry selection. In their methodologies, a topology is fixed
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and a geometry is initialized by human designers according to the electro-
magnetic constraints. The common objective of their work is to establish a
projection from electromagnetic constraints to parameters of the fixed geom-
etry. It is not technically a fully automated inverse design process. Some
methods [31] achieved fully automated inverse design by expanding the pro-
jection space to cover all representative topologies. The surrogate model is
responsible for both selecting the topology and tuning the geometry. It re-
quires an exponentially increasing number of simulation data for training the
model, as the expanded space severely complicates the projection.

We design a representation learning-driven framework for the fully auto-
mated inverse design of frequency-selective surfaces. A more efficient com-
plete projection is established, as shown in Fig. 7. The topology is auto-selected
with the support of principal component analysis and support vector machine
classifier, and the geometry is auto-evolved into an optimal design guided
by cross-evolution using neural networks and particle swarm optimization.
For four classical application scenarios, four frequency-selective surfaces are
generated, manufactured, and measured to validate their effectiveness. The
reduction of required simulation data proves superior efficiency compared to
existing cases. The corresponding work is presented in Paper C.

2.4 High-Quality Data Acquisition
As clarified in Section 1.4.3, data acquisition is a unique problem and the bot-
tleneck for machine learning-assisted electromagnetic methods. The former
objectives, in Section 2.1, 2.2, and 2.3, aim to reduce the required simula-
tion data for the design and analysis of specific electromagnetic structures.
We mitigate the burden of approximating the projection by utilizing corre-
lated electromagnetic knowledge, such as the radiation superposition theorem.
The methodology is not universally compatible but is especially dedicated to
specific cases. It could happen in some scenarios where no electromagnetic
knowledge is available to simplify the projection. A universal data acquisition
methodology is in great demand.

Most machine learning-assisted methods acquire simulation data through
uniform sampling or Latin hypercube sampling [32]. Uniform sampling ran-
domly selects geometric parameter settings on a fine and uniform grid within
the parameter space, as shown in Fig. 8 (a). The Latin hypercube sampling
distributes all the geometrical parameter settings evenly along each dimension
of the parameter space. Their sampling results only depend on the parameter
space and ignore the electromagnetic responses. Although the geometric pa-
rameter settings defined are distributed uniformly or evenly, the distribution
of the corresponding electromagnetic responses could be unstable and unbal-
anced. Electromagnetic responses may change incrementally in one parameter
range, yet strongly in another. Data in the incrementally changed parameter
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Fig. 8: (a) Conventional data acquisition method; (b) Proposed high-quality data acquisition
method.

area contribute little to the model convergence, which is called low-quality
data; data in the heavily varied parameter area contribute a lot to the model
convergence, hence being called high-quality data. The data acquired using
uniform sampling or Latin hypercube sampling are usually of unstable and
unbalanced quality. In other words, they involve redundant simulation for
training the model.

We propose a high-quality data acquisition method, as demonstrated in
Fig. 8 (b). It aims to recognize high-quality data before simulation and lever-
age computation resources to simulate these high-quality data. We recognize
and generate high-quality data iteratively based on the joint analysis of the
distributions of both parameter settings and electromagnetic responses. The
distribution of parameter settings generated adapts dynamically to that of
correlated electromagnetic responses. By maximizing the quality of each sim-
ulation data sample, the simulation data required to reach the same model
performance is significantly reduced. The corresponding work is presented in
Paper D.

2.5 Efficient Machine Learning
There have been many works that managed to improve the efficiency of ma-
chine learning methods. Most of these works exploited correlated electromag-
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netic domain knowledge to simplify the complexity of the projection to be
approximated, as we mentioned in Section 2.1, 2.2, and 2.3, which are called
physical-driven machine learning techniques. For example, J. Zhang et al. im-
proved the efficiency of machine learning-assisted design of metasurfaces by
incorporating temporal coupled mode theory [33]. However, as we discussed
in Section 2.4, these techniques are not universally compatible with various
electromagnetic structures since correlated electromagnetic knowledge varies
or may not exist. A generally compatible efficient machine learning-assisted
method that is suitable for the design and analysis of various electromagnetic
structures is needed.

Machine learning methods usually take two major stages: data collection
and model training. In Section 2.4, we aim to develop a universal high-quality
data acquisition method that improves the efficiency of the data collection.
Here, the objective is to improve the overall efficiency of machine learning-
assisted methods for satisfying the design and analysis of various electromag-
netic structures. Inspired by the Bayesian theorem, we develop an algorithm
to improve the overall efficiency by dynamically interacting between the data
collection stage and the model training stage. The corresponding work is
presented in Paper E.
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3 Contributions

In alignment with the five objectives presented in Section 2, the main contribu-
tions of this thesis are summarized in five parts and presented in five papers
as listed below.

1. Generalized radiation synthesis of antenna arrays is achieved using a
two-order deep learning approach. The two-order architecture leverages
the theoretical synthesis data to reduce the simulation need for reaching
the same synthesis accuracy. Detailed content can be found in Paper A.

2. Fast calibration of phased antenna arrays is realized with a transfer
learning-based method. It accelerates the determination of the real exci-
tation amplitude and phase with simplified measurement requirements.
Detailed content can be found in Paper B.

3. A fully automated inverse design framework for frequency selective sur-
faces is proposed based on representation learning. It allows design-
ers without electromagnetic domain knowledge to generate frequency-
selective surfaces that fulfill their requirements. Detailed content can be
found in Paper C.

4. A high-quality data acquisition method is presented to significantly re-
duce the simulation need for achieving the same model accuracy. It can
be integrated with many machine learning models in various electro-
magnetic scenarios. Detailed content can be found in Paper D.

5. An efficient machine learning framework is developed with Bayesian-
inpsired sampling. It significantly enhances the overall efficiency of
machine learning-based electromagnetic design and analysis without
compromising the performance. Detailed content can be found in Paper
E.

This section briefly introduces the motivation, content, and results of each
paper. The complete papers are included in Part II.

3.1 Paper A
Two-Order Deep Learning for Generalized Synthesis of Radiation Patterns
for Antenna Arrays
Zhao Zhou, Zhaohui Wei, Jian Ren, Yingzeng Yin, Gert Frølund Pedersen, and
Ming Shen
Published in the IEEE Transactions of Artificial Intelligence, vol. 4, no. 5, pp. 1359–
1368, 2023.
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3.1.1 Motivation

Antenna arrays are widely applied in radars, base stations, etc. An antenna
array is composed of a number of antenna elements for obtaining high gain
and good directivity. Synthesis of the array radiation pattern remains a chal-
lenge, as simulating the whole array is computationally expensive and time-
consuming, and the rising demand for larger arrays outruns the development
of computation resources. In paper A, we develop a two-order deep learning
model for fast synthesis of array radiation patterns.

3.1.2 Paper Content

The basic idea is to approximate the projection from the complex array excita-
tion state to the array radiation pattern. By taking advantage of the radiation
superposition theorem, we divide the projection into two stages and propose
a two-order deep learning model for reducing the simulation requirement
and extending the generalization ability. Several typical arrays are selected
as training objects. Based on the radiation superposition theorem, enormous
theoretically synthesized radiation data of these arrays are collected and used
to train a first-order model. Afterward, the first-order model is extended into
a two-order model. The two-order model is trained on a reduced number of
simulation data. The well-trained two-order model can synthesize the radi-
ation pattern of a wide range of arrays that have a similar topology to the
training objects.

3.1.3 Main Results

The proposed two-order model is trained on five 1 by 4 coaxial-fed patch
antenna arrays operating at five frequencies. After training, it is tested on an
extended range of antenna arrays: coaxial-fed patch antenna arrays, coupling-
fed patch antenna arrays, and stacked patch antenna arrays operating at new
frequencies. Experimental results validate its high generalization ability and
a 50 % reduction of simulation requirement compared with a conventional
model.

3.2 Paper B
Transfer-Learning-Assisted Multielement Calibration for Active Phased An-
tenna Arrays
Zhao Zhou, Zhaohui Wei, Jian Ren, Yingzeng Yin, Gert Frølund Pedersen, and
Ming Shen
Published in the IEEE Transactions on Antennas and Propagation, vol. 71, no. 2,
pp. 1982–1987, 2023.
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3.2.1 Motivation

Phased antenna arrays feature flexible adjustment of the radiation direction
by precisely controlling the excitation state of each antenna element. Peri-
odic calibration is essential to minimize the distortions of excitation resulting
from aging effects, environmental deviations, and other factors. Normally,
calibration methods focus on revealing the distortions of the complex array
excitation. Among the conventional calibration methods, power-only meth-
ods are preferred as they avoid restrictive measurements of complex gains.
Typical power-only methods, such as the rotating element electric vector (REV)
method, repetitively measure the gains while tuning the phase shifters sequen-
tially. Therefore, it requires either a large number of measurement times or
high-resolution phase shifters, since high-resolution phase shifters may allow
multiple antenna elements to be calibrated simultaneously. Several machine
learning-based methods have been proposed but deal with only amplitude
or phase. We propose a multi-element fast calibration method assisted by
transfer learning in paper B, which reduces the measurement times and has
no requirement for phase shifters.

3.2.2 Paper Content

We develop a surrogate model for determining the complex array excitation
state according to the array radiation pattern by integrating well-established
antenna theory with machine learning techniques. A novel feature extraction
scheme is proposed in paper B to compress the raw array radiation pattern
into a compact vector. By reducing the dimension, the amount of required
data for reaching the convergence threshold decreases accordingly. The simu-
lation data requirement is further reduced by transferring part of the training
responsibility from simulation data to theoretical data. Theoretical data can
be easily acquired by formula operations at a significantly lower computation
cost. The well-trained surrogate model can reveal the excitation distortions
within milliseconds by taking a significantly reduced number of measurement
times.

3.2.3 Main Results

The proposed method is implemented on a 1 by 8 linear patch antenna array for
validation. The target array is pre-distorted arbitrarily within a certain range
for collecting sufficient simulation data for training. The well-trained surrogate
model is then tested on a set of unseen distorted simulation data. Experimental
results suggest that the proposed method arrives at a comparable calibration
accuracy by utilizing a significantly reduced number of measurement times
compared with typical calibration methods. Additionally, no limitation is
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imposed on the phase shifters, no phase shifting is involved, and no complex
equation manipulation is needed.

3.3 Paper C
Representation Learning-Driven Fully Automated Framework for the In-
verse Design of Frequency-Selective Surfaces
Zhao Zhou, Zhaohui Wei, Jian Ren, Yingzeng Yin, Gert Frølund Pedersen, and
Ming Shen
Published in the IEEE Transactions on Microwave Theory and Techniques, vol. 71,
no. 6, pp. 2409–2421, 2023.

3.3.1 Motivation

Frequency-selective surfaces are deliberately designed planar structures that
have specific transmission or reflection characteristics within a concerned fre-
quency range. Different topologies correlate to different functionalities and fit
in different scenarios. The conventional design of frequency-selective surfaces
relies on experienced human designers to determine the topology and tune
the geometry manually, hence it is labor-intensive and inefficient. There have
been many works that automate the tuning process by using machine learning
or optimization-based methods. However, most of them still need experienced
human designers to determine the topology first, and they require enormous
simulation data for developing surrogate models. We propose a representation
learning-driven fully-automated inverse design framework. For given electro-
magnetic constraints, it determines the topology and evolves the geometry
into an optimal design automatically.

3.3.2 Paper Content

Driven by representation learning, we establish a machine-friendly projection
from known electromagnetic constraints to an optimal frequency-selective sur-
face design. With reference to the design process of human designers, the
proposed projection takes two major steps: auto-selection and auto-evolution.
Auto-selection starts from electromagnetic constraints, going through discrete
sampling, dimensionality reduction, and support vector machine (SVM)-aided
classification step by step, and arrives at a proper topology. Auto-evolution
initializes the topology as a fan-shaped geometry and evolves it into an opti-
mal design. In order to maximize the efficiency, the evolution is guided and
controlled through a novel cross-evolution system supported by the integra-
tion of the particle swarm optimization (PSO) and the neural network. The
feasibility and efficiency of the proposed framework are validated on several
design examples.
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3.3.3 Main Results

We validate the proposed framework in four scenarios. Given four sets of pre-
defined electromagnetic constraints, a band-pass frequency-selective surface,
a dual-band-pass frequency-selective surface, a high-pass frequency-selective
surface, and a polarizer frequency-selective surface are generated, fabricated,
and measured. Measurement results meet the pre-defined electromagnetic
constraints. Compared with several typical automated inverse design meth-
ods, the proposed method achieves full automation of the whole inverse design
process and requires fewer simulation data. The adjustment of the number
of fans extends the availability by allowing complicated designs at low fre-
quencies and compact designs at high frequencies. The proposed framework
allows non-experienced users to realize basic functionalities and frees experi-
enced designers up to focus on more meaningful innovation tasks.

3.4 Paper D
A High-Quality Data Acquisition Method for Machine-Learning-Based De-
sign and Analysis of Electromagnetic Structures
Zhao Zhou, Zhaohui Wei, Abdullah Tahir, Jian Ren, Yingzeng Yin, Gert
Frølund Pedersen, and Ming Shen
Published in the IEEE Transactions on Microwave Theory and Techniques, vol. 71,
no. 10, pp. 4295–4306, 2023.

3.4.1 Motivation

Machine learning-assisted electromagnetic methods usually rely on simulation
data for developing surrogate models. They are often criticized for taking too
much simulation data. The collection of simulation data is time-consuming
and computationally expensive, hence deteriorating the efficiency of machine
learning-based methods. Conventional data acquisition methods in electro-
magnetic research typically involve sweeping geometric parameters of an elec-
tromagnetic structure on a fine, uniform grid within a specified parameter
space. However, a challenge arises due to the nonuniform and unbalanced
nature of the variance in electromagnetic responses. Certain areas within
the parameter space yield high-quality data, which significantly contribute to
model convergence, while other areas produce low-quality data with less im-
pact. Conventional data acquisition methods often generate data of unstable
quality, leading to low training efficiency. We propose a high-quality data
acquisition method for improving the efficiency of machine learning-assisted
electromagnetic methods.
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3.4.2 Paper Content

The idea is to estimate the quality of potential simulation data before simu-
lation and allocate computation resources to the generation of high-quality
simulation data. For a specific machine learning-based electromagnetic task,
we initialize a small set of simulation data by sweeping its key geometrical
parameters on a sparse uniform grid within a pre-defined parameter space.
The qualities of existing simulation data are evaluated by measuring the vari-
ances of their electromagnetic responses. A pair of adjacent simulation data
of the highest quality is picked out for determining the parameter setting of
a potential high-quality new data sample, and it is simulated then to get its
electromagnetic responses. This new data sample is then added to the existing
simulation dataset. The evaluation and generation process runs iteratively un-
til sufficient simulation data has been acquired. The final dataset has improved
quality and is used to train the surrogate model. Compared with conventional
data acquisition methods, the proposed data acquisition method takes fewer
simulation data and leads to better model performance.

3.4.3 Main Results

The advancement is validated by comparing the results of using the proposed
data acquisition method and the conventional data acquisition method in four
implementations. The distribution of generated data is optimized adaptively
by the proposed data acquisition method. On average, a 40 % reduction of
simulation data requirement is realized for reaching the same model accuracy.
The proposed method may be integrated with most machine learning-assisted
electromagnetic solutions to reduce the burden of simulation, and it may
be utilized for revealing the sensitivity variance of geometrical parameters
and provide guidance for understanding the working principle of correlated
electromagnetic structures.

3.5 Paper E
Bayesian-Inspired Sampling for Efficient Machine-Learning-Assisted Mi-
crowave Component Design
Zhao Zhou, Zhaohui Wei, Jian Ren, Yingzeng Yin, Gert Frølund Pedersen, and
Ming Shen
Published in the IEEE Transactions on Microwave Theory and Techniques, Early
Access, 2023.

3.5.1 Motivation

The efficiency of existing machine learning-assisted electromagnetic methods
is severely compromised due to their heavy simulation needs for obtaining

30



3. Contributions

accurate machine learning models. They take two separate steps: data col-
lection and model development. The collected data should provide sufficient
informativeness and representativeness of the solving space for training the
model. To ensure the informativeness and representativeness of generated
data, they often extensively explore the solving space by sweeping over the
whole parameter space in a high-resolution grid. However, their simulation
cost exceeded the real necessary requirement because they spent many com-
putation resources on redundant simulation data. We propose an efficient
machine learning-assisted electromagnetic design method that minimizes the
simulation need.

3.5.2 Paper Content

Instead of collecting data and training the model separately, we generate data
and train the model in the meantime. Inspired by the Bayesian theorem,
the generation of data is dynamically tuned based on analyzing the distri-
bution of the existing dataset and current model accuracy. We develop a
Bayesian-inspired algorithm to analyze the distribution of the existing dataset
and evaluate the probability of the outcome of adding new data. New data
that maximize the probability of improving the model accuracy are generated
and added to the training dataset. While the dataset updates, it is used to train
the model at the same time. The data generation process stops once the model
accuracy meets the minimum need to avoid redundant simulation costs. To
validate its effectiveness, we implement the proposed method in three design
cases. Experimental results suggest that the proposed method shows superior
efficiency compared to existing methods.

3.5.3 Main Results

We propose an efficient machine learning-assisted method based on Bayesian-
inspired sampling integrated with neural networks and apply the proposed
method in three real design cases to evaluate its efficiency. For comparison,
the three design examples are reimplemented using different combinations
of several typical machine learning surrogate models (Neural Networks, Sup-
port Vector Regression Machine, Generalized Regression Neural Network,
and 3-order Polynomial Design Response Network) combined with different
sampling techniques (Proposed Sampling, Uniform Sampling, and Latin Hy-
percube Sampling), respectively. We also investigate the performance of the
proposed method when the dimensionality of the design case increases. The
experimental and comparative results demonstrate an improved efficiency of
the proposed method compared to existing methods.
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4 Conclusion

In conclusion, this Ph.D. thesis makes contributions to the field of electromag-
netic structures by leveraging machine learning techniques for the design and
analysis of such structures.

In paper A, a two-order deep learning strategy is proposed for machine
learning-assisted array radiation synthesis. This approach reduces the reliance
on simulation data by decomposing the function between array excitation
states and synthesized radiations into two orders. The first-order captures
fundamental superposition from low-cost calculation-based syntheses, while
the second-order incorporates the coupling effect with a reduced simulation
dataset. The results demonstrate a significant reduction of approximately 50 %
in simulation burden.

Paper B develops a multielement fast calibration method for phased an-
tenna arrays. A novel feature extraction scheme is introduced for organizing
and compressing array radiation into compact features during phased array
calibration. This reduces redundancy and measurement times. Additionally,
knowledge-based transfer learning is employed to minimize the need for ex-
tensive simulation data. By leveraging the radiation superposition theorem,
the training task is simplified, resulting in reduced simulation data for es-
tablishing the backward projection. Experimental results show comparable
calibration performance to other methods, with fewer measurement times, no
demands for phase shifters, no equation manipulations, and fast execution.

For the inverse design of frequency-selective surfaces, a representation
learning-driven framework is developed to enable fully automated design in
paper C. This framework includes an auto-selection module that determines
the frequency-selective surface topology based on classification and an auto-
evolution module that generates optimal designs through cross-evolution us-
ing neural networks and particle swarm optimization. The framework is val-
idated through the design, fabrication, and measurement of four frequency-
selective surfaces in different scenarios.

In paper D, a generally compatible high-quality data acquisition strategy
is proposed to reduce reliance on simulation data. The strategy optimizes
the distribution of simulation data to be acquired to maximize model per-
formance. The proposed algorithm recognizes high-quality data before their
electromagnetic responses are known and utilizes computational resources to
simulate such data. A comparison with the common data acquisition method
demonstrates an average reduction of 40 % in the simulation data required to
achieve the same model accuracy.

Finally, we develop an efficient machine learning that is universally ap-
plicable for the design and analysis of various electromagnetic structures. A
Bayesian-inspired algorithm is proposed to minimize the simulation need and

32



References

computation cost for the development of machine learning models. A signif-
icant improvement of the overall efficiency is achieved compared to existing
machine learning techniques incorporating typical sampling strategies.

Overall, the Ph.D. thesis successfully applies machine learning techniques
to address various objectives in the design and analysis of electromagnetic
structures. The contributions made in three specific electromagnetic scenar-
ios and two universally compatible approaches significantly enhance the ef-
ficiency of machine learning-assisted design and analysis of electromagnetic
structures.
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1. Introduction

Abstract

This letter tackles the generalized synthesis of antenna arrays using two-order deep
learning. Existing deep learning-assisted antenna synthesis approaches mainly rely on
model training using electromagnetic (EM) simulation data and hence feature limited
generalization ability and the need for a huge amount of EM simulations. The proposed
two-order deep learning method uses the first-order model to learn the generic features
of radiation patterns from the data efficiently generated by applying conventional array
factors. After that, the second-order model learns from EM simulations to capture the
detailed pattern variations due to concrete coupling effects in the case of a specific array
arrangement with different operating frequencies, radiation structures, and feeding
schemes. Therefore the two-order DL model can predict the radiation patterns of a
series of antenna arrays while reducing the needed amount of EM simulation data.
Implementation was carried out on a series of patch antenna arrays to verify the
feasibility and robustness of the proposed approach. The validation includes conditions
for the array operating at arbitrary new frequencies, with modified radiation structures
or new feeding schemes. The results show that the proposed two-order model provides
a prediction accuracy of about 84% for a series of 1 by 4 antenna arrays, clearly
outperforming the existing regular one-order DL model, which obtains around 65%
with the same EM simulation data. The proposed method reveals a promising direction
for applying deep learning to assist the design and analysis of antenna arrays.

1 Introduction

Deep learning (DL) has shown the potential to solve complex, especially non-
analytic problems, such as face or speech recognition and image classification.
The DL-based beyond-5G/6G (beyond-fifth/sixth communication generation)
solutions have significantly inspired both academia and industry, including
smart wave management, imperfect channel estimation [1–10], direction-of-
arrival estimation [11–13], inverse scattering [14–20], inverse design of mi-
crowave components [21–23], and array radiation synthesis [24–28].

Wireless communication systems have been widely applied in many sce-
narios, such as self-driving vehicles, remote surgery, home automation, indoor
localization, etc. [29]. Wireless communication systems rely on a well-behaved
antenna array. In the design and analysis of antenna arrays, the array radia-
tion is a core indicator. To constantly monitor this indicator, the whole analysis
process will witness repetitive procedures of array radiation synthesis. Thus,
a convenient generalized array synthesis method is required. A traditional
way is to calculate radiation with the element radiation pattern and excitation
condition based on the array factor. It is convenient and computationally low
cost, yet inaccurate to describe non-ideal array characteristics such as coupling
effects, which can hardly be generalized with closed-loop expressions. Thus,
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Model 1

Model x

Single 

Two-order 

model

(a)

(b)

Antenna array 1

Antenna array x

Single training sample

Antenna array 1

Antenna array x

Single target array 

With topology A

q Fixed array arrangement;

q Several frequencies;

q Typical radiation structure;

q Typical feeding scheme.

Antenna array 1

Antenna array n

Several training samples

With topology A’ (A ⸦ A’)

✓ The same array arrangement;

✓ Arbitrary frequencies;

✓ Typical/modified radiation structures;

✓ Typical/modified feeding schemes.

Antenna array 1

Antenna array N  (N >> n)

Multiple arrays require multiple models

✓ Wide target array coverage

    Single model covers multiple arrays✓ 

Fig. A.1: Comparison of (a) published regular DL-based method and (b) the proposed DL-based
two-order method for antenna array radiation synthesis.

the oriented array must be modeled and simulated via EM simulation software
to synthesize its radiation pattern. EM simulation provides high accuracy by
paying a high computation cost. On the one hand, the computation complex-
ity might be tolerable for small-scale antenna arrays but is sometimes tricky to
handle with ordinary hardware when it comes to large-scale antenna arrays.

On the other hand, its computation is non-reusable because any tiny mod-
ification to the structure could void the existing results and require a new
simulation. In general, it could take many changes to reach an optimal de-
sign, and thus often, many simulation iterations are needed. In this way, deep
learning may help significantly accelerate the whole design process by re-using
the former simulation results. After being trained with the former simulation
results, deep neural networks can predict the future array’s radiation patterns
at a low computation cost.

Radial basis function neural networks were employed in [24] to estimate
the directivity for linear dipole arrays. Similarly, the authors in [25] used a
multibranch ANN to solve the inverse problem of the antenna array directivity.
However, in most cases, we need more detailed information on the whole array
radiation pattern to evaluate beamwidth, sidelobe suppression, etc.

The authors of [26–28] managed to apply deep learning for radiation syn-
thesis, where [26] presented a neural network-based (NN) method capable of
establishing a relation between input voltages for all elements and radiation
patterns of the target array. The NN they used as a black box considered the
interference between elements and possible obstacles positioning within the
radiating area. The solution published in [27] focused on the mutual coupling
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between antenna elements. NN was proven able to exploit the hidden prin-
ciple of radiation to predict the voltages needed to generate given radiation
patterns. Instead of NN, [28] investigated the possibility of applying a deep
neural network (DNN) for antenna array radiation synthesis. All the three
methods from [26–28] can imitate the mapping between the excitation condi-
tions and the antenna arrays’ radiation patterns. However, as illustrated in
Fig. A.1(a), they are single-array-oriented methods; the well-trained models
can only exclusively serve one specific antenna array. That means every array
calls for an exclusive model, and we need to perform the whole process of
model generation for each array. For the sake of higher efficiency, generalized
synthesis methods are in great demand, which is precisely the motivation for
us to develop a wide-array-coverage-oriented generalized synthesis method.

This letter proposes a wide-array-coverage-oriented deep learning solu-
tion for the generalized antenna array radiation synthesis. We have two main
contributions: 1) compared to the regular model only serving for one exclu-
sive array, the proposed two-order model inspired by electromagnetic theory
can offer generalized radiation synthesis for a series of antenna arrays once
being trained with several array samples, as demonstrated in Fig. A.1; 2) un-
like most existing deep learning methods heavily relying on simulation, we
significantly alleviate the burden on simulation by taking advantage of well-
established array factors [30]. As the name suggests, the two-order model
incorporates a two-order training process. In advance, we train a conventional
fully-connected deep neural network to grab the generic radiation patterns of
a group of target antenna arrays, with massive theoretical data handily col-
lected via array factors. The model is then elevated into a two-order model and
trained using EM simulation data to improve the accuracy for customized array
designs. Thus, the first-order model can learn the basic features of radiation
synthesis. The second-order model can then capture the detailed radiation
variations due to concrete coupling effects in the customized arrays: specific
array arrangements with different operating frequencies, radiation structures,
and feeding schemes. We verified the proposed method’s feasibility, perfor-
mance, and robustness by implementing a series of patch antenna arrays. The
experiment took five 1 by 4 coaxial-fed patch antenna arrays with elements
matched to different levels at different frequencies as source samples. The out-
put model achieves an accuracy of around 84 % defined in section 3.2, while the
regular model reaches only 65 %. Also, compared to the regular model only
serving for one single target array, the two-order model can cover a series of
arbitrary 1 by 4 antenna arrays with similar topology: other coaxial-fed patch
antenna arrays at new frequencies, coaxial-fed stacked patch antenna arrays,
or coupling-fed patch antenna arrays at arbitrary frequencies. The proposed
method can be a competitive alternative tool for designing and analyzing an-
tenna arrays due to its merits of high generalized synthesis capability and low
computation cost.
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The content is arranged as follows. Section 2 demonstrates the principle
and the workflow of the presented method in detail, followed by instruction
and discussion of the implementation on patch antenna arrays in section 3.
The conclusion is drawn in section 4.

2 Two-order DL-based Method

2.1 Workflow
The workflow of the regular DL-based method and the proposed two-order
method are illustrated and compared in Fig. A.2. As seen in Fig. A.2(a),
the conventional DL methods often target one single array and feature at
direct rough training with the array excitation conditions and the simulated
array radiation of the target sample. Consequently, a demanding simulation
workload is obliged to yield the regular models; the standard models are
poorly generalized and only applicable to a single target array.

The major improvement of our method is to include several arrays as train-
ing samples and propose a two-order training method to arrive at a highly
generalized two-order model. Several typical arrays instead of a single target
array as training samples ensure a supply of more informative, representative,
and diverse array synthesis knowledge. This richer knowledge, of course,
upgrades the complexity of learning. For this reason, the two-order learning
strategy is proposed as shown in Fig. A.2(b).

Inspired and theoretically supported by the conventional EM knowledge,
we degrade the complicated learning object to two unmixed tasks: grasping the
generic characteristics of radiation synthesis; capturing the detailed radiation
variations. The general rules of radiation synthesis hide behind the array
factor. Accordingly, to start with, we collect sufficient theoretical data by
applying the array factor to train a first-order model. After that, we simulate
several customized arrays to gather the complete variated radiation. A two-
order model is elevated based on the well-trained first-order model to focus on
learning the radiation variances during the second order. Under the first-order
model, the two-order model can quickly capture the personalized radiation
variations caused by substantial coupling effects in the customized arrays.

Overall, the two-order learning strategy significantly alleviates the burden
on simulation and renders the final two-order model with higher generaliza-
tion ability. As illustrated in Fig. A.2(b), its workflow contains three main
procedures: data processing, first-order training, and second-order training,
which will be demonstrated in detail below.
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and
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2.2 Data Processing
For radiation synthesis of a series of antenna arrays with similar topology,
only a limited number of different antenna arrays need to be taken along with
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their elements as source samples for training. These source samples, utilizing
a specific array arrangement, radiation structure, and feeding scheme, work at
different frequencies and are matched to different levels to represent most of
the target arrays adequately. These source samples then need to go through a
calculation based on well-established array factors [30] to collect data for the
first-order training and EM simulation for the second-order model.

The data sets for training either model consist of given excitation signals
and element radiation patterns as input, and corresponding array radiation
patterns as the output label. The only difference is that the calculation carries
only the array factor, as seen in Fig. A.2(b). The data for training the first-
order model contains only generic features related to array factors. In contrast,
the data for the second order considers the detailed radiation variations due to
concrete coupling effects in the case of a specific array arrangement with differ-
ent operating frequencies, radiation structures, and feeding schemes. The data
from calculation or simulation need to be modified to highlight the features,
facilitating the following training. The modification of the excitation signals
and radiation patterns differs since they have different physical meanings and
data characteristics.

For each set of excitation signals (E), a standard definition is n amplitudes
(I) and phases (𝛼):

𝐸 = [𝐼1 , ..., 𝐼𝑛 , 𝛼1 , ..., 𝛼𝑛], (A.1)

where n is the number of ports, I could be any non-negative value, and 𝛼 may
range from 0◦ to 360◦. So, E can have large values and a large positive mean.
However, neural networks prefer small values and a zero mean to ensure
advanced stability. Thus, E should better be transformed into the complex
format by applying Euler’s formula, as expressed in:

𝐸∗ = [𝑅𝑒(𝐼𝑒 𝑗𝛼), 𝐼𝑚(𝐼𝑒 𝑗𝛼)]
= [[𝐼1 cos 𝛼1 , 𝐼2 cos 𝛼2 , ..., 𝐼𝑛 cos 𝛼𝑛]
[𝐼1 sin 𝛼1 , 𝐼2 sin 𝛼2 , ..., 𝐼𝑛 sin 𝛼𝑛]]. (A.2)

After transformation, the mean value for excitation (E∗) would be close to
zero, and then, after normalization, its magnitude value would be between 0
and 1.

We only take the radiation pattern in one elevation plane where the ele-
ments are aligned since it dominates in the linear array. More elevational or
azimuthal radiations can be added in case detailed performance matters. The
radiation values are usually in decibel format (dB). The decibel format visu-
ally shows more precise details within the whole range than the linear format
since the proportion of maximum and minimum values is smaller in the deci-
bel format. However, in practice, the values within the main lobe have higher
priority than others. Thus, it is better to use linear data to train the model to
achieve higher performance within the main lobe. Then, after normalization,
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the values out of the main lobe would significantly approach zero, and the rest
be small positives.

After these modifications, the data sets emphasized their features and are
now ready for training. If not explicitly noted, all the following data sets from
now on refer to the modified data sets.

2.3 First-order Training
During training, the first step is using the calculation data to learn the generic
features of radiation synthesis. As mentioned above, the data sets for the
first-order model are array radiation patterns calculated from the array factor
along with given excitation signals and element radiation patterns. Noted
that modified array factor or other available formulas can also be applied if
adaptive or customized performance is required. For each data set, a set of
excitation signals and the element radiation patterns are taken as input; the
corresponding calculated array radiation pattern is as output label. Numeri-
cally, each input contains two 1 by n (n is the number of elements) vectors for
real and imaginary parts of excitation and another vector for element radia-
tion pattern. At the same time, each output is a similar vector for the array
radiation patterns. The vector for either element or array radiation pattern can
be one-dimensional in the case of the linear array and two-dimensional for the
planar array.

With sufficient processed calculation data, a fully-connected DNN, as shown
in Fig. A.3, is employed to learn the generic features of radiation synthesis.
The basic architecture of the first-order model consists of an input layer, an
output layer, and several Dense layers as the hidden layers. For optimal perfor-
mance, possible adjustments include the number of layers, each layer’s size and
activation function, the optimizer, and other available techniques. Here, the
adaptive moment estimate (Adam) is recommended as an optimizer. Adam
proposed in [31] combines the advantages of AdaGrad [32] and RMSProp [33]
and is well-suited to optimization problems with high-dimensional parameter
spaces:

𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 : 𝛽1 , 𝛽2 , 𝛼, 𝜖, 𝑔0 , 𝐺0 , 𝐺
2
0 ,

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 : 𝑔𝑖 = ∇𝑌𝑖 = ∇𝐹(𝑤𝑇𝑖−1 · 𝑋 + 𝑏𝑖−1),
1𝑠𝑡𝑚𝑜𝑚𝑒𝑛𝑡 : 𝐺𝑖 = [𝛽1 · 𝐺𝑖−1 + (1 − 𝛽1) · 𝑔𝑖]/(1 − 𝛽𝑖1),
2𝑛𝑑𝑚𝑜𝑚𝑒𝑛𝑡 : 𝐺2

𝑖 = [𝛽2 · 𝐺2
𝑖−1 + (1 − 𝛽2) · 𝑔2

𝑖 ]/(1 − 𝛽𝑖2),

𝑈𝑝𝑑𝑎𝑡𝑒 : 𝑤𝑖 = 𝑤𝑖−1 − 𝛼 · 𝐺𝑖/(
√
𝐺2
𝑖
+ 𝜖).

Rectified Linear Unit (ReLU) [34] is taken as activation for each layer, except
Linear for the last layer. We choose ReLU because our expected output, the
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Re* : [ [ Re* (φ1, θ1), …, Re* (φ1, θ360) ], …, [ Re* (φ360, θ1), …, Re* (φ360, θ360) ] ]

……

Fig. A.3: The principle diagram of the first-order model.

radiation strength, should be positive and continuous float values. At the same
time, ReLU is exactly defined as the positive part of its argument:

𝐹(𝑋) = 𝑀𝑎𝑥(0, 𝑤𝑇 · 𝑋 + 𝑏). (A.3)

Also, ReLU can alleviate vanishing gradient problems. After training using
appropriate architecture and techniques, the well-trained first-order model
holds the generic radiation synthesis features.

2.4 Second-order Training
With the well-trained first-order model as a basis, a two-order model is built
to further capture the detailed radiation variations due to coupling effects in
the case of specific array arrangements with different operating frequencies,
radiation structures, and feeding schemes. To summarize, its rough principle
is to extract the coupling effects, then compress and integrate them into the
original excitation signals, marked as coupled excitation signals, and, at last,
feed them along with the element radiation patterns into the well-trained first-
order model. Since the well-trained first-order model has already acquired the
generic features of radiation synthesis, the final two-order model can better
capture the detailed radiation variations due to substantial coupling effects.
The absolute architecture of the two-order model is exhibited in Fig. A.4,
where sharp rectangles represent structures of the model, and rounded ones
hold the input, intermediate, or output data.

In practice, as seen in Fig. A.4, the extraction and compression of the
coupling effects are accomplished by using two separate DNNs with similar
architectures: an input layer, an output layer, and several Dense layers as the
hidden layers. As for the optimizer and activation function, the consideration is
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Re*
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Fig. A.4: The principle diagram of the final two-order model.

the same as what we discussed for the first-order model since these two-order
models share the same final goal: Adam is again utilized as the optimizer;
ReLU is taken as the activation function.

These two DNNs manage to reveal and compress the coupling information
behind the input−−the excitation signals (E∗) and the element radiation pat-
terns (R∗𝑒 )−−into two n by n vectors, standing for the real (Re(C)) and imaginary
(Im(C)) parts of an assumed complex coupling factor (C), respectively. The size
of the coupling factor being confined as n by n is supported by a reasonable
assumption that, given any certain excitation condition, the coupling effect be-
tween every two elements can be approximately transferred and generalized
into a complex port-to-port coefficient. For example, the two values at row i
and column j of Re(C) and Im(C) together evaluate the coupling influence of
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element i on element j and vice versa.
The two DNNs are then followed with Dot layer, Add layer, and Subtract

layer as shown in Fig. A.4. These operation layers are employed to execute
the complex multiplication of E∗ and C. This step is to integrate the extracted
coupling factor into the original excitation signals, forming so-called coupled
excitation signals. The actual multiplication here is divided into several sep-
arate operations on their real and imaginary vectors (Re(E∗), Im(E∗), Re(C),
Im(C)).

Finally, the well-trained first-order model is attached to the posterior end
of the whole architecture. The coupled excitation signals yielded from the
afore-mentioned operation layers, along with the element radiation patterns,
are fed into the well-trained first-order model for the second-order training.
The actual radiation patterns from simulation or measurement results are used
as label data. For simulation, we set up the array in the virtual EM environ-
ment supported by Computer Simulation Technology (CST) Studio Suite® and
then proceed with its frequency domain solver to yield the data. Since the
well-trained first-order model has mastered the generic features of radiation
synthesis in advance, it is easier for the second-order training to capture the
detailed radiation variations, probably leading to high generalization ability,
performance, and robustness.

3 Implementation on Patch Antenna Arrays

We validated the proposed two-order method’s feasibility, high generalization
ability, and performance on a series of patch antenna arrays. Expressly, five 1
by 4 coaxial-fed patch antenna arrays at different frequencies, along with their
elements, are set as training samples. (We use a 1 by 4 patch antenna array as
the test vehicle for no particular reason, consider it an example to testify our
method.) The final two-order model was proven superior to the regular deep
learning model and capable of generalized synthesis of radiation patterns of a
series of 1 by 4 arrays, including coaxial-fed patch antennas at other different
frequencies and stacked patch antennas and coupling-fed patch antennas at
arbitrary frequencies.

Next, we will demonstrate the training process, including data process-
ing, the first and second-order training, a comparison with the regular deep
learning model, and the verification of three cases.

3.1 Data Processing
We simulated five coaxial-fed patch antennas well-matched at different fre-
quencies via CST to collect their element radiation patterns. And they made
up five 1 by 4 arrays at around half-wavelength distance. Fig. A.5 shows the
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Fig. A.5: The structures of the source samples. (a) Element. (b) Array.
(*Note: The substrate used FR-4 with an 𝜖𝑟 of 4.4 and a thickness of 1 mm.)

structure of the element and array. The parameters and characteristics in all
five cases are listed in Table A.1. Then, each array went through pattern mul-
tiplication based on the array factors to generate 10000 sets of array radiation
patterns for the first-order model, with various excitation conditions−−the
amplitudes varied from 0 to 1.5 at a step of 0.5 and the phases from 0◦ to 180◦
at a step of 20◦ given. Likewise, it underwent simulation via CST to collect
5000 sets for training the second model. There were 50000 sets for the first
order and 25000 sets for the second order. It is worth mentioning that the
calculation data outnumbers the simulation data because the calculation takes
much less time. It took just 1 minute to collect the 50000 sets of calculation
data and roughly 108 hours and 20 minutes to collect 25000 sets of simulation
data for the second-order model. The amounts of data sets for the first and sec-
ond orders are negotiable. In general, more data sets probably lead to higher
accuracy. Thus, the portions here mainly depend on the tolerance range of
accuracy. Then, as demonstrated in section 2.2, we modified the collected raw
data sets to highlight the features before training. The data set for each excita-
tion condition was two 1 by 4 vectors, and each radiation pattern of either the
element or array was 1 by 360. Thus, each input was two 1 by 4 vectors along
with one 1 by 360 vector, and the output was one 1 by 360 vector for either the
first or the second-order model training.

3.2 First-order Training
Within the 50000 sets of calculated array radiation patterns, we took 70 %, 35000
sets as output labels, their corresponding excitation conditions and element
radiation patterns as input for the first-order training, and the rest 30 % data for
testing. After careful adjustment, the first-order model was fixed, as illustrated
in Fig. A.6. In practice, this model had four hidden layers, holding 750, 550,
1550, and 1350 neurons, respectively. Fig. A.8(a) shows the accuracy during
training and testing. The accuracy reached 90.20 % during training and 89.61 %
for testing.
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Table A.1: The Parameters and Characteristics of Source Sample Elements

Sample Freq. Parameters (mm) S11 Gain HPBW
No. (GHz) gl px py df (dB) (dBi) (deg)
1 0.95 150 83.9 75.2 12 −14.8 6.75 94.3
2 1.94 75 40.8 36.5 7.5 −22.6 6.68 95.3
3 2.96 50 24.1 24 4 −15.9 6.6 96.3
4 4 37.5 17.8 17.7 2.7 −14.2 6.53 97.1
5 4.94 30 17.5 14.1 1.9 −34.9 6.62 93.8

(*Note: Freq. means the operating frequency;
HPBW means half-power beamwidth;
S11s, Gains, and HPBWs are at the operating frequency.)

The first-order model   (optimizer: Adam)

Input layer  (368, activation: ReLU)

Dense layer 1 (750, activation: ReLU)

Input
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Input
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Dense layer 2 (550, activation: ReLU)

Dense layer 3 (1550, activation: ReLU)

Dense layer 4 (1350, activation: ReLU)
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Rcal* : [ Rcal* (0°, θ1), …, Rcal* (0°, θ360) ]

Output

×10000 ×5

Rcal* : [ Rcal* (0°, θ1), …, Rcal* (0°, θ360) ]

Fig. A.6: The instance structure of the first-order model in this case.

Note that the accuracy mentioned in this article is the proportion of the
radiation pattern values where the difference between prediction and simu-
lation meets the predefined criteria, no more than 0.5 dB for positive values
and 1 dB negative ones. Thus, although the accuracy may not seem that high,
a good agreement has been achieved, verified, and observed in the following
comparison between simulation and prediction results.
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Fig. A.7: The instance structure of the second-order model in this case.

3.3 Second-order Training
Similarly, we took 70 %, 17500 sets of the simulated array radiation patterns
as output labels, along with their related excitation conditions and element
radiation patterns as input for the second-order training and the rest for testing.
With the well-trained first-order model from section 3.2 as a basis, the final
two-order model was built and shown in Fig. A.7. In the final model, the
sub-models to predict the real and imaginary parts of the assumed coupling
factor share the same architecture, also four hidden layers with 750, 700, 1150,
and 1600 neurons.

The accuracy of the final two-order model is shown in Fig. A.8(b), which
shares the exact definition from section 3.2. The final model showed its op-
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Fig. A.8: The accuracy of (a) the first-order and (b) the second-order model.

timal performance with an accuracy of 84.57 % during training and 83.52 %
for testing. One might notice that the accuracy of the final model is lower
than that of the first-order model by around 12 %, which is reasonable as the
second-order training use much fewer data sets than the first order. But again,
the achieved accuracy is considered high according to its definition.

3.4 Verification
The two-order model for radiation synthesis of a series of 1 by 4 patch antenna
arrays has been obtained. It was then applied to other 1 by 4 patch antenna
arrays than the source samples to verify its performance and robustness. The
cases for verification take into account the most typical variations in array
designs, like operating frequency, radiator structure, and feeding scheme.
In practice, we arbitrarily chose a 1 by 4 coaxial-fed patch antenna array at
3.48 GHz, a 1 by 4 stacked patch antenna array at around 1.5 GHz, and a 1
by 4 coupling-fed patch antenna array at 2.41 GHz for the validation. Also,
we validated our model with a published microstrip antenna from [35]; for
experimental validation, the proposed method was testified on an antenna
array prototype from our published work in [36].

3.4.1 Case I

The first case is a 1 by 4 coaxial-fed patch antenna array working at 3.48 GHz.
It has the same structure as the source samples shown in Fig. A.5. The fixed
parameters and basic characteristics of its elements are listed in Table A.2. With
its element radiation pattern and an arbitrary excitation condition fed into the
model, the model was proven to give the predicted array radiation pattern that
matches perfectly with the simulation result. Fig. A.9 shows the calculated,
simulated, and predicted array radiation patterns given one certain random
excitation condition listed beside.

Note that the predicted radiation pattern output from the two-order model
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Table A.2: The Parameters and Characteristics of Element in case I

Freq. Parameters (mm) S11 Gain HPBW
(GHz) gl px py df (dB) (dBi) (deg)
3.48 42.8 20.5 20.4 3.2 −14.4 6.56 96.3
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Fig. A.9: A comparison between the calculated, simulated, and predicted array radiation patterns
given a certain excitation condition in case I.

is initially in the linear format as we used linear data for training. The pre-
diction is transformed into decibel format to compare with simulation and
calculation. A noticeable difference between the simulation and calculation
can be observed. The prediction result can ideally correct this difference and
agree with the simulation.

3.4.2 Case II

The second case is a 1 by 4 stacked patch antenna array working around 1.5 GHz
to test its robustness in terms of radiator structure. It uses a two-layer patch
as its radiator, which is widely applied in patch antenna designs to expand its
bandwidth, and it is exhibited in Fig. A.10. Since the two-layer patch antenna
can resonate at two frequencies, Table A.3 shows the element’s parameters
and characteristics at their two operating frequencies, 1.47 GHz and 1.53 GHz.
And the results for radiation synthesis at both frequencies are presented in
Fig. A.11. At both frequencies, the predictions match pretty well with the
simulations when excited by the random excitation signals and outperform
the calculations.

3.4.3 Case III

In this case, we took a 1 by 4 coupling-fed patch antenna array working at
2.41 GHz to prove its compatibility with feeding techniques. Here, the patch is
coupling-fed by an L-shaped strip instead of directly fed by a coaxial cable. This
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Table A.3: The Parameters and Characteristics of Element in Case II

Freq. Parameters (mm) S11 Gain HPBW
(GHz) gl px1 py1 px2 py2 df (dB) (dBi) (deg)
1.47 100 49 46 50 48 1.6 −11.3 6.56 95.3
1.54 100 49 46 50 48 1.6 −22.4 6.68 92.8
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Fig. A.11: A comparison between the calculated, simulated, and predicted stacked patch array
radiation patterns given a certain excitation conditions in case II at (a) 1.47 GHz and (b) 1.54 GHz.

coupling-fed approach is a common alternative feeding way for bandwidth
enhancement. Its structure, parameters, and characteristics can be found in
Fig. A.12 and Table A.4, respectively. And also, Fig. A.13 shows one of the
verification results. Generally, a high matching level between the prediction
and simulation can be observed, proving that the model works well even with
modified feeding techniques.

3.4.4 Case IV

We validated our two-order model on a published microstrip antenna from
[35]. It is a classical coaxial-fed microstrip antenna covered with an extra
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Table A.4: The Parameters and Characteristics of Element in Case III

Freq. Parameters (mm) S11 Gain HPBW
(GHz) gl px py wf lf df (dB) (dBi) (deg)
2.41 60 28.8 28.8 1.5 14 1 −18.3 6.43 98.4
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Fig. A.13: A comparison between the calculated, simulated, and predicted coupling-fed array
radiation patterns given certain excitation conditions in case III.

dielectric layer to prevent environmental influences, as seen in Fig. A.14. The
dielectric layer can also affect the antenna’s EM performance by lowering the
resonate frequency. According to the coefficients provided in [35], we set up
the antenna element and the corresponding array in CST to collect the required
simulation data. Then we utilized our model to predict its array radiation. The
comparison result is exhibited in Fig. A.15. We can observe that the predicted
radiation agrees well with the simulation radiation.

3.4.5 Experimental validation

For experimental validation, we proceeded with the proposed method on an
antenna array prototype from our previous work [36]. We have the array pro-
totype measured using a SATIMO multi/probe spherical near-field system.
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The antenna prototype was initially designed as a slant dual-polarization cor-
responding to two ports. During the experiment, we fed identical signals to
each pair of ports to make it operate in the patch mode. Fig. A.16 compares
its calculation, simulation, measurement, and prediction array radiation on an
arbitrary excitation state. The prediction here is based on measured element
radiation. It is safe to say that the prediction radiation approximately equals
the experimental result despite a bit of variance of less than 3 dB outside the
main lobe.

We have tested the well-trained two-order model in five cases and verified
its high generalization ability, performance, and robustness.

3.5 Comparison and discussion
To quantify our improvement over the existing regular deep learning synthesis
methods [26–28], we compare the proposed model to the typical model, as
shown in Fig. A.17, regarding the accuracy and the total time consumption.
Fig. A.18 exhibits their accuracy when being trained with one array sample;
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Fig. A.16: (a) Experimental setup. (b) A comparison between the calculated, simulated, mea-
sured, and predicted coupling-fed array radiation patterns given certain excitation conditions in
experimental validation.

The regular model   (optimizer: Adam)

Input layer  (8, activation: ReLU)

Dense layer 1 (100, activation: ReLU)

Input

×10000 ×1

Re (E*) : [ I1 cos α1,  I2 cos α2, …, I4 cos α4 ]   Im (E*) : [ I1 sin α1,  I2 sin α2, …, I4 sin α4 ]

(Ii : 0, 0.5, 1, 1.5;     αi : 0°, 20°, …, 180°)

Output layer (360, activation: Linear)

Dense layer 2 (650, activation: ReLU)

Dense layer 3 (350, activation: ReLU)

Dense layer 4 (650, activation: ReLU)

Output

×10000 ×1

Rsim* : [ Rsim* (0°, θ1), …, Rsim* (0°, θ360) ]

Fig. A.17: The architecture of regular model.

Table A.5 lists the detailed time consumption over their training process.
Our quantitative advantages can be summed up in three aspects. For one

thing, we cut down nearly half of the simulation needed to tackle each training
sample. It turns out that, with 5000 sets of simulation data per sample, the
traditional method can only reach an accuracy up to 65 %. In contrast, the pro-
posed two-order method realizes about 84 %. The standard method requires
double the amount (10000 sets) of simulation to achieve the same level of ac-
curacy (around 83 %). Therefore, our method saves nearly half of simulation
time for each training sample, which means a lot since the simulation occupies
over 99 % of time for the regular model. For the second point, we significantly
reduce the number of training samples needed for covering the exact scaled
N target arrays, thereby freeing a huge amount (Nn) of simulation workload.
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Table A.5: The comparison of time consumption of regular method and the proposed two-order
method

Target Training Time
arrays samples Cal. data Sim. data Training In total

Pro. N n (= 5) 1m×5 21h40m×5 (18m+16m)×5 21h31m×5
Reg. N N —— 43h20m×N 7m×N 43h27m×N

(*Note: Usually N≫n;
Pro. represents the proposed two-order method;
Reg. represents the regular method.)

The last merit is that after a once two-order training process, the two-order
model of high generalization ability can solve N target arrays’ synthesis prob-
lem once and for all. In contrast, the traditional methods have to repetitively
produce N models for different target arrays. Here, N depends on the training
samples’ informativeness, representativeness, and diversity. N can hardly be
quantified because the generalized two-order model covers a continuous tar-
get array space rather than one single target array like the traditional methods
do. Thus, the proposed two-order approach takes much less time to provide a
more generalized synthesis solution than the existing regular methods.

This framework can also be expected to outperform traditional methods in
the case of the planar array. The main difference is that the planar array must
consider radiations over at least two elevation planes instead of one for the
linear array. Therefore, we must adopt an advanced feature extraction scheme
to compress the complex data. Accordingly, the size of data and the number
of hidden layers and neurons should increase.
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4 Conclusion

This letter proposed a two-order deep learning method to generalize radiation
synthesis of a series of antenna arrays with similar topology. This method
uses the well-established array factor to learn the generic features of radiation
synthesis using the first order. Then the second order focuses on further cap-
turing the detailed radiation variations caused by concrete coupling effects in
the case of a specific array arrangement with different operating frequencies,
radiation structures, and feeding schemes. Compared with most published
deep learning methods, this method has higher generalization ability, perfor-
mance, and robustness, which has been testified with an implementation on
a series of patch antenna arrays. The two-order model can synthesize a series
of 1 by 4 patch antenna arrays with different operating frequencies, radiation
structures, and feeding schemes at an accuracy of around 84 %. In beyond-
5G/6G scenarios where multiple antenna arrays co-exist in each single base
station, we can utilize the proposed model to conveniently monitor all the
arrays’ radiation patterns.
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1. Introduction

Abstract

A transfer learning-based method for accelerating power-only calibration of phased
array antennas by combining conventional array theory with deep learning is presented
in this paper. Existing power-only calibration methods either require a significant
number of measurement cycles or have restrictive phase shifter resolution requirements.
The proposed array calibration method uses a surrogate model to calibrate all array
elements in one pass without restricting phase resolution requirements. We developed a
novel feature extraction scheme (FES) that picks out the most important power features
resulting in reduced measurement cycles. The burden of data acquisition for model
training is further reduced by relational knowledge transfer learning. The surrogate
model acquires its general calibration capability from massive theoretical data, which
is easily collected by the radiation multiplication theorem, and captures the detailed
non-ideal response from a small number of simulations. The proposed methodology has
been demonstrated and tested on several arrays for validation. The effectiveness and
performance of the method have been verified, hence it can serve as a complementary
tool to accelerate the calibration process of phased antenna arrays.

1 Introduction

Phased antenna arrays are becoming increasingly important and are widely
used in wireless communication systems. They rely on precise control of array
excitation. In practice, tolerances in component fabrication and aging effects
can cause non-negligible distortions. The actual array excitation may deviate
from the expected values and depreciate the performance. Therefore, regular
calibration must be performed to maintain the performance.

The calibration methods can be divided into two groups: single-element
and multi-element methods. The typical single-element methods calibrate
only one element in one pass [1–7], and the extended multi-element methods
calibrate multiple elements simultaneously during one calibration cycle [8–17].
Moreover, depending on the methodology, they can be further categorized as
the mutual coupling-based method [1], the phase toggling method [2, 13],
the rotating element electric field vector (REV) method [3–5, 14, 15], and the
orthogonal code-based method, etc.

Since the typical single-element calibration methods [1–7] calibrate each
element individually, an array antenna with N elements requires at least N cal-
ibration cycles. During each calibration cycle, a target element to be calibrated
is activated and measured with different phase settings. Meanwhile, the re-
maining elements are isolated as they are turned off or terminated. Different
calibration methods require measurement at different sets of phase settings.

The mutual coupling-based method [1] technically makes a phase adjust-
ment during each measurement cycle. It measures the mutual coupling be-
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tween the target and reference elements to determine the excitation error. The
phase toggling method [2] switches the phase shifter from 0 ◦ to 180 ◦ and
measures complex array signals to determine the error of each element. If
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the complex signals are not retrievable, the REV method is successful. The
REV method [3–5] traverses all phase states of each element to determine the
minimum and maximum power and the phase variation to determine the rel-
ative complex excitation field of the element. Typical REV methods require
2𝑚 × 𝑁 measurement cycles to calibrate an 𝑁-element array with an 𝑚-bit
phase shifter [4]. The phase resolution 𝑚 must be at least 3 to achieve a clear
sinusoidal representation.

The extended calibration methods [13–17] improve calibration efficiency
by calibrating multiple elements simultaneously in each calibration cycle. As-
suming M elements, a phased array antenna with N elements requires only
⌈N/M⌉ measurement cycles. However, the number of elements in each calibra-
tion cycle is limited by the mathematical constraints and the number of bits of
the phase shifter.

In [13], up to eight elements are calibrated simultaneously by applying a
fast Fourier transform to sixteen measured signals, where the beamformer unit
consists of sixteen phase states. The extended REV method [14, 15] succes-
sively shifts the phases of multiple elements with different phase intervals and
measures the combined power change of the array. Then, the measured com-
bined array power variation is converted into a form identical to the typical
REV method using a Fourier transform.

While these extended methods improve the efficiency of calibration, still
the improvement is limited due to the high mathematical computation require-
ments and phase resolution requirements. The number of elements calibrated
simultaneously must be limited to ensure mathematical computation ability so
that they provide independent contributions to the composite array radiation
and can be successfully decomposed. The bit-number of the phase shifter usu-
ally determines the ability to be independent. For this reason, the extended
methods often have non-negotiable hardware requirements for the bit-number
of the phase shifter. In the case of the classic extended REV method, only two
elements can be calibrated simultaneously when using a 4-bit phase shifter.

In this communication, a surrogate model is proposed to calibrate all ele-
ments of a phased antenna array at once. It requires much fewer measurement
cycles than the existing REVs. This powerful technique does not require phase
resolution, phase tuning, on-off elements, and equation manipulation. The
surrogate model feeds from a few power-only features measured under the
default phase state and directly determines the complex excitation field. A
feature extraction scheme (FES) was thoroughly investigated to filter out the
most informative features while keeping number of features small. As a result,
measurement cycles could be significantly reduced. Training of the surrogate
model alleviates the tedious data acquisition that existing machine-learning
approaches often suffer from [18–20]. Unlike [18–20], which output only am-
plitude or phase, our model determines both the excitation amplitudes as well
as phases for calibration. As shown in Fig. B.1, using relational-knowledge-
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Fig. B.2: (a) 3DRP; (b) ERPs; (c) Sampling the front region of an ERP.

transfer learning, we divide the model training into two stages. The first-stage
learning acquires knowledge about the general calibration from the array su-
perposition theorem. The second-stage learning focuses on unexpected con-
crete properties such as coupling effects and other non-analytical behavior.
We have verified the effectiveness and efficiency of the proposed method on
several arrays.

The remainder is organized as follows. Section II examines the FES for
feature selection. Section III explains the development and optimization of the
surrogate model. Validation of the proposed method is presented in Section
IV while conclusion is drawn in Section V.

2 Feature Extraction Scheme

The input of the surrogate model is the features extracted by the feature ex-
traction scheme (FES), while the output of the surrogate model is the complex
excitation field. This section explains the FES to extract the fewest and most
informative radiation features.

2.1 Theoretical Basis
The phased antenna array regularly radiates according to two main rules: (a)
the radiation intensity varies more dramatically with elevation (e.) angle� than
azimuth (a.) angle 𝜙. Thus, the elevation radiation pattern (ERP) provides
more informative features, and it is reasonable to represent radiation only by
collecting multiple ERPs. And, (b) most of the energy is radiated forward, so
the most important features of each ERP are mainly confined to the forward
region.
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2.2 Strategy of FES
The antenna array usually expresses its radiations in a three-dimensional far-
field radiation pattern (3DRP) as shown in Fig. B.2 (a). A small number of
features result in a small number of measurement cycles and high calibration
efficiency. The above analysis leads to a general strategy of the FES: capturing
several ERPs and sampling the front range, as exhibited in Fig. B.2 (b) and
(c). We consider the radiation as a continuous function 𝐹 versus the eleva-
tional angle � and the azimuthal angle 𝜙. Then each ERP can be expressed
as 𝐹𝑖(�, 𝜙𝑖). Each feature (𝐹𝑒𝑎𝑡𝑖 𝑗) can be expressed as 𝐹𝑖 𝑗(�𝑗 , 𝜙𝑖), where �𝑗 is
selected by both Range_ERP and Step_ERP. Here, Num_ERPs means the num-
ber of captured ERPs; Range_ERP defines the sampling range of each ERP; and
Step_ERP decides the sampling intensity of each ERP. They customize the FES
and decide the number of features (Num_Feats).

2.3 The Optimal FES
FES can be parameterized by three coefficients, i.e., Range_ERP, Step_ERP, and
Num_Feats. Variation in these coefficients results in different FESs. There are
two indicators to assess an FES, one is Num_Feats and the other is the conse-
quent surrogate model’s loss represented as 𝐿. Roughly, fewer features lead to
worse performance. To quantify the trade-off between the two indicators, we
evaluated 80 different FESs.

For simplicity and fairness, the fifty thousand samples are used by 80
different FESs to generate 80 corresponding training data sets. A deep neural
network is trained separately with the 80 data sets. During training, the mean
squared error between the prediction and label of the complex excitation field
was set as the loss function. The final loss represents 𝐿.

The colored dots of different sizes represents the 80 FESs in Fig. B.3 (a) and
(b). Here, the size indicates the number of features (Num_Feats) required as
the bigger dot corresponds to the small number of required features. Whereas,
the color represents the loss value as green means the loss value meets certain
criteria (less than 0.03). The green color transforms to orange and gradually
lighter orange as the loss value increases. Note that the threshold value for
testing exceeds for training because models often behave slightly inferior dur-
ing testing. It can be observed that the biggest green dots in Fig. B.3 (a) and (b)
represent the optimal FES (Num_ERPs = 6, Range_ERP = 120, Step_ERP = 20).

The 2𝐷 plots on the right of Fig. B.3, shows the trade-off when two of the
coefficients are fixed at their optimal values. Fig. B.3 (a-1), (a-2), and (a-3)
represents trade-off for training while Fig. B.3 (b-1), (b-2), and (b-3) shows
trade-off for testing. According to the optimal FES, six ERPs and six far-field
radiation values on each ERP are selected as the input parameters for the
surrogate model.
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 Initialize model         (Initial weights w = w0; initial biases b = b0) 
 (Loss: mean squared error)

 (Optimizer: Adam)
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Hidden layer 3: 200 LeakyReLU  Batch norm.Hidden layer 3: 200 LeakyReLU  Batch norm.

Hidden layer 4: 100 LeakyReLU  Batch norm.Hidden layer 4: 100 LeakyReLU  Batch norm.
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Radiation multiplication

Non-ideal response

Theoretical radiation

Fcal(θ, ϕ)

Real radiation

F(θ, ϕ): {Fcal; C(θ, ϕ)}

Relational knowledge
∑ 

Coupling effects

Ideal response

Fig. B.4: The workflow to develop the surrogate model.

For larger uniform planar arrays, the number of ERPs and the fineness of
the FES proportionally rise to deliver the radiation of higher resolution. For
non-uniform arrays with special arrangements, there is the need to adjust the
ERPs distribution accordingly to fit the radiation distribution. The number of
candidate FESs depends on the sweep ranges of Num_ERPs, Range_ERP, and
Step_ERP.

3 The Surrogate Model

3.1 Workflow
The evolution of the surrogate model, as illustrated in Fig. B.4, arises from
combining the conventional array theory and deep learning. The purpose
of the surrogate model is to imitate the mapping from the power-only far-
field radiation values to the excitation field. The mapping has its general
relationship decided by the radiation multiplication theorem, and the coupling
effects mainly generate undesirable variations.

The model can learn the generic knowledge of the radiation multiplication
from theoretical calculation results; however, the non-ideal response origi-
nated from the coupling effects only exposes itself in simulation or measure-
ment results. Thus, the relational-knowledge-transfer approach is used to de-
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Fig. B.5: Loss versus epochs during the first stage using different amounts of calculation datasets.
(a) Loss_train. (b) Loss_test.

compose the learning process into two stages. The first-stage learning grasps
the generic knowledge from theoretical calculation results. The second-stage
learning further characterizes the detailed non-ideal variations from a few
simulation results.

This two-stage learning mode renders the model having generalizability,
robustness, and interpretability. Also, our approach improves efficiency by
significantly alleviating the need for stimulation by transferring knowledge
from the calculation. The following section introduces the first/second-stage
learning.

3.2 Acquire Generic Knowledge
After fine tuning and optimization, a fully-connected neural network is initial-
ized, as shown in Fig. B.4, which consists of an input layer, an output layer,
and four hidden layers of 300, 200, 200, and 100 neurons. Each hidden layer is
attached with the leaky rectified linear unit (LeakyReLU) [21] as the activation
function and a batch normalization layer. The Adam [22] is employed as the
optimizer to upgrade the weights and biases of the neurons. The mean squared
error between the predicted complex excitation field and its theoretical label
is used as the loss function to evaluate the model during training.

In the first stage, the model is trained with theoretical data to grasp the
generic knowledge where the deviations were excluded. The theoretical data
were obtained via the formula established in [23]:

𝐹𝑐𝑎𝑙(�, 𝜙) =
𝑀−1∑
𝑚=0

𝑁−1∑
𝑛=0

𝐹𝑒 ,𝑚𝑛(�, 𝜙)𝑒−𝑗𝜋 sin�(𝑚 cos 𝜙+𝑛 sin 𝜙). (B.1)

Here, 𝐹𝑒 ,𝑚𝑛(�, 𝜙) represents the independent radiation pattern of the antenna
element; m and n point at the index of the antenna element in two orthogonal
directions while M and N are the numbers of the elements along with these
two directions. The unbalanced magnitudes and phases for all the elements
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Fig. B.6: Loss versus epochs during the second stage using different amounts of simulation
datasets. (a) Loss_train. (b) Loss_test.

were initialized to generate the first-stage training data and then fed into the
Eq. B.1 to calculate the theoretical array of radiation. The amplitude can be
deviated by ±3 dB, and the phase varies from −40 ◦ to 40 ◦. The theoretical
array radiation was the input, and the initialized magnitudes and phases were
its output label.

The training and testing loss convergence curves versus the learning epoch
are exhibited in Fig. B.5. Here, the loss indicates the mean squared error be-
tween the first-stage model estimation and the theoretical label of the complex
excitation field. Generally, more data results in minor loss, consequently better
performance. Nevertheless, this improvement is saturated when the data size
reaches four million, as in Fig. B.5, and the curves indicate that four million
could ensure good performance. Hence, four million calculation results are
used for the first-stage training. After the first-stage learning, the initial model
is referred as the intermediate model which has learned the generic knowledge
of radiation multiplication.

3.3 Characterize Non-ideal Response
The second-stage learning focuses on characterizing the detailed non-ideal
response, including the coupling effects and other non-analytical behavior.
This stage relies on the learning by the intermediate model as it holds the
generic calibration knowledge. Therefore, in the second stage, the aim is to
capture the non-ideal characteristics due to mutual coupling and other non-
analytical behavior. Similarly, the mean square error between the second-stage
prediction and the simulation of the complex excitation field is set as the loss
function for evaluating the second-stage model.

Alike the first stage, then unbalanced magnitudes and phases for all ele-
ments were initialized and randomly chosen for the second-stage data collec-
tion. They are fed into the simulation setup supported by Computer Simula-
tion Technology®(CST) to yield the non-ideal array radiation. A few arbitrary
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elements had the amplitudes deviated by ±3 dB, and the phases varied from
−40 ◦ to 40 ◦. The simulated array radiation was the input, and the initialized
magnitudes and phases were its output.

Following this scheme, the model was trained with different numbers of
simulation results as shown in Fig. B.6. Here, the loss represented the mean
squared error between the simulated magnitudes and phases and the output
during the second-stage iterations. As indicated by the curves, ten thousand
simulation data are sufficient for the second-stage learning.

4 Validation and Discussion

4.1 Virtual Validation
The proposed method is applied on a three-by-three planar phased patch
antenna array to verify its effectiveness and performance. At first, arbitrary
excitation distortions were pre-imposed on the array as amplitudes were devi-
ated by ±3 dB, and phases deviated from −40 ◦ to 40◦.

The optimal FES consisted of six ERPs. For each ERP, six power radiation
points within the front region were collected. The collected features were fed
into the well-established surrogate model to determine the actual excitation.
Fig. B.7 exhibits 5 validation samples randomly chosen from 100 validation
cases. The well-trained model is validated with 100 different unbalanced sam-
ples. The root mean square errors (RMSEs) of amplitude and phase of the 100
validation cases are 0.36 dB and 4.51 ◦. As observed, the proposed surrogate
model can precisely determine the unbalanced variations in amplitude and
phase.

The method is firstly verified using a virtual scenario in a similar manner
to other existing machine learning-based works [19, 20]. The measurement
results agree with the simulation via CST as long as the setup is accurate. It
is worth mentioning that a three-by-three phased antenna array was chosen
to balance the time and computing recourse needed for validation and the
complexity level of the array.

4.2 Experimental Validation
The robustness of the proposed method is validated by implementing it on a
one-by-eight linear patch array at 3.5 GHz in an experimental scenario. The
experimental setup is shown in Fig. B.8, with a one-by-eight linear patch
array, 8𝑉𝑎𝑢𝑛𝑖𝑥 𝐿𝑃𝑆− 402 phase shifters, a𝑉𝑎𝑢𝑛𝑖𝑥 𝐿𝐷𝐴− 906𝑉 − 8 8-channel
attenuator, an 8-channel power divider, and a laptop to adjust the phase shifters
and attenuator all placed in an anechoic chamber of 14 m×9.9 m×11.05 m. The
elements are aligned in 𝜙 = 0◦ direction. Therefore, only took one ERP 𝜙 = 0◦
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Fig. B.7: Implementation A: 5 samples randomly chosen from 100 cases.

was taken and had 32 features within this ERP because the radiation variation
focused in the ERP of 𝜙 = 0◦.

We measured 100 unbalanced far-field array radiations in the chamber.
The RMSE of 100 calibration results in the linear array case is 0.47 dB/5.37 ◦ in
terms of amplitude/phase. Fig. B.9 exhibits 5 random cases. The increment of
error depends on the accuracy of measurement.

4.3 Large Array Validation
The proposed method has the potential to calibrate any large arrays with suf-
ficient training samples available. The main challenge is that, as the array size
increases, the number of required training samples and the training time arise
significantly because the number of possible array excitation combinations
arises exponentially. In these validations, amplitudes were deviated by ±3 dB,
and phases from −30 ◦ to 30 ◦.

It was applied on a four-by-four planar array, with the FES of Range_ERP=180◦,
Step_ERP=22.5◦, and Num_ERPs=8. 4 × 107 samples were used for training,
and the RMSE was 0.57 dB/6.14 ◦ in terms of amplitude/phase.
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Fig. B.8: (a) Schematic diagram of the measurement setup. (b) Photograph of the measurement
setup in an anechoic chamber.

For a linear array of 32 elements, the FES was set as Range_ERP=120◦,
Step_ERP=1◦, and Num_ERPs=1. After being trained using 4 × 108 samples,
the RMSE for 10 thousand test samples is 0.62 dB/6.65 ◦ in terms of ampli-
tude/phase.

For a four-by-eight planar array, the FES was fixed at Range_ERP=180◦,
Step_ERP=15◦, and Num_ERPs=10. It took 8 × 108 samples for training to
arrive at the RMSE of 0.67 dB/6.84 ◦ for 10 thousand test samples. Planar
arrays require more training samples than linear arrays of the same amount of
elements, because planar arrays have to consider more complex 3𝐷 radiation
variations than linear ones.

The propoosed method has the potential to calibrate larger arrays and
the calibration loss can be further reduced if more data and more powerful
computing resources are provided. However, powerful computing resources
are not commonly available. In future work, we will focus on reduction of
required training samples and the need for computing resources to facilitate
large array calibration.

4.4 Comparison and Discussion
The proposed method is compared with existing ones in Table B.1. As authors
in [4] claimed, a normal REV requires 2𝑚 measurement times to calibrate each
element using an 𝑚-bit phase shifter. Works in [5] and [15] reduced the aver-
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Fig. B.9: Implementation B: 5 samples randomly chosen from 100 cases.

Table B.1: The Comparison Between the Proposed Method and the Existing Power-only Methods

Measurement times RMSE (Amplitude/Phase) phase shifter
[4] 2𝑚 × 𝑁 – / – 𝑚-bit
[5] 4.5𝑁 + 1 0.1087 / 4.754 ◦ 4-bit
[15] 11.2𝑁 0.37 dB / 3.06 ◦ 5-bit
This 4N 0.07 (0.36 dB) / 4.51◦ No requirement
work 4N 0.10 (0.47 dB) / 5.37◦ No requirement

age measurement cycles to around 4.5 and 11.2 by handling multiple elements
simultaneously using 4 or 5-bit number phase shifters. Our method achieved
comparable calibration accuracy with only 4 measurement cycles. Further-
more, it does not require phase shift resolution, repetitive phase shifting, or
equation manipulation.

Theoretically, the proposed method can calibrate larger arrays by propor-
tionally refining the FES. Consequently, the measurement cycles arise propor-
tionally. The number of required training samples increases exponentially to
provide sufficient informativeness and can exceeds the available computing
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memory as the array size grows. In future work, we will focus on further re-
duction of measurement cycles and data requirements to facilitate calibration
of larger-scaled arrays in 5𝐺/6𝐺 scenarios.

5 Conclusion

In this communication, a calibration technique is presented using the surrogate
model that can calibrate all the elements of phased antenna arrays at once.
The surrogate model gets insights from the combination of conventional array
theory and deep learning and gains its calibration ability through relational-
knowledge-transfer learning. The proposed method requires a smaller number
of measurement cycles than the existing REVs and avoids repetitive phase
shifting or equation manipulation. The experimental results show that the
approximation of the measurement times is 4𝑁 . The optimal FES distinguishes
the fewest points that deliver the most informative power-only features. Fed
by these features, the surrogate model can directly determine amplitudes and
phases for all the elements. It also breaks through the limitation that the
conventional extended methods suffer from the bit-number of the phase shifter
or the mathematical computability. Once trained, the surrogate model can
serve convenient and efficient periodical calibration for phased antenna arrays
in 5𝐺/6𝐺 scenarios.
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1. Introduction

Abstract

Frequency selective surfaces (FSSs) refer to planar structures that behave with specific
electromagnetic (EM) responses within a frequency range and are widely applied in
wireless propagation systems. Given the fact that different EM responses correspond
to distinguished topologies, conventional inverse design methods of FSSs are usually
labor-intensive, as they rely on experienced human engineers to determine the topol-
ogy and then rationally tune its structures. There have been great attempts using
optimization algorithms (e.g., genetic algorithms) or machine learning to automate the
second tuning stage after the initial EM topologies are determined by human engineers.
However, the first topology selection stage still require engagements with experienced
engineers. This paper proposes a fully-automated framework for the inverse design
of FSSs. We achieved a fully-automated inverse design by establishing a machine-
friendly mapping flow. The mapping flow derives its continuity and compactness
from representation learning, which enables both auto-selection of the topology and
auto-evolution of the unit cell based on the topology. The auto-selection stage au-
tomatically determines the appropriate topology by compressing the EM constraints
through the principal component analysis (PCA) and classifying the topology using the
support vector machine (SVM). Afterward, the auto-evolution system can efficiently
evolve until it yields an optimal unit cell. We developed a self-monitor strategy to con-
trol the evolution and maximize the evolution efficiency by adaptively tuning the three
modules within the auto-evolution system. We validated the presented framework with
four FSS designs. The results proved its potential as a highly efficient fully-automated
tool for the inverse design of FSSs.

1 Introduction

Metasurfaces refer to a periodical combination of overlapped planar metal-
lic and dielectric layers in sub-wavelength size, which have unique abilities
to manipulate microwave signals at desired frequencies. They possess capa-
bilities of power-conserving transformations [1, 2], cloaking [3], absorber [4],
spatial filtering [5], polarizer [6], radar cross-section reduction [7], to name
just a few. Among them, the frequency selective surfaces (FSS) focus on the
transmission or reflection capability. The typical inverse design of FSSs fol-
lows a performance-oriented process and takes two stages, topology selection
and geometry optimization, as demonstrated in Fig. C.1. Conventional in-
verse design methods require experienced designers with domain knowledge
to select the topology in advance. Afterward, the designers need to manually
tune the parameters and check the performance through repetitive full-wave
electromagnetic (EM) simulations, which is time-consuming and resource-
demanding. The design efficiency depends on the designers’ experience level
and the computation capability. There have been many published methods
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that automate the second optimization stage based on optimization algorithms
or machine learning. However, most of them are not fully-automated and
still require experienced engineers in the topology selection stage. A fully-
automated inverse design method is in tremendous demand to reduce the
need for experienced engineers for the inverse design of FSSs.

There have been many publications [8–22] utilizing machine learning to
automatize the inverse design process to different degrees. Machine learning-
based methods are popular due to their unique merits compared to opti-
mization algorithm-based methods, such as genetic algorithm-based methods
(GA) [23–25]. A number of full-wave simulations are inevitable for optimiza-
tion methods [26]. By contrast, machine learning-based methods accumulate
intelligence from historical data to form a surrogate model. The surrogate
model can reduce or replace the need for full-wave simulation and facili-
tate the design for new constraints significantly. According to the automation
level, we roughly divide them into semi-automated [9–19] and fully-automated
methods [20–22]. Considering the strategy, there are two categories: some
works [9–16, 21, 22] developed a forward mapping surrogate model and per-
formed iterative optimization to find the optimal design; the others [17–20]
directly established an inverse mapping surrogate model or utilized genera-
tive networks to produce the satisfying design.

Most of the optimization algorithm-based methods and ML-based meth-
ods [9–19] are semi-automated, because they mainly focused on automatic
optimization in the second stage of the inverse design. Experienced designers
are required to decide the topology in the first topology selection stage. For
instance, in [9], an artificial neural network model was developed to determine
the reflective phase for a given Minkowski reflectarray element, and then the
model was integrated with an optimization algorithm to generate the optimal
element for the desired phase. Prado et al. [10, 11] utilized support vector
machines (SVMs) to substitute full-wave EM simulation tools to accelerate the
inverse design of reflectarrays. The SVMs were trained with a sufficient num-
ber of simulation results in advance. Afterward, they were used to analyze
reflectarray elements at a low time cost and were integrated with iterative op-
timization processes to determine the reflectarray element for a given phase
shift. Abdullah et al. [12] applied a data-driven supervised-learning technique
integrated with the sequential-search strategy on a crusader cross topology to
maximize the radar cross-section (RCS) reduction of the coding FSSs. Hodge
et al. [14] proposed deep convolutional generative adversarial networks (DC-
GANs) to realize the inverse design of metasurface elements. The DC-GANs
were trained with elements selected from published literature. After training,
a Generator, a Discriminator, and a Simulator were obtained. A three-fold
process was taken to achieve given EM constraints: a) a random latent noise
vector was initialized; b) generating an element by inputting the vector into
the Generator and analyzing its EM response using the Simulator; c) adjust-
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ing the vector and repeating steps (b-c) until the EM response meets the EM
constraints. Xiao et al. [17] proposed an inverse learning system to predict ge-
ometry variables of selected metasurfaces for a desired EM behavior without

87



Paper C.

further optimization, which consists of a data classification technique and a
cascade of two inverse learning machines for enhanced learning performance.
Zhu et al. [18] artificially built up a modified Jerusalem Cross structure at
first; afterward, they utilized a three-layer back-propagation neural network
to project the reflection phase to the length of the metal arm. Likewise, Wei
et al. [19] targeted the appropriate topology in advance through analysis of
filter equivalent circuit before applying the genetic algorithm (GA) to reach an
optimal design.

The works in [20–22] realized full automation. The work in [20] realized
automated design by integrating a variational autoencoder, a predictor, and
an optimizer. After training, they represented a metasurface into the latent
variables using the encoder and optimized the variables by employing particle
swarm optimizations integrated with the predictor. The decoder would de-
code the optimized variables into a final metasurface. In the implementations
of dual-layer and three-layer metasurfaces, they simulated 17.5 thousand and
16.5 thousand structures to collect data for training the autoencoder and pre-
dictor. Naseri et al. [21] achieved a fully-automated inverse design of nonuni-
form bianisotropic metasurfaces in two steps. In the first step, they determined
the surface parameters within several candidates using the alternating direc-
tion method of multipliers based on the two-dimensional method of moments.
In the second step, they trained the machine learning surrogate model with
70 thousand samples and then utilized particle swarm optimization to opti-
mize the surface parameters. Nadell et al. [22] utilized a twelve-layer deep
neural network to model the forward mapping of an all-dielectric metasur-
face, which took 21 thousand simulation data for training. Afterward, they
developed a novel fast-forward-dictionary-search method to solve the inverse
modeling problem: they collected all combinations of geometric parameters
on 138 spectra to generate a dictionary. Given the constraints, they searched
through the dictionary to list all combinations that approximately satisfy the
constraints and gave the best ones. One shared limitation among these works
is that they require tens of thousands of simulation data to train the surrogate
model, which is a commonly criticized disadvantage of most machine-learning
approaches.

In this paper, we manage to realize the fully-automated inverse design
without establishing a dictionary mapping through tremendous simulation
data in advance. To achieve this, we need to develop a machine-readable map-
ping of continuity and compactness. The continuity of mapping determines
the degree of automation. The works in [12, 13, 18, 19] achieved only semi-
automation because their mappings did not start from the constraints, which
is the initial state of inverse design. The compactness of the mapping im-
pacts the difficulty to establish and the overall efficiency. The works in [20–22]
managed to establish mappings from all the candidate geometries to their EM
behaviors, which suffered from high complexity and required a huge amount
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of simulation data.
Representation learning [27, 28] may offer us inspiration to facilitate the

fully-automated inverse design. Boulanger-Lewandowski et al. [28] have proven
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that representation learning outperforms many state-of-art models aiming at
the transcription of polyphonic music. Representation learning, also known
as feature learning, allows the machine to automatically represent machine-
unfriendly physical features into machine-friendly features and then smoothly
project from the source space into the target space.

In this paper, a highly efficient fully-automated inverse design framework
for FSSs is developed. Based on representation learning, we facilitate fully-
automated inverse design by establishing a continuous and compact horizontal
projection integrated with vertical representations of physical features. The
horizontal projection consists of auto-selection and auto-evolution. The ver-
tical representations include vectorization of the constraints and fan-based
modeling. We have three main contributions:

1. compared with [12, 13, 18, 19], we establish a mapping from EM con-
straints to the topology candidates to enable auto-selection of the suitable
topology, which can be accomplished without experienced designers;

2. one advantage over [20–22] is that we establish a cross-evolution system
to customize the topology and evolve it into an optimal design instead
of building a dictionary mapping in advance through tedious training,
hence we take only hundreds of simulation cycles while they took tens
of thousands of simulation cycles to collect data;

3. the other advantage is, unlike [20–22] that obtained the optimal design
by optimizing several candidate geometries, the auto-evolution system
can evolve the auto-selected topology into new geometries that satisfy
various constraints, thanks to the proposed fan-based representation
defined by only tens of parameters instead of the pixelated metal layer
defined by hundreds of parameters [20].

We validate the proposed framework in four cases where different EM con-
straints were provided. It has been proven that, with only the EM constraints
provided, the framework can automatically select the appropriate topology
and yield the optimal designs in different scenarios.

The main content is arranged as follows. Section II demonstrates the work-
flow and components of the proposed fully-automated inverse design frame-
work. After that, Section III describes the implementations we performed in
different scenarios. The corresponding results are discussed and compared
with the existing methods to clarify our advantages in Section IV. Section V
lists our conclusions.
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2 Fully-Automated Inverse Design Framework

The inverse design seeks a projection from EM constraints to an optimal de-
sign. Only a few states during the projection are physically visible to human
engineers, and these states belong to various isolated spaces. Thus, con-
ventional methods rely on experienced engineers to deal with these separate
spaces. To enable fully-automated inverse design, we built up a continuous
mapping flow to connect these states. As illustrated in Fig. C.2, this mapping
flow derives from representation learning: the physical features in isolated
states are represented in machine-readable features; the represented machine-
readable features are projected from the current state to its posterior state. The
vertical representation and horizontal projection follow adaptive rules in dif-
ferent states. The proposed framework can be roughly divided into two stages:
auto-selection of the topology and auto-evolution of the selected topology.

2.1 Auto-Selection
The goal in the first stage is to select a suitable topology for given EM con-
straints. The EM constraints define how the FSS should behave. The EM
constraints and possible topology are physically visible to human engineers.
However, the EM constraints and possible topology are not machine-readable
and are in isolated spaces. Thus, to enable auto-selection, we need to represent
the EM constraints and possible topology into machine-readable features and
establish a mapping that connects the EM constraints to the proper topology.

A single EM constraint can be represented as a curve (E(f)) of the coeffi-
cient (such as transmission, reflection, axial ratio, etc.) of interest versus the
frequency within the desired band. We can discretely sample the E(f) and
generate a vector E of a constant length that represents the constraint. Some-
times, there are multiple constraints on one FSS and consequently multiple
E(f)s. In this case, we can discretely sample each constraint E(f)s and calculate
their normalized weighted mean to form a final vector E. The weights of mul-
tiple constraints can be identical if they are equally important. Otherwise, the
weights can be unequally assigned according to their importance level. This
final vector E represents all the constraints. As shown in Fig. C.2, E is defined
as a one-dimensional vector,

E = [𝑒 𝑓 1 , 𝑒 𝑓 2 , ..., 𝑒 𝑓 𝑛], (C.1)

where each element (e 𝑓 𝑖) of the vector E represents the constraints at a single
frequency point. The size (n) of E equals the number of frequency points of
interest. Generally, as n increases, E contains more detailed information. E
would be taken as input for the proposed framework to impose the expected
constraints on the inverse design process.
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As for the topology of the unit cell, we took a combination of three over-
lapped metal layers and two substrate layers between every two metal layers,
as seen in Fig. C.2. The up and bottom metal layers are identical as well as
the two substrate layers, because the equivalent filtering circuit is symmetrical.
We classified the topology according to whether each metal layer should be a
patch layer or a slotted layer. The topology (T) can then be defined as,

T = [𝑡𝑢/𝑏 , 𝑡𝑚], 𝑡∗ =

{1, 𝑖 𝑓 ∗ 𝑖𝑠 𝑝𝑎𝑡𝑐ℎ
0, 𝑖 𝑓 ∗ 𝑖𝑠 𝑠𝑙𝑜𝑡𝑡𝑒𝑑,

(C.2)

where u/m/b means up, middle, and bottom metal layers, respectively.
By far, we had the EM constraints and possible topology represented as

machine-readable vectors, E and T. The next step is to connect them by
projecting E to T. In machine view, it is a classification task with Es as the
input features and Ts as the classes. After training, the machine would output
the class of the highest possibility that satisfies the constraints.

To facilitate the classification, we performed the principal component anal-
ysis (PCA) [29] on E to compress the input features. The PCA can help reduce
the column dimension n of E by projecting a high dimensional space into a low
dimensional space. Therefore, it indeed projected E of high column dimension
to X of low column dimension. Decreasing the low dimension can reduce the
complexity of classification but may lower its accuracy. After tuning and com-
parison, we fixed the low dimension as 2 to balance the training complexity
and classification accuracy. Here is how we performed it:

1. pre-defined N sets of constraints within a broad range and represented
them as {E(f)s, T𝑠}, where 𝑁 = 100;

2. discretely sampled E(f)s (or the weighted mean in case of multiple con-
straints) into N sets of E and formed the data sets {E𝑠 , T𝑠};

3. acquired the eigenvectors W𝑠 of E𝑠 by solving the equation E𝑠=W𝑠 ·Λ·W−1
𝑠 ;

4. picked out two eigenvectors corresponding to the two largest eigenvalues
and formed W𝑠2;

5. projected E to X by transformation, X=W𝑠2
𝑇 ·(E−𝑚), here m is the mean

of E𝑠 ;

6. the data set {E𝑠 , T𝑠} was transformed into {X𝑠 , T𝑠}.

After the PCA, E of size n was projected to X = [𝑥1 , 𝑥2] of size 2. To visualize
the performance of the PCA, X is plotted as a two-dimensional scattering plot
in Fig. C.3. It shows that four types of topology denoted by four different
symbols are separated in the X space transformed through PCA.
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Fig. C.3: New classification space defined by X projected through PCA and the illustration of the
support vector classification.

Now the classification problem was simplified to a projection problem
from X to T. We then automatized this projection by using SVMs [30] for
classification. Here is the guideline to compute the SVM classifier:

1. performed the PCA on E𝑠 from {E𝑠 , T𝑠} and formed training data {X𝑠 ,
T𝑠};

2. built an optimum hyperplane that separates the classes, its vector is as
follows,

w =

𝑛∑
𝑖=1

𝑐𝑖 · T𝑠𝑖 · Φ(X𝑠𝑖), (C.3)

where X𝑠𝑖 and T𝑠𝑖 are the input and label of each training data sample,
Φ represents the projection from input to output;

3. the classification vector w was obtained by solving the linear kernel-
based function,

max
𝑤,𝑏

𝑓 (𝑐𝑖) =
𝑛∑
𝑖=1

𝑐𝑖 −
1
2

𝑛∑
𝑖=1

𝑛∑
𝑗=1

T𝑠𝑖 · 𝑐𝑖 · 𝐾(X𝑠𝑖 ,X𝑠 𝑗) · T𝑠𝑖 · 𝑐𝑖 ,

𝑠𝑢𝑏 𝑗𝑒𝑐𝑡 𝑡𝑜 ∀𝑖 ,
𝑛∑
𝑗=1

𝑐𝑖 · T𝑠𝑖 = 0, 0 ≤ 𝑐𝑖 ≤
1

2𝑛� ; (C.4)

where the linear kernel refers to 𝐾(X𝑠𝑖 ,X𝑠 𝑗) =
∑𝑁
𝑖 X𝑠𝑖 · X𝑠 , and � > 0

determines the trade-off between increasing margins between classes
and ensuring samples being classified correctly;

4. the offset b is obtained by,

𝑏 = w𝑇 · Φ(X𝑠𝑖) − T𝑠𝑖 ; (C.5)
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5. after training, a soft margin was obtained, and the well-trained SVMs
can be utilized to project a vector X to T,

T = w𝑇 · Φ(X) − 𝑏. (C.6)

In real design, an E vector of size n was projected to X = [𝑥1 , 𝑥2] of size 2
through PCA, which is represented as a black triangle in Fig. C.3. Afterward,
X was projected to T using the well-trained SVM classifier. As shown in Fig.
C.3, the black triangle was classified to T𝑠= [1, 1] according to hyperplanes
defined by the well-trained SVM classifier. Through PCA and SVM, the vector
E that represents the constraints was projected to T that represents the selected
topology. The auto-selection of topology was accomplished.

2.2 Auto-Evolution
Auto-evolution aims to search for an optimal design of the selected topology
that satisfies the EM constraints. In machine view, it is to find a mapping from
the design of the unit cell to its EM satisfaction level. The EM satisfaction level
(𝑆(O)) of a design indicates how much its EM behavior fits the EM constraints
(E). It is evaluated by measuring how much the design’s EM behavior fits the
EM constraints. At first, we need to represent the design and its EM satisfaction
level in machine-readable features.

The design of the unit cell related to any topology is a combination of three
overlapped metal layers with two substrate layers clamped in the middle, as
exhibited in Fig. C.4. The metal layers define the topology type. According
to the result T output from auto-selection in the first stage, the three metal
layers can be either patch layer (t∗ = 1) or slotted layer (t∗ = 0). To generalize
the instances of the topology, we divide the patch or slot into a fixed number
of fans, as shown in Fig. C.4. Each fan shares an angle of 360◦/𝑁 𝑓 and there
are 𝑁 𝑓 fans in total (𝑁 𝑓 = 72). The length of each fan is adjustable to produce
changeable capacitance and inductance. Multiple fans act as tunable resonant
networks. The number of fans 𝑁 𝑓 decides the complexity and flexibility of the
geometry of each metal layer. Simpler geometries can be obtained by reducing
𝑁 𝑓 to a smaller value, while more complex geometries can be obtained by
increasing 𝑁 𝑓 to a larger value. The geometrical flexibility of each metal
layer decreases or increases accordingly. By adjusting the length (𝑟𝑢/𝑚/𝑏,𝑖)
of each fan, we can tune the capacitance and inductance to form various
resonant networks. The metal layer can be customized into various planar
geometries. Fan-based representation reaches a balance between increasing
possibilities and reducing complexity. Unlike the traditional method [18]
that swept the parameters of a specific geometry, fan-based representation
creates new geometries and provides more possibilities and functionalities.
Compared with [19] that pixelated the metal layer and involved hundreds of
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parameters, fan-based representation creates sufficient structures by utilizing
only tens of parameters, hence training complexity and the amount of training
data are reduced significantly. To further reduce complexity, we divide the
metal layer into several sectors according to filtering requirements in different
directions. The fans within each sector are identical to the fans within any
other sector. Suppose that the number of sectors is 𝑆, the number of fans to
adjust will be reduced to 𝑁 𝑓 /𝑆 because all the sectors are identical. 𝑁 𝑓 /𝑆 is
equivalent to the number of fans within each sector. The number of sectors
(𝑆) depends on the EM constraints: 𝑆 = 8 fits symmetrical constraints; 𝑆 = 4 is
suitable when there are different constraints for orthogonally polarized signals;
𝑆 = 1 or 2 is recommended for asymmetrical constraints in beam management
scenarios. Fig. C.4 exhibits three examples of customized metal layers in case
of T = [1, 0], 𝑁 𝑓 = 72, 𝑆 = 8/4/2. Now we represented each instance of the
unit cell as a normalized vector P,

P = [𝑙 , ℎ, 𝑟𝑢/𝑏 , r𝑢/𝑏 , 𝑟𝑚 , r𝑚]. (C.7)

The representation rules between the geometric parameters (mm) of the unit
cell and its normalized P can be expressed as follows. l is the normalized
length of the unit cell, L is the real length, 𝑓𝑐 is the center frequency, and 𝑐 is
the speed of light in vacuum. The real length L can be represented as,

𝐿 = (4 · 𝑓𝑐 · 𝑙/𝑐 − 0.8)/0.4. (C.8)

The real height H of each substrate layer can be expressed as,

𝐻 =


0.305, 0 <ℎ < 0.25
0.508, 0.25 ≤ℎ < 0.5
0.813, 0.5 ≤ℎ < 0.75
1.524, 0.75 ≤ℎ < 1,

(C.9)

according to the standard thickness of 𝑅𝑜𝑔𝑒𝑟𝑠4003𝐶 substrate from Rogers
Corporation [31]. The real radius 𝑅𝑢/𝑏/𝑚 of each metal layer can be represented
as,

𝑅𝑢/𝑏/𝑚 = 𝐻/18 · (𝑟𝑢/𝑏/𝑚 + 8), (C.10)

where r𝑢/𝑏/𝑚 is the normalized radius of the metal layer. The real length of
each fan can be represented as,

𝑅𝑢/𝑏/𝑚,𝑖 = 𝑅𝑢/𝑏/𝑚 · 𝑟𝑢/𝑏/𝑚,𝑖 . (C.11)

Here, r𝑢/𝑏/𝑚,𝑖 represents each element of the vector r𝑢/𝑏/𝑚 and indicates the
normalized length of each fan. R𝑢/𝑏/𝑚,𝑖 represents each element of the vector
r𝑢/𝑏/𝑚 and indicates the real length of each fan. The size of vectors r𝑢/𝑏/𝑚 and
r𝑢/𝑏/𝑚 equals to 𝑁 𝑓 /𝑆.
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The EM satisfaction level (𝑆(O)) of a design indicates how much its EM be-
havior fits the EM constraints (E), and it is evaluated by measuring how much
the design’s EM behavior fits the EM constraints. To evaluate the satisfaction
level 𝑆(O) of a design, we represented its EM behavior as,

O = [𝑜 𝑓 1 , 𝑜 𝑓 2 , ..., 𝑜 𝑓 𝑛]. (C.12)

Then, the design’s satisfaction level 𝑆(O) is evaluated by measuring how much
O[o 𝑓 𝑖] fits E[e 𝑓 𝑖]. In practice, we decomposed E into an upper boundary,
E𝑢[e 𝑓 𝑖 ,𝑢] and a lower boundary, E𝑑[e 𝑓 𝑖 ,𝑑]. 𝑆(O) can then be defined as,

𝑆(O) = 1
|L(O)| , L(O) =

{0, 𝑒 𝑓 𝑖 ,𝑑 < 𝑜 𝑓 𝑖 < 𝑒 𝑓 𝑖 ,𝑢

𝛽 ·𝑒 𝑓 𝑖 ,𝑢+(1−𝛽)·𝑒 𝑓 𝑖 ,𝑑 , 𝑒 𝑙𝑠𝑒
(C.13)
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Here, 𝛽 determines the trade-off between emphasizing the upper boundary
and emphasizing the lower boundary.

After representation, now the auto-evolution is to find the optimal design
P𝑜𝑝𝑡𝑖𝑚𝑎𝑙 that maximizes the satisfaction level 𝑆(O(P)), which can be expressed
as,

P𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = 𝑎𝑟𝑔𝑚𝑎𝑥
P
{𝑆(O(P))}. (C.14)

To solve this, we set up a cross-evolution system, as illustrated in Fig. C.5.
As its name implies, this system iteratively operates across three modules: a
surrogate model module (SMM), an EM simulation module (ESM), and a batch
upgradation module (BUM).

The SMM consists of a batch pool, a neural network (NN) model, and
an output. The batch pool collects all the designs (P𝑠) produced by far and
provides training data for the NN model. The NN model has two hidden layers,
each equipped with 50 neurons and attached with a batch normalization [32];
it utilizes the Adaptive Moment Estimate (Adam) [33] as the optimizer; the
Rectified Linear Unit (ReLU) [34] is employed as the activation function. The
cost function of the surrogate model is the mean square error between the
predicted 𝑆(O) and the real 𝑆(O) given by the ESM. The SMM operates in two
states, training and predicting. In the training state, it utilizes the historical
data from the batch pool to train a surrogate NN model; in the predicting state,
it takes a new batch of the designs ([P𝑗]) as input in each iteration and predicts
their corresponding 𝑆𝑖(O)s, the 𝑆(O)s in iteration 𝑖. The SMM operates in the
training state from the beginning, and it shifts to the predicting state when the
NN model is well-trained. The NN model is considered well-trained when the
predicted 𝑆𝑖(O) is close enough to the real 𝑆𝑖(O) given by the ESM. The SMM
stops running when an optimal design has been obtained.

The ESM is supported by Computer Simulation Technology (CST) Studio
Suite®, a full-wave EM modeling and simulation software. This module sim-
ulates each design within a batch ([P𝑗]) in each iteration and yields its real
𝑆𝑖(O). The real 𝑆𝑖(O) is taken as the output label for training the NN model in
the SMM. The real 𝑆𝑖(O) is compared with the predicted 𝑆𝑖(O) to evaluate the
performance of the NN model in the SMM. The ESM stops running when the
NN model has been well-trained.

At the end of each iteration, the BUM upgrades the batch and produces
a new batch for the next iteration. The upgradation follows the rule of the
particle swarm optimization (PSO) [35]. Suppose that the batch is [P𝑗]𝑖 in
iteration 𝑖, then a new batch [P𝑗]𝑖+1 for next iteration 𝑖 + 1 can be expressed as,

[P𝑗]𝑖+1 = [P𝑗]𝑖 +U 𝑖+1. (C.15)

Here, U 𝑖+1 depends on the batch-best design (P𝑏𝑏,𝑖) and the historical-best
design (Pℎ𝑏,𝑖). The batch-best design (P𝑏𝑏,𝑖) refers to the best design of current
batch that maximizes 𝑆𝑖(O([P𝑗])) in iteration 𝑖. The historical-best design refers
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to the best design of all the batches (Pℎ𝑏,𝑖) that maximizes 𝑆(O([P])). U 𝑖+1 can
be expressed as,

[U 𝑗]𝑖+1 = 𝑤 · [U 𝑗]𝑖 + 𝑐1 · 𝑟1 · P𝑏𝑏,𝑖 + 𝑐2 · 𝑟2 · Pℎ𝑏,𝑖 , (C.16)

𝑤 = 𝑤𝑚𝑎𝑥 +
𝑖

𝐼
· (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛), (C.17)

where 𝑤𝑚𝑎𝑥 , 𝑤𝑚𝑖𝑛 , 𝑐1, and 𝑐2 are adjustable hyperparameters; 𝑖 and 𝐼 are the
current and maximum iterations, respectively; 𝑟1 and 𝑟2 are random floats
within the range [0, 1], as defined in [35]. The BUM keeps running until an
optimal design has been reached.

The three modules cooperate. a) The batch pool in the SMM is expanded
iteratively by gathering new batches generated by the BUM. b) The ESM pro-
vides the real 𝑆𝑖(O) as the output label for the SMM to evaluate the performance
of the surrogate NN model; the SMM trains the surrogate model to replace the
ESM. c) in each iteration, the BUM generates a new batch according to 𝑆𝑖(O)
obtained from the SMM/ESM, and the new batch is sent to the SMM/ESM in
the next iteration.

The running schedule of the three modules is controlled by the model-
ready sign producer (MRSP) and the design-good sign producer (DGSP). The
MRSP and DGSP monitor the auto-evolution system, and they activate or abort
the modules by releasing the model-ready and design-good signs. The model-
ready sign indicates that the model has been well-trained. The model-ready
sign is released when the mean square error between the SMM’s predicted
𝑆𝑖(O) and the ESM’s real 𝑆𝑖(O) reaches a minimum threshold. The mean
square error between the SMM’s predicted 𝑆𝑖(O) and ESM’s real 𝑆𝑖(O) is the
cost function of the MRSP. The model-ready sign shifts the SMM from training
to predicting state, and it stops the ESM. The design-good sign indicates that
indicates the optimal design has been achieved. The cost function of DGSP
is 𝑆𝑖(O). The design-good sign is released to stop the whole system when the
𝑆𝑖(O) reaches a maximum threshold. In reality, the actual running schedule of
the system depends on the EM constraints.

The advantage of the cross-evolution system is to integrate three modules,
upgrade the training data dynamically, and adjust working states adaptively.
The cross-evolution system can maximize the efficiency to evolve the selected
topology into an optimal design automatically.

3 Validation

We validated our framework in four common scenarios: band-pass, dual-
band-pass, high-pass, and linear-to-circular polarizer. Note that the operating
frequencies were set arbitrarily without any preference for fair validation.
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Table C.1: Parameters of the Designed Band-Pass Unit Cell

Parameter Value (mm)
𝐿 12
𝐻 1.524

R𝑢/𝑏 [8.40, 4.37, 8.51, 8.96, 9.30, 7.95, 4.82, 6.61, 10.64, 7.39]
R𝑚 [3.06, 6.43, 4.94, 4.16, 2.98, 4.63, 1.57, 3.37, 4.39, 3.29]

3.1 Band-Pass
The band-pass behavior is widely required to raise the Signal to Noise (S/N)
ratio and improve the sensitivity of wireless transmitters/receivers [36, 37]. A
band-pass FSS acts as a spatial filter for incident microwave signals. It allows
only the signals between a pre-defined frequency range to pass through and
attenuates the remaining.

A band-pass FSS is evaluated by measuring its reflection coefficient (𝑆11/22)
and transmission coefficient (𝑆21/12). As we proceeded our experiment in the
ideal loss-free EM environment supported by CST, where the sum square of
𝑆11/22 and 𝑆21/12 remains constant and 𝑆21 equals 𝑆21, we only utilized 𝑆21 to
evaluate the unit cells.

For validation, we pre-defined the constraints as a band-pass behavior from
6 GHz to 7.5 GHz, an insert loss less than 2 dB, which can be expressed as,

𝑆21


< −15 dB, 𝑓 < 5 GHz;
> −2 dB, 6 GHz < 𝑓 < 7.5 GHz;
< −15 dB, 𝑓 > 9 GHz.

(C.18)

By discretely sampling 200 points from 2 GHz to 12 GHz, the constraints were
represented into two vectors of length 200 that indicate upper and lower bound-
aries (Up_bound E𝑢 and Low_bound E𝑑), as given in (C.19) and (C.20). The E
vector was defined as the normalized mean of E𝑢 and E𝑑, as given in (C.21).

E𝑢 = [

𝑙𝑒𝑛𝑔𝑡ℎ:60︷        ︸︸        ︷
−15, ...,−15,

𝑙𝑒𝑛𝑔𝑡ℎ:80︷    ︸︸    ︷
0, ..., 0,

𝑙𝑒𝑛𝑔𝑡ℎ:60︷        ︸︸        ︷
−15, ...,−15]; (C.19)

E𝑑 = [−30, ...,−30︸        ︷︷        ︸
𝑙𝑒𝑛𝑔𝑡ℎ:80

,−2, ...,−2︸     ︷︷     ︸
𝑙𝑒𝑛𝑔𝑡ℎ:30

,−30, ...,−30︸        ︷︷        ︸
𝑙𝑒𝑛𝑔𝑡ℎ:90

]; (C.20)

E =
(E𝑢 + E𝑑)

2 × 𝑚𝑎𝑥(|𝐸𝑢𝑖 |, |𝐸𝑑𝑖 |)
, 𝑖 = 1, 2, ..., 200. (C.21)

According to E, the auto-selection component pointed out the appropri-
ate topology, T= [1, 0]. The metal layers of the topology were divided into 8
sectors, and each sector had 10 fans, because the constraints were symmetri-
cal. Once the topology was decided, the auto-evolution system activated and
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Fig. C.6: Evolution result of the band-pass unit cell: (a) The evolution record over the iterations;
(b) The boundaries (Up_bound E𝑢 and Low_bound E𝑑) and simulated 𝑆21 of the designed unit
cell.
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Fig. C.7: Designed unit cell for the band-pass FSS: (a) Its overall structure; (b) Its up/bottom metal
layer; (c) Its middle metal layer.

yielded an optimal band-pass unit cell after only 14 iterations, as seen in Fig.
C.6(a). There were 20 samples in each iteration, including 280 samples in total.
The geometry of the designed unit cell is shown in Fig. C.7 and Table C.1
listed its geometric parameters. Fig. C.6(b) exhibits its simulated transmission
coefficient (𝑆21, the green curve labeled as “Sim. 𝑆11”) of the output unit cell,
where red and blue lines mark the upper boundary (Up_bound) and lower
boundary (Low_bound). We can observe that the desired band-pass behavior
was realized.

To validate the simulation results, a prototype of a band-pass surface
that consists of 15 by 15 designed unit cells was fabricated and measured
in an anechoic chamber. Three metal layers are etched on the surface of two
𝑅𝑜𝑔𝑒𝑟𝑠4003𝐶 substrate layers with a thickness of 1.524 mm. The measure-
ment setup is shown in Fig. C.8. A transmitter horn and a receiver horn were
placed on two sides of the FSS prototype under test, they are opposite to each
other and are connected to a network analyzer. The measured 𝑆21 is compared
with the simulated 𝑆21 in Fig. C.9. A good agreement level between measure-
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Fig. C.8: (a) Illustration of the measurement setup; (b) Photograph of the anechoic chamber; (c)
Photograph of the FSS prototype in the anechoic chamber.

Fig. C.9: Measured and simulated 𝑆21s of the band-pass prototype.

ment and simulation can be observed, which verifies the performance of this
band-pass design.

3.2 Dual-Band-Pass
The significant impact of dual-band-pass FSSs [5] attracts both the industry
and academia as the 5𝐺/6𝐺 of wireless communication approaches. Dual-
band-pass FSSs can decouple the shared aperture base station antennas and
enable their co-existence.

A dual-band-pass FSS should serve as a filter that sieves the approaching
microwave signals within two separate frequency ranges. Compared with
the single-band-pass case, it increases the difficulty for human engineers, but
it makes no difference in the perspective of the machine equipped with our
framework.
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Table C.2: Parameters of the Designed Dual-Band-Pass Unit Cell

Parameter Value (mm)
𝐿 18.98
𝐻 0.813

R𝑢/𝑏 [3.17, 5.17, 4.90, 5.35, 2.81, 5.53, 5.26, 3.63, 3.81, 3.45]
R𝑚 [1.48, 0.93, 4.69, 2.90, 5.00, 0.43, 2.41, 4.19, 3.15, 5.67]

Likewise, we pre-defined the constraints as a dual-band-pass behavior at
2.85 GHz and 8 GHz, with bandwidths of 300 MHz and 400 MHz, an insert
loss of less than 5 dB, and a roll-off rate of 25 dB/GHz, which can be expressed
as,

𝑆21



< −15 dB, 𝑓 < 2.3 GHz;
> −5 dB, 2.7 GHz < 𝑓 < 3 GHz;
< −15 dB, 3.4 GHz < 𝑓 < 7.4 GHz.
> −5 dB, 7.8 GHz < 𝑓 < 8.2 GHz;
< −15 dB, 𝑓 > 8.6 GHz.

(C.22)

The constraints were discretely sampled and then represented into Up_bound
E𝑢 and Low_bound E𝑑), as given in (C.23) and (C.24). The E vector was defined
as the normalized mean of E𝑢 and E𝑑), as seen in (C.25).

E𝑢 = [

𝑙𝑒𝑛𝑔𝑡ℎ:46︷ ︸︸ ︷
...,−15 ,

𝑙𝑒𝑛𝑔𝑡ℎ:22︷    ︸︸    ︷
0, ..., 0,

𝑙𝑒𝑛𝑔𝑡ℎ:80︷        ︸︸        ︷
−15, ...,−15,

𝑙𝑒𝑛𝑔𝑡ℎ:24︷    ︸︸    ︷
0, ..., 0,

𝑙𝑒𝑛𝑔𝑡ℎ:28︷ ︸︸ ︷
−15, ... ]; (C.23)

E𝑑 = [ ...,−30︸ ︷︷ ︸
𝑙𝑒𝑛𝑔𝑡ℎ:54

,−5, ...,−5︸     ︷︷     ︸
𝑙𝑒𝑛𝑔𝑡ℎ:6

,−30, ...,−30︸        ︷︷        ︸
𝑙𝑒𝑛𝑔𝑡ℎ:96

,−5, ...,−5︸     ︷︷     ︸
𝑙𝑒𝑛𝑔𝑡ℎ:8

, −30, ...︸ ︷︷ ︸
𝑙𝑒𝑛𝑔𝑡ℎ:36

]; (C.24)

E =
(E𝑢 + E𝑑)

2 × 𝑚𝑎𝑥(|𝐸𝑢𝑖 |, |𝐸𝑑𝑖 |)
, 𝑖 = 1, 2, ..., 200. (C.25)

According to E𝑢 and E𝑑, the topology of T= [1, 0] was auto-selected based
on the represented dual-band-pass constraints. The metal layers of the topol-
ogy were divided into 8 sectors, and each sector had 10 fans, because the
constraints were symmetrical. Afterward, it went through the auto-evolution
system and produced an optimal unit cell to form the required dual-band-
pass FSS. The evolutionary history was recorded in Fig. C.10(a), indicating
that overall, 12 iterations were taken to arrive at the final design. No notice-
able enhancement can be observed after 12 iterations. Fig. C.10(b) depicts the
achieved transmission behavior at around 2.85 GHz and 8 GHz. The corre-
sponding unit cell shows its geometry in Fig. C.11 and lists its detailed size in
Table C.2.

Using 15 by 15 designed unit cells, a dual-band-pass surface was con-
structed and a prototype was fabricated and measured to verify the design
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Fig. C.10: Evolution result of the dual-band-pass unit cell: (a) The evolution record over the
iterations; (b) The boundaries (Up_bound E𝑢 and Low_bound E𝑑) and simulated 𝑆21 of the
designed unit cell.
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Fig. C.11: Designed unit cell for the dual-band-pass FSS: (a) Its overall structure; (b) Its up/bottom
metal layer; (c) Its middle metal layer.

performance. Three metal layers are etched on the surface of two𝑅𝑜𝑔𝑒𝑟𝑠4003𝐶
substrate layers with a thickness of 0.813 mm. The prototype was measured
using the same measurement setup. The measured 𝑆21 is compared with the
simulated 𝑆21 in Fig. C.12. 𝑆21 was measured from 2 GHz to 10 GHz due to the
frequency limitation of the measurement system. Besides, frequencies below
2 GHz are out of the operating band. Within the main operating band, the mea-
sured 𝑆21 agrees well with the simulated 𝑆21, which validates the performance
of this dual-band-pass design.

3.3 High-Pass
The high-pass FSSs prevent signals below a cut-off frequency [38, 39], which
is also a widely needed spatial filtering behavior.

Similarly, we pre-defined the constraints as a high-pass behavior, with a
cut-off frequency at 7.5 GHz, an insert loss of less than 4 dB, and a roll-off rate
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Fig. C.12: Measured 𝑆21 and simulated 𝑆21 of the dual-band-pass prototype.

Fig. C.13: Evolution result of the high-pass case: (a) The evolution record over the iterations; (b)
The boundaries (Up_bound E𝑢 and Low_bound E𝑑) and simulated 𝑆21 of the designed unit cell.
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Fig. C.14: Designed unit cell for the high-pass FSS: (a) Its overall structure; (b) Its up/bottom
metal layer; (c) Its middle metal layer.

of 15 dB/GHz, which can be expressed as,

𝑆21

{
< −10 𝑑𝐵, 𝑓 < 7 𝐺𝐻𝑧;
> −4 𝑑𝐵, 𝑓 > 7.5 𝐺𝐻𝑧.

(C.26)
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Table C.3: Parameters of the Designed High-Pass Unit Cell

Parameter Value (mm)
𝐿 17.32
𝐻 0.305

R𝑢/𝑏 [6.59, 5.54, 2.77, 4.48, 4.88, 4.88, 6.59, 5.45, 4.88, 2.52]
R𝑚 [5.63, 4.44, 1.33, 4.37, 5.63, 3.56, 5.70, 5.78, 1.48, 2.67]

Fig. C.15: Measured and simulated 𝑆21s of the high-pass prototype.

The constraints were discretely sampled and represented into two vectors that
indicate upper and lower boundaries (Up_bound E𝑢 and Low_bound E𝑑) as
given in (C.27) and (C.28). The E vector was fixed as the normalized mean of
E𝑢 and E𝑑), as seen in (C.29).

E𝑢 = [

𝑙𝑒𝑛𝑔𝑡ℎ:140︷        ︸︸        ︷
−10, ...,−10,

𝑙𝑒𝑛𝑔𝑡ℎ:60︷    ︸︸    ︷
0, ..., 0]; (C.27)

E𝑑 = [−30, ...,−30︸        ︷︷        ︸
𝑙𝑒𝑛𝑔𝑡ℎ:150

,−4, ...,−4︸     ︷︷     ︸
𝑙𝑒𝑛𝑔𝑡ℎ:50

]; (C.28)

E =
(E𝑢 + E𝑑)

2 × 𝑚𝑎𝑥(|𝐸𝑢𝑖 |, |𝐸𝑑𝑖 |)
, 𝑖 = 1, 2, ..., 200. (C.29)

According to E𝑢 and E𝑑, a unit cell with three slotted metal layers (T= [0, 0])
was auto-selected given the high-pass filtering constraint. The metal layers of
the topology were divided into 8 sectors, and each sector had 10 fans, because
the constraints were symmetrical. After a 15-iteration auto-evolution, the unit
cell achieved a satisfying high-pass filtering behavior with a cut-off frequency
at 6.85 GHz, as shown in Fig. C.13(b). The evolution history is recorded in
Fig. C.13(a). The optimal high-pass design and corresponding parameters are
given in Fig. C.14 and Table C.3, respectively.

A high-pass surface prototype was fabricated and measured to verify the
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Sim. AR

Fig. C.16: Evolution result of the polarizer case: (a) The evolution record over the iterations; (b)
The boundaries (Up_bound E𝑢 and Low_bound E𝑑) and simulated 𝑆21 and AR of the designed
unit cell.

simulation results, which consists of 15 by 15 designed high-pass unit cells.
Three metal layers are etched on the surface of two 𝑅𝑜𝑔𝑒𝑟𝑠4003𝐶 substrate
layers with a thickness of 0.305 mm. The prototype was measured using the
same measurement setup. The measured and simulated 𝑆21s are compared
in Fig. C.15. Due to the frequency limitation of the measuring system, 𝑆21
was measured from 2 GHz to 10 GHz. Additionally, the operating frequency
band does not include frequencies below 2 GHz. It can be observed that
measurement and simulation agree well within the operating band, which
validates the effectiveness of the high-pass design.

3.4 Polarizer
Circular polarization is widely preferred in satellite or point-to-point commu-
nication systems due to its immunity to the Faraday rotation effects, polar-
ization mismatch, or multi-path fading issues. Mounting a linear-to-circular
polarizer [40, 41] on top of a linearly polarized antenna is a valuable way to
produce circular polarization.

We pre-defined the constraints as a linear-to-circular polarization transfor-
mation behavior at 9.6 GHz, with a bandwidth of 800 MHz, an insertion loss of
less than 5 dB, and an axial ratio (AR) of less than 3 dB, which can be expressed
as,

𝑆21 > −5 dB, 9.2 GHz < 𝑓 < 10 GHz;
𝐴𝑅 < 3 dB, 9.2 GHz < 𝑓 < 10 GHz.

(C.30)

The main difference from the former cases is that now the EM constraints
(E( 𝑓 )s) attribute to the transmission coefficient (𝑆21) and the axial ratio (AR) as
well. Similarly, we discretely sampled 200 points from 8.5 GHz to 11 GHz and
generated upper and lower boundaries (Up_bound E𝑢𝑆21&E𝑢𝐴𝑅 and Low_bound
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Fig. C.17: Designed unit cell for the polarizer FSS: (a) Its overall structure; (b) Its up/bottom metal
layer; (c) Its middle metal layer.

E𝑑𝑆21&E𝑑𝐴𝑅), as given in (C.31-C.34). The E vector was defined as the normal-
ized weighted mean of the four boundaries, as given in (C.35).

E𝑢𝑆21 = [

𝑙𝑒𝑛𝑔𝑡ℎ:200︷ ︸︸ ︷
0, ..., 0 ]; (C.31)

E𝑑𝑆21 = [−5, ...,−5︸     ︷︷     ︸
𝑙𝑒𝑛𝑔𝑡ℎ:200

]; (C.32)

E𝑢𝐴𝑅 = [

𝑙𝑒𝑛𝑔𝑡ℎ:56︷    ︸︸    ︷
20, ..., 20,

𝑙𝑒𝑛𝑔𝑡ℎ:64︷ ︸︸ ︷
3, ..., 3 ,

𝑙𝑒𝑛𝑔𝑡ℎ:80︷    ︸︸    ︷
20, ..., 20]]; (C.33)

E𝑑𝐴𝑅 = [ 0, ..., 0︸ ︷︷ ︸
𝑙𝑒𝑛𝑔𝑡ℎ:200

]; (C.34)

E =
(E𝑢𝑆21 + E𝑑𝑆21 − E𝑢𝐴𝑅 − E𝑑𝐴𝑅)

4 × 𝑚𝑎𝑥(|𝐸𝑢𝑆21𝑖 |, |𝐸𝑑𝑆21𝑖 |, |𝐸𝑢𝐴𝑅𝑖 |, |𝐸𝑑𝐴𝑅𝑖 |)
,

𝑖 = 1, 2, ..., 200. (C.35)

The polarizer should generate a 90 ◦ phase difference between the orthog-
onally polarized signals to form circular polarization. Therefore, the metal
layers of the topology were divided into 4 sectors, and each sector has 19 fans.
The proposed framework completed the design process after 16 iterations. As
usual, we recorded the satisfaction level (𝑆(O)) during evolution in Fig. C.16.
𝑆21 and AR of the optimal design are shown in Fig. C.16(a) and C.16(b), and its
geometry and parameters are shown in Fig. C.17 and Table C.4. The designed
polarizer has an insertion loss less than 5 dB and an AR less than 3 dB from
9.2 GHz to 10 GHz.

To validate the simulation results, a polarizer prototype that consists of 15
by 15 designed unit cells was fabricated and measured. Three metal layers are
etched on the surface of two 𝑅𝑜𝑔𝑒𝑟𝑠4003𝐶 substrate layers with a thickness
of 0.813 mm. The polarizer prototype was measured using the same mea-
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Table C.4: Parameters of the Designed Polarizer Unit Cell

Parameter Value (mm)
𝐿 8.2
𝐻 0.813

R𝑢/𝑏 [3.20, 3.02, 3.88, 3.24, 3.80, 3.96, 3.84, 3.82, 3.96, 3.86,
3.96, 3.82, 3.80, 3.96, 3.98, 3.96, 3.82, 3.98, 3.80]

R𝑚 [1.26, 1.22, 1.16, 0.86, 1.24, 1.58, 1.60, 1.48, 1.54, 1.48,
1.58, 1.54, 1.52, 1.58, 1.60, 1.52, 1.54, 1.60, 1.58]

Fig. C.18: Measured and simulated 𝑆21s and 𝐴𝑅s of the polarizer prototype.

surement setup. Measured 𝑆21 and 𝐴𝑅 are compared with simulated ones
in Fig. C.18(b). The performance of this polarizer design is confirmed by
the measurement results, which are in good agreement with the simulation
results.

4 Discussion

The validation results in Section 3 proved that the proposed framework could
automatically inverse design a unit cell of the FSS to satisfy any given EM
constraints in real scenarios. The implementations suggest that the whole
inverse design process required no human experience and took only around
15 iterations and 100+300 samples on average. Noted that several geometries of
the designed unit cell are strange, because𝑁 𝑓 is set as 72 to show its potential of
producing complex and flexible geometries. Such complex geometries may not
be suitable for mm-wave or THz frequency bands due to fabrication limitations.
For mm-wave or THz frequency bands, 𝑁 𝑓 can be reduced to generate simpler
geometries. The smallest value of 𝑁 𝑓 is 8, in which case each metal layer
would be a circular patch or slot. For example, a simpler band-pass unit cell
is designed when 𝑁 𝑓 is set as 16. The designed simpler unit cell is shown in
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Fig. C.19: Simpler band-pass unit cell with 𝑁 𝑓 = 16: (a) Its overall structure; (b) Its up/bottom
metal layer; (c) Its middle metal layer.
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Fig. C.20: Evolution result of the simpler band-pass unit cell: (a) The evolution record over
the iterations; (b) The boundaries (Up_bound E𝑢 and Low_bound E𝑑) and simulated 𝑆21 of the
designed simpler unit cell.

Table C.5: Parameters of the Designed Simpler Band-Pass Unit Cell

Parameter Value (mm) Parameter Value (mm)
𝐿 15.23 R𝑢/𝑏 [6.53, 6.68]
𝐻 1.524 R𝑚 [1.31, 3.66]

Fig. C.19, and its geometric parameters are listed in Table C.5. A satisfying
band-pass performance can be achieved, as shown in Fig. C.20. On the
contrary, 𝑁 𝑓 can also be increased to generate more complex geometries for
more complicated constraints in low frequency scenarios.

We compared our framework with existing methods in Table C.6. In our
work, the amount of training data refers to the sum of the amount used for
training the SVM (100) and the amount used for auto-evolution (300). Refer-
ences [12, 18] both required human engineers to determine the topology and
involve intensive data pre-processing pipelines. Unlike them, our framework
auto-selects the suitable topology.
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Table C.6: Comparison between the Proposed Framework and Existing Methods

Fully-automated The amount of training data
[12] No 588
[18] No 1 thousand
[21] Yes 70 thousand
[22] Yes 21 thousand

The proposed work Yes 100 + 300

Furthermore, the proposed method requires the smallest amount of train-
ing data to arrive at a satisfying design, whereas [21, 22] required a huge
amount of training data. The reason is that existing methods often sweep over
the whole parameter space to include all possibilities within the training data.
We significantly reduce the number of required data thanks to the elaborately
organized auto-evolution system. Instead of blindly sweeping over the solu-
tion space, our system optimizes the generation of the training data iteratively.
The optimized training data have improved informativeness and quality. As a
result, the number of required training data is reduced significantly.

The proposed fully-automated framework can be adopted by designers
without domain knowledge to realize the inverse design of FSSs for given EM
constraints. Thanks to the auto-evolution system, it takes only hundreds of
simulation cycles to arrive at the final design. It offers inspiration for the fully-
automated inverse design of other EM components. In future work, we will
further integrate filter theory and equivalent circuit approach into machine
learning-based methods to increase interpretability and to further understand
the projection between geometries and responses.

5 Conclusion

We developed a fully-automated framework for the inverse design of FSSs. Un-
like conventional inverse design methods that rely on experienced human engi-
neers to determine the topology or involve intensive pre-processing pipelines,
our framework can automatically read the physical EM constraints and then de-
cide the appropriate topology. Afterward, the auto-evolution would evolve the
selected topology into an optimal design. The auto-evolution system consists
of three co-operated modules and two self-monitors to optimize the evolution
process and maximize its efficiency. We have validated the effectiveness and
efficiency of the presented framework in four inverse design scenarios. The
validation results proved that our framework frees human engineers and re-
quires a smaller amount of training data compared with existing inverse design
methods. The proposed framework can fully automatize the inverse design of
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FSSs and offer inspiration for the automation of other EM applications.
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1. Introduction

Abstract

Electromagnetic structures play a significant role in wireless communication, radar
detection, medical imaging, etc. Machine learning has been increasingly applied to
facilitate the design and analysis of electromagnetic structures. Data acquisition is
a major bottleneck. Conventional methods blindly sweep geometric parameters on
a uniform grid and acquire corresponding responses via simulation. Acquired data
have unstable quality due to inconsistent informativeness of responses, leading to a
low ratio of model performance to data amount. This paper proposes a high-quality
data acquisition method to increase the ratio of model performance to data amount. It
anticipates and generates high-quality data by analyzing distribution of existing data
iteratively. Comparative analysis of four implementations proves, the proposed method
reduces required data amount by around 40 % for the same model performance, hence
saves around 40 % simulation and computing resources. The proposed method benefits
machine learning applications of metasurfaces, antennas, and many other microwave
structures.

1 Introduction

Wireless communication is substantially impacted by electromagnetic (EM)
structures. EM structures are deliberately designed to satisfy EM constraints
in a practical scenario. EM constraints refer to requirements for the structures,
such as size, operating frequency, gain, axial ratio (AR), reflection, transmis-
sion, scattering coefficient, etc. Accordingly, EM response describes how a
structure affects wireless signals within the concerning frequency range. The
conventional design of EM structures relies on experienced human engineers.
Firstly, engineers determine a topology and initialize its geometric parameters
to form a draft structure for the topology according to the EM constraints and
their experience. Afterward, they evaluate its EM response through full-wave
simulation via EM simulation software (for example, Computer Simulation
Technology®(CST)) and tune its geometric parameters based on their under-
standing of the correlation between parameters and EM responses iteratively.
The number of iterations needed varies, depending on the designer’s experi-
ence depth. Therefore, machine learning (ML) is increasingly being studied
and applied in EM applications to improve the current EM solutions. However,
data acquisition is a significant barrier for ML [1], especially for EM-related
ML applications.

Most EM-related ML applications require [2–4] labeled data set consists
of geometric parameters and corresponding EM responses. EM-related ML
applications can be roughly divided into three categories, forward synthe-
sis, inverse design, and generative method [5–14]. Forward synthesis estab-
lishes a model to imitate the projection from geometric parameters to EM
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responses [15–22]. The forward model utilizes supervised learning because
both geometric parameters and corresponding EM responses are needed as the
training data set. After training, the model is used to replace EM simulation
software and is often integrated with optimization algorithms to reach an opti-
mal structure design. To start with, a draft structure is initialized with arbitrary
geometric parameters, and the forward model synthesizes its responses. Af-
terward, the optimization algorithm updates the geometric parameters based
on the difference between current responses and constraints. Inverse design
develops a model to directly determine geometric parameters for given EM
constraints, which also uses supervised learning [23–26]. The well-trained
model acts as a dictionary that records the projection from EM responses
to suitable geometric parameters. Generative method utilizes autoencoder
(VAE) or generative adversarial network (GAN) to learn characteristics of real
geometric parameters [27]. After training, the generative model referred to
as generator can generate new structures with similar geometric parameters.
However, the generated new structure still requires full-wave simulation to
evaluate its EM responses. To reduce the need for full-wave simulation, the
generator is sometimes integrated with a forward synthesis model in the real
design process. To start with, a noise vector is randomly initialized as the first
input for the generator, and the generator forms an initial structure accord-
ingly. The EM responses of the structure are then evaluated using a forward
synthesis model. By comparing its responses and constraints, the optimization
algorithm updates the noise vector accordingly. The updated vector is taken
as a new input for the generator to generate an updated structure, and it is
then evaluated and updated again and again. The iteration stops when the
updated structure fulfills the EM constraints.

There are two ways to acquire labeled training data for EM-related ML
applications. The first way is to fabricate a prototype with respect to each
setting of geometric parameters and then measure its EM responses to form
each training data sample. Measuring EM responses require specific measure-
ment devices, such as Vector Network Analyzers for reflection or transmission
coefficients and anechoic chamber for gain or AR. To collect 𝑁 training data
samples, the designer need to adjust geometric parameters of the prototype
and measure responses for𝑁 times if the prototype is adjustable, otherwise the
designer has to fabricate 𝑁 prototypes and measure their responses individ-
ually. Since acquiring EM data through measurement is costly and restricted,
designers normally use full-wave simulation for collecting EM training data.
Supported by simulation software such as CST, designers can build a virtual
prototype and simulate its responses by using a computer. Full-wave sim-
ulation does not require fabrication or measurement devices, but relies on
computation resources.

ML applications in EM are often criticized because it needs a large number
of full-wave simulation cycles to generate sufficient training data, hence occu-
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pies many computation resources. Most works define all settings of geometric
parameters first and then simulate corresponding EM responses individually
to collect the training data set. The defined geometric parameters usually
distribute on a uniform grid within the parameter space, because designers
cannot anticipate distribution of responses and the best policy is to uniformly
cover the whole parameter space. However, EM responses are extremely sen-
sitive to geometric parameters and do not distribute uniformly. With respect
to different areas within the parameter space, the changes of EM responses
may be slightly or significantly. Samples in parameter areas where the EM re-
sponses change significantly can greatly affect the model performance. These
samples are referred to as high-quality data. By contrast, those in parameter
areas where EM responses change slightly contribute little to the model perfor-
mance, which are referred to as low-quality data. Low-quality samples occupy
a number of unnecessary simulation cycles. However, designers cannot rec-
ognize low-quality data before simulation and avoid unnecessary simulation
cycles.

An intelligent high-quality data acquisition method is demanded for EM-
related ML. However, most data acquisition methods [28–32] are not suitable
for EM-related ML applications. There have been many great works [33–41]
that attempted to identify the most promising region of the parameter space
and further tune the design by means of local routines. They improved the
global optimization of expensive EM simulation models significantly. They
focused on fast convergence of the promising region and the optimal de-
sign, instead of generation of a high-quality dataset for the ML model. A
high-quality dataset should be informative and representative for the whole
parameter space, so that the ML model can learn the intelligence of the whole
parameter space. A high-quality data acquisition method is expected to gener-
ate a more informative and representative dataset with the smallest amount of
samples. It helps ML models obtain the same performance by using a smaller
amount of training data, resulting in the reduction of burden on simulation.

This paper proposes a high-quality data acquisition method. The objec-
tive is to improve the quality of data and reduce the need of simulation for
ML-based design of EM structures. Quality of data for ML is measured based
on the performance of the ML model. High-quality data can improve the
performance of the ML model significantly. To start with, a small amount
of training data samples are initialized, which are defined on a uniform grid
within the parameter space. Existing data samples are analyzed with respect
to the distribution of parameters and responses to recognize a parameter area
where the EM responses change significantly. Afterward, a new data sample
is generated by defining its geometric parameters through swarm operation
in the selected area, and its EM responses are simulated through simulation.
The new data sample is considered of high quality, because it is likely to im-
prove the performance of the ML model significantly. The new high-quality
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data sample is then added into the existing data samples, and a new round
of analysis and generation begins. The existing data samples are iteratively
analyzed and expanded, and an increasing number of high-quality data sam-
ples are generated. The iteration stops when sufficient data samples have been
collected. Unlike conventional data acquisition methods that uniformly sweep
geometric parameters on a constant grid of the parameter space, the proposed
method adjusts parameter definition dynamically according to the quality of
parameter area by analyzing the distribution of existing samples. The pro-
posed method can maximize the quality of training data set with a reduced
amount of simulation cycles. Based on the comparative results in four imple-
mentations, the proposed method significantly reduces the amount of training
data samples required to reach the same model accuracy, hence a significant
amount of simulation cycles are saved, and computation resources are greatly
released.

The remaining content is arranged as follows: Section II introduces the
algorithm of the proposed method; Section III validates the proposed method
in four implementations; Section IV gives the conclusion.

2 Algorithm

Pseudo code for the proposed method is demonstrated in Algorithm 1 and 2.
The proposed algorithm is established specially according to the requirements
of data acquisition in the ML-based design of EM structures. Input features
of this ML task in EM are represented as normalized vectors Xs, whereas,
Ys represent the output features. Here, each Y is obtained by full-wave EM
simulation via CST for a given X. The proposed method comprises of two
major steps. The first step is to initialize the initial set of𝑁0 samples. The input
vectors Xs of the 𝑁0 samples are defined in a uniform manner. The values of
X of the first sample are set as the minimum values within the parameter
range. The values of Xs of the following samples gradually increase by a
constant increment. The increment is decided by the parameter range and
the number of initial samples 𝑁0. The values of X of the last sample are
the maximum values within the parameter range. The initial set of samples
distribute uniformly within the parameter range. It ensures that the parameter
space is represented and covered unbiasedly for avoiding uncertainty caused
by initialization. Importantly, 𝑁0 is significantly smaller than the number of
samples required in common ML tasks. The second step is to analyze the
existing samples and produce samples of high quality, iteratively. This step is
integrated with online model training to abort the iteration as soon as adequate
samples have been acquired and the model loss for the expected test set reaches
the minimum threshold. It is worth noting that the proposed method can
also be used independently without being integrated with the model training
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Algorithm 1 The proposed data acquisition method (Part 1)
Require:

1: Variables to be fixed:
2: X, Y: normalized input, output vector
3: T: integer, maximum data acquisition iteration
4: X𝑠𝑡𝑒𝑝 : vector, minimum step of input features
5: min_loss: float, expected minimum loss
6: N0: integer, number of initial data samples
7: Built-in variables and functions:
8: i: integer, index of elements in X
9: j: integer, index of sample within the data set

10: t: integer, index of data acquisition iteration
11: {(X̂𝑗 , Ŷ𝑗)}: reference samples
12: N𝑡 : integer, number of existing samples in iteration t
13: k: integer, index of selected sample
14: c𝑡 : float, between 0 and 1, depend on t
15: (X∗, Y∗): new sample
16: model_loss: float, model loss after training
17: Simulate: full-wave EM simulation via CST
18: Dist: calculate distance between two vectors
Initialize: ⊲ Step 1
19: {(X𝑗 , Y𝑗)}𝑁0 , 𝑗 = 0, 1, ..., 𝑁0
20: X𝑗 = [𝑥 𝑗 ,0 , 𝑥 𝑗 ,1 , ...], 𝑥 𝑗 ,𝑖 ∈ {0, 𝑋𝑠𝑡𝑒𝑝,𝑖 , 2𝑋𝑠𝑡𝑒𝑝,𝑖 , ..., 1}
21: Y𝑗 ← 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒(X𝑗)
22: 𝑐𝑡 = 0

process. In that case, the iteration stops when a sufficient number of samples
are obtained.

For each iteration 𝑡 in the second step, 𝑁𝑡 existing samples {(X𝑗 , Y𝑗)}𝑁𝑡 are
analyzed to generate a new sample of high quality. The second step can be
further divided into eight sub-steps (a-h) as follows.

(a) Pick a reference input vector X̂𝑗 for each existing input vector X𝑗 , by
minimizing the distance between X̂𝑗 and X𝑗 , while making sure that all
the elements of X̂𝑗 are equal to or bigger than those of X𝑗 and at least one
element of X̂𝑗 is bigger than that of X𝑗 .

(b) Form a list of reference samples {(X̂𝑗 , Ŷ𝑗)}𝑁𝑡 with respect to existing
samples {(X𝑗 , Y𝑗)}𝑁𝑡 .

(c) Pick one input vector X𝑘 by maximizing the distance (𝐷𝑖𝑠𝑡(Y𝑘 , Ŷ𝑘)) be-
tween its output Y𝑘 and its reference output Ŷ𝑘 . The selected sample

121



Paper D.

Algorithm 2 The proposed data acquisition method (Part 2)
Acquisition: ⊲ Step 2
23: for 𝑡 = 𝑁0 to 𝑇 − 1 do
24: for 𝑗 = 0 to 𝑡 do
25: X̂𝑗 = X𝑗 ← 𝑎𝑟𝑔𝑚𝑖𝑛

𝑗 ,X 𝑗>X 𝑗

{{𝐷𝑖𝑠𝑡(X𝑗 ,X𝑗)}𝑁𝑡 } ⊲ (a)

26: end for
27: {(X̂𝑗 , Ŷ𝑗)}𝑁𝑡 = {(X̂𝑗 , Ŷ𝑗)}𝑁𝑡 ⊲ (b)
28: while True do
29: X𝑘 , X̂𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑗

{𝐷𝑖𝑠𝑡(Y𝑗 , Ŷ𝑗)}𝑁𝑡 ⊲ (c)

30: if True in 𝐷𝑖𝑠𝑡(X𝑘 , X̂𝑘) ≥ 2X𝑠𝑡𝑒𝑝 then ⊲ (d)
31: 𝐵𝑟𝑒𝑎𝑘

32: else
33: 𝐷𝑖𝑠𝑡(X𝑘 , X̂𝑘) = 0
34: end if
35: end while
36: Generate new data set:
37: X∗ = 𝑐𝑡 · X𝑘 + (1 − 𝑐𝑡) · X̂𝑘 ⊲ (e)
38: 𝑐𝑡 =

𝑟𝑎𝑛𝑑(0,1)+𝑐𝑡 ·(𝑡−𝑁0)
𝑡−𝑁0+1 ⊲ (f)

39: Y∗ = 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑒(X∗) ⊲ (g)
40: {(X𝑗 , Y𝑗)}𝑁𝑡 .𝑎𝑝𝑝𝑒𝑛𝑑((X∗ , Y∗)) ⊲ (h)
41: 𝑁𝑡 = 𝑡 + 1
42: 𝑚𝑜𝑑𝑒𝑙_𝑙𝑜𝑠𝑠← Train model using {(X𝑗 , Y𝑗)}𝑁𝑡
43: if 𝑚𝑜𝑑𝑒𝑙_𝑙𝑜𝑠𝑠 ≤ 𝑚𝑖𝑛_𝑙𝑜𝑠𝑠 then
44: Break
45: end if ⊲ (Optional) Integrated with model training
46: end for

(X𝑘 , Y𝑘) and its reference sample (X̂𝑘 , Ŷ𝑘) point at an input space where
the sample of high quality exists. The underlying reason is that selected
samples have a large distance between their output vectors and a small
distance between their input vectors, implying that they confine a pa-
rameter space where the output is sensitive to the input. A sensitive
parameter space is difficult for prediction. Hence, it is likely that this
space contribute a lot to the prediction error of the ML model. On the
other hand, adding a new sample in this space can improve the model
performance significantly. In this sense, a potential high-quality sample
of high informativeness referred to as (X∗, Y∗) can be generated from the
selected sample (X𝑘 , Y𝑘) and its reference sample (X̂𝑘 , Ŷ𝑘).

(d) Examine if the absolute difference between X𝑘 and X̂𝑘 exceeds 2×X𝑠𝑡𝑒𝑝 .
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If yes, it guarantees an input space large enough to generate a new input
vector; otherwise, then repeat sub-step (c) after excluding these two
samples.

(e) Generate a new input vector X∗ from the selected input vector X𝑘 and its
reference vector X̂𝑘 through formula (D.1):

X∗ = 𝑐𝑡 · X𝑘 + (1 − 𝑐𝑡) · X̂𝑘 . (D.1)

The input vector of the new sample is obtained through swarm operation,
as given in formula (D.1), on the selected input vector X𝑘 and its reference
input vector X̂𝑘 . Here, the input vector of the new sample is referred to
as X∗ and it is set as the weighted sum of the X𝑘 and X̂𝑘 . The weights for
X𝑘 and X̂𝑘 are 𝑐𝑡 and 1 − 𝑐𝑡 , respectively.

(f) Determine the weight 𝑐𝑡 through formula (D.2):

𝑐𝑡 =
𝑟𝑎𝑛𝑑(0, 1) + 𝑐𝑡 · (𝑡 − 𝑁0)

𝑡 − 𝑁0 + 1 . (D.2)

The definition of 𝑐𝑡 reaches a balance between exploration and exploita-
tion. Fig. D.1 shows that 𝑐𝑡 has initial value between 0 and 1 and
approaches 0.5 as the iteration 𝑡 continues. This definition offers free-
dom to explore the input space in the earlier iterations as 𝑐𝑡 can take any
value between 0 and 1. With 𝑐𝑡 being closer to 0, the new input vector X∗
is closer to the selected input vector X𝑘 . As if 𝑐𝑡 gets closer to 1, the new
input vector X∗ approaches X̂𝑘 . As the iteration continues, 𝑐𝑡 gets close
to 0.5, and the input vector of the new sample X∗ approaches the average
of X𝑘 and X̂𝑘 . This ensures a minimum distance between the new input
vector and the selected input vectors, because the space for exploration
between X𝑘 and X̂𝑘 decreases as the iteration continues. A new sample
which is too close to an existing sample, lacks informativeness as it is
likely to behave approximately the same as that existing sample.

(g) Obtain the output label vector Y∗ for this new input vector X∗ through
full-wave simulation via CST.

(h) Form a new sample (X∗, Y∗), add this new sample into the existing data
set, and repeat sub-steps (a-h) until sufficient data have been acquired.

In Algorithm 1 and 2, the proposed data acquisition method is integrated
with model training. As the data set is being updated continuously by adding
new high-quality samples, a model is trained in the meantime. After training,
the model is tested on a fixed test set which is pre-defined according to the
practical needs. The whole data acquisition procedure ceases as soon as the
test loss reaches the desired minimum loss min_loss. Note that the proposed
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N0

Fig. D.1: Values of c𝑡 versus iteration t.

data acquisition method can also be employed without integration with model
training. In that case, the iterations in the second step will stop when a
sufficient number of samples have been generated.

3 Implementation

The proposed method is validated by comparing the results without and with
the proposed method in four implementations. We utilize the proposed data
acquisition method and re-implemente the design and analysis of Modified
Jerusalem Cross (MJC) reflective surfaces [2] in Section 3.1, multi-bit coding
metasurface for radar cross-section (RCS) reduction [3] in Section 3.2, array
radiation synthesis [4] in Section 3.3, and larger array radiation synthesis in
Section 3.4 to analyze the performance of our methodology. Comparison of
training results in the implementations validates high quality data generation
by the proposed method. It is worth noting that we directly use the prior
information (e.g., griding space, parameter range, minimum loss, etc.) from
the original implementations for fairly comparing with original results. When
the proposed method is applied to a new unknown implementation, this prior
information can be easily acquired according to domain knowledge and its
concrete EM requirements.

3.1 Implementation A: MJC Reflective Surface

3.1.1 Implementation Description

The authors in [2] proposed a Modified Jerusalem Cross (MJC) reflective sur-
face that offers independent control of orthogonally-polarized signals. The
MJC reflective surface was designed to operate at 10 GHz. The structure of its
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Fig. D.2: Implementation A: Structure of Modified Jerusalem Cross-based unit cell: (a) Top view;
(b) Side view. [2]

Table D.1: Implementation A: Geometric Parameters of the Modified Jerusalem Cross-based Unit
Cell [2]

Parameter 𝑙𝑥 𝑙𝑦 𝑤1 𝑤2 𝑎 𝑢 𝑆 ℎ 𝑡

Value(mm) [1.9, 4.4] 1.1 0.2 0.2 5 0.1 1 2 0.017

unit cell is given in Fig. D.2. The unit cell consists of three overlapped dielec-
tric (F4B) layers, three identical metal MJCs printed on top of each dielectric
layer, and a full metal layer as the ground at the bottom. A MJC is composed
of two orthogonally-crossed metal bars. The length of each bar (𝑙𝑥/𝑙𝑦) can
be adjusted independently to tune the reflective phase (𝜑𝑥/𝜑𝑦) for the corre-
sponding polarization. Implementation A works on adjusting the length of
the bar in 𝑥 direction (𝑙𝑥) independently for tuning the reflective phase in the
𝑥-polarization.

To conveniently design the length 𝑙𝑥 for any desired phase 𝜑𝑥 , Zhu. et al.
utilized a backpropagation neural network (BPNN) to learn the mapping from
the reflective phase 𝜑𝑥 to the length 𝑙𝑥 . 𝑙𝑥 varies from 1.9 mm to 4.4 mm, while
the rest of the geometric parameters were fixed as given in Table D.1. 𝑙𝑥 is
marked in blue color in Fig. D.2 and in Table D.1. The detailed architecture
of BPNN is listed in Table D.2. It can be observed that the BPNN consists of
an input layer which takes the phase as input, a hidden layer of 20 neurons
with activation function as Tanh [42], and an output layer that outputs 𝑙𝑥 .
The BPNN uses the Mean Squared Error (MSE) of the predicted and real 𝑙𝑥
as its loss function and Levenberg-Marquardt is set as the backpropagation
algorithm. 1000 samples were acquired by sweeping the length at a constant
step of 0.0025 mm, among which 700 and 150 samples were used for training
and validation, and 150 samples for test, respectively. The minimum loss was
5.01 × 10−6.
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Table D.2: Implementation A: Architecture of the Backpropagation Neural Network (BPNN) [2]

No. Layer Neurons Function
1 Input layer 1 Input: phase 𝜑𝑥
2 Hidden layer 20 Fully-connected layer
3 Transfer function - Tanh
4 Output layer 1 Output: length 𝑙𝑥
5 Transfer function - Linear
- Loss function - Mean Squared Error
- Algorithm - Levenberg-Marquardt

3.1.2 Re-implementation

For re-implementation, the proposed method is used to generate high-quality
data for training the same BPNN. Variables of the proposed method are fixed
as listed in Table D.3. Here, the input vector X represents the phase 𝜑𝑥 of
size 1 and the output vector Y represents the length 𝑙𝑥 of size 1. Maximum
number of iteration for data acquisition T is fixed at 700, which is also the
number of training samples used in [2]. X𝑠𝑡𝑒𝑝 is fixed at [0.0025 mm], which is
the smallest step of 𝑙𝑥 considered in [2] and a common fabrication tolerance.
min_loss is set as 5.01 × 10−6, which is also the test loss reported in [2]. The
only adjustable variable left is 𝑁0, which is marked in blue color as shown in
Table D.3. Number of training samples used to reach minimum loss min_loss of
5.01×10−6 (which was actually achieved by [2]), with and without our method
are considered for comparison.

The proposed method is performed four times for four different values
of 𝑁0s (50, 80, 100, 150). The model uses the architecture introduced in [2],
as shown in Table D.2. The number of required training samples (𝑁s) and
the final losses for 150 validation and 150 test samples (𝐿s) corresponding
to 4 different 𝑁0s are listed in Table D.4. The 150 validation and 150 test
samples are generated by arbitrarily setting 𝑙𝑥 between 1.9 mm and 4.4 mm
with a step size of 0.0025 mm, in the same manner as introduced in [2]. The
results suggest that 𝑁0 = 80 requires the lowest number of training samples
(𝑁 = 80+ 65 = 145, 𝐿 = 4.81× 10−6) to converge beneath the min_loss (marked
in blue color in Table D.4). When 𝑁0 = 50, it fails to converge towards min_loss
because 50 initialized samples do not provide sufficient information. When
𝑁0 rises up to 100 and 150, more training samples (𝑁 = 100 + 61 = 161 and
𝑁 = 150 + 52 = 202) are required to reach the min_loss. The increment of
training samples is mainly caused by increasing initialized samples because
the amounts of new samples are approximately the same when 𝑁0 is set as 80,
100, or 150. To sum up, 𝑁0 should be large enough to offer adequate beginning
data while still being as minimal as feasible to prevent taking up needless
simulation cycles. 𝑁0 is set as 80 in Implementation A. The 𝑁0 = 80 samples
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Table D.3: Re-implementation A: Variables of the Proposed Method

Variable X Y T X𝑠𝑡𝑒𝑝 min_loss N0
Value [𝑙𝑥] [𝜑𝑥] 700 [0.0025 mm] 5.01 × 10−6 80

Table D.4: Re-implementation A: Comparison of Results Without [2] and With the Proposed Data
Acquisition Method with Various N0

Without With the proposed method with 𝑁0 as:
[2] 50 80 100 150

N 700 Fail 80 + 65 100 + 61 150 + 52
Time 7 h - 1.45 h 1.61 h 2.02 h

L(10−6) 5.01 Fail 4.81 4.89 4.90
Note: N is the number of training samples, which is 700 in [2];

Time is the time consumed for full-wave simulation.
L is the final loss, which is 5.01 × 10−6 in [2].
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Fig. D.3: Re-implementation A: Number of samples versus the errors between predicted lengths
and real lengths.

are initialized with 𝑙𝑥 being set from 1.9 mm to 4.4 mm at a constant step.

3.1.3 Comparison of Training Results

Table D.4 compares the results obtained without [2] and with using the pro-
posed method. Authors in [2] collected training samples by sweeping 𝑙𝑥 at a
constant step. 700 training samples were required in [2] to achieve an average
loss of 5.01 × 10−6 and an error range of ±0.008 for 150 validation and 150 test
samples. For comparison, the proposed method is integrated with model train-
ing to re-implement the work in [2]. The model is also tested for 150 validation
and 150 test samples. At iteration 𝑡 = 144, 145 training samples have been
generated and are used to train the model. The average loss for 150 validation
and 150 test samples is 4.81×10−6 and the error range is±0.008 as shown in Fig.
D.3. Note that only validation and test losses are compared for two reasons:
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2

Fig. D.4: Re-implementation A: Comparison of distributions of the data set in [2] and the high-
quality data set using the proposed method.

the same number of validation (150) and test (150) samples are collected in the
same manner as in [2]; the number of training samples are different, which
will lead to unfair comparison of the training losses. Numerical results suggest
that only 20.71 % number of training samples are required to realize compa-
rable model performance by using the proposed method. By comparison, the
proposed data acquisition method saves 79.29 % training samples to achieve
similar model performance, hence 79.29 % simulation cycles are saved in imple-
mentation A. Each simulation cycle takes around 36 seconds, with a computer
equipped with 96 GB RAM and Intel® Xeon® Silver 4208 CPU @ 2.10 GHz
(2 processors). Therefore, 5.55 hours full-wave simulation time is saved in
implementation A by using the proposed method.

3.1.4 Analysis and Discussion

The distribution of the data set in [2] and the high-quality data acquired by
using the proposed method are investigated to explore the underlying reason
for saving 79.29 % training samples in Fig. D.4. The data set used in [2]
was collected by sweeping at a uniform step of 0.0025 mm, hence following a
uniform distribution. The high-quality data set is collected adaptively to the
output distribution governed by the proposed data acquisition method. Phase
𝜑𝑥 decreases drastically When length 𝑙𝑥 varies from 4.1 mm to 4.4 mm, while
it shows incremental decrease as length 𝑙𝑥 increases from 1.9 mm to 4.1 mm.
Therefore, intensive samples are collected with 𝑙𝑥 being fixed between 4.1 mm
and 4.4 mm, and only a few samples are collected out of this range. This
adaptive strategy provides more valuable information with a small number
of samples. As a result, 79.29 % training samples are saved, hence 79.29 %
simulation cycles are saved by using the proposed method.
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Fig. D.5: Implementation B: Structure of Crusader cross-based unit cell: (a) Top view; (b) Side
view. [3]

3.2 Implementation B: RCS Reduction Metasurface

3.2.1 Implementation Description

The authors in [3] proposed a multi-bit coding metasurface for radar cross
section (RCS) reduction. A 𝑥-bit metasurface consists of 2𝑥 groups of unit cells.
Different groups of unit cells have reflection phases incrementally increasing
from 0 at a uniform step of 2𝜋

2𝑥 , while unit cells within each group have identical
reflection phases. The topology of unit cells resembles the Crusader cross, as
shown in Fig. D.5. The structure of a unit cell is determined by three geometric
parameters, 𝑝, 𝑏, and 𝑑. By adjusting 𝑝, 𝑏, and 𝑑, its structure can be modified,
and its reflection phase can be changed accordingly. The unit cell’s overall size
and thickness were fixed as constant values, as shown in Table D.5.

To facilitate the multi-bit metasurface design process, the authors con-
structed a surrogate model to predict the reflection phase of any given unit
cell. The input of the surrogate model was set as [𝑝, 𝑏, 𝑑] because the unit
cell is determined by the three geometric parameters. [𝑝, 𝑏, 𝑑] was confined
within a 3D parameter space defined by an upper bound [3.5, 0.3, 0.2] and a
lower bound [10, 1.6, 2.4], as seen in Table D.5. The 3D space was divided
uniformly into 7 × 12 × 7, and 588 uniformly distributed inputs were defined.
The 588 samples were simulated via full-wave simulation supported by CST.
Each output was the reflection phase corresponding to each [𝑝, 𝑏, 𝑑] within a
frequency range from 10 GHz to 35 GHz. Among the 588 samples, 85 % (500)
were used for training, and 15 % (88) testing. The surrogate model was devel-
oped using kriging interpolation [43]. The loss function was the MSE between
the predicted and simulated reflection phases. The average loss for the test
samples was 0.86 ◦ with a standard deviation of 1.7 ◦.

3.2.2 Re-implementation

To re-implement the work in [3], the proposed method is used to generate
training samples, and generated training samples are utilized to develop a
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Table D.5: Implementation B: Geometric Parameters of the Crusader Cross-based Unit Cell [3]

Parameter Value Parameter Value
𝑝 (mm) [3.5, 10] 𝑊 (mm) 6
𝑏 (mm) [0.3, 1.6] 𝐿 (mm) 6
𝑑 (mm) [0.2, 2.4] ℎ (mm) 1.5

Table D.6: Re-implementation B: Variables of the Proposed Method

Variable Value Variable Value
X [𝑝, 𝑏, 𝑑] T 500
Y [Reflection phase] min_loss 0.86 ◦

X𝑠𝑡𝑒𝑝 [0.5, 0.06, 0.18] N0 175

surrogate model using kriging interpolation. In this re-implementation, the
variables for the proposed method are set as shown in Table D.6. Here, the
input vector X consists of normalized values of 𝑝, 𝑏, and 𝑑, and the output
vector Y refers to reflection phases from 10 GHz to 35 GHz. The maximum
iteration of data acquisition T is fixed at 500, which is the same as the number
of training samples used in [3]. X𝑠𝑡𝑒𝑝 is set as [0.5, 0.06, 0.18], which is inversely
proportional to the grid density (7 × 12 × 7) of the geometric parameter space
defined in [3]. min_loss is set as 0.86 ◦, which is also the reported test loss in [3].
𝑁0 = 175 samples are initialized. The 175 input vectors distribute on a uniform
grid of 5×7×5. Their corresponding reflection phases from 10 GHz to 35 GHz
are collected as output labels through full-wave simulation using CST.

Starting from the 175 initialized samples, new training samples are gen-
erated iteratively using the proposed method. At each iteration 𝑡, there are
𝑁𝑡 = 𝑡 + 1 existing training samples, including 175 initialized samples and
𝑁𝑡 − 175 new training samples. All the 𝑁𝑡 existing samples are used as train-
ing data to develop a surrogate model using kriging interpolation at iteration
𝑡. After training, the surrogate model is used to predict reflection phases of
88 test samples. The 88 test samples distribute randomly on a uniform grid of
7× 12× 7 of the geometric parameter space, which is similar to the 88 test sam-
ples used in [3]. The mean square error 𝐿 for the 88 test samples is compared
with min_loss. The data acquisition process completes when 𝐿 is less than
or equal to min_loss. For re-implementation B, the data acquisition process
finishes at iteration 𝑡 = 296, and 297 data samples are collected for training.

3.2.3 Comparison of Training Results

The results of implementation B with or without using the proposed method
are compared in Table D.7. Without the proposed method, 588 data samples
were acquired on a uniform grid of 7×12×7 of the geometric parameter space.
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Table D.7: Re-implementation B: Comparison of Results Without [3] and With the Proposed Data
Acquisition Method

Without the proposed method With the proposed method
N 500 175 + 122

Time 3.89 h 2.31 h
L 0.86◦ 0.82◦

Note: N is the number of training samples, which is 500 in [3];
L is the test loss, which is 0.86◦ in [3].

The 588 data samples were arbitrarily separated into a training data set of 500
data samples and a test data set of 88 data samples. The surrogate model was
trained using the training data set through kriging interpolation. Afterward,
the well-trained model was tested on the test data set, and the mean square er-
ror on the test data set was 0.86 ◦. With the proposed method, 175+ 122 = 297
training samples are acquired and utilized to develop the surrogate model
using kriging interpolation. A test data set of 88 data samples is formed by
arbitrarily choosing 88 points on the uniform grid of 7×12×7 of the geometric
parameter space. The well-trained surrogate model is tested on the test data
set, and the MSE for test data is 0.82 ◦. Without the proposed method [3], 500
training samples were required to reach a test loss of 0.86 ◦. With the proposed
method, only 297 training samples are required to reach a test loss of 0.82 ◦. By
comparison, using the proposed method reduces the number of required train-
ing samples by 40.6 % ( 500−297

500 ), hence 40.6 % full-wave simulation cycles are
saved. It spends 28 seconds for each simulation cycle supported by a computer
equipped with 96 GB RAM and Intel® Xeon® Silver 4208 CPU @ 2.10 GHz (2
processors). Therefore, 1.58 hours full-wave simulation time is saved in re-
implementation B by using the proposed method.

3.2.4 Analysis and Discussion

Fig. D.6 illustrates how the generated training samples distribute in the geo-
metric parameter space to illustrate the underlying reason why the number of
training data samples is reduced by 40.6 %. The distributions over 𝑝, 𝑏, and
𝑑 are shown in Fig. D.6(a), (b), and (c), respectively. In each sub-figure, blue
rectangular bars represent the number of training samples generated by using
the proposed method, gray rectangular bars represent the number of training
samples used in [3], and each orange dot represents the average reflection
phase from 10 GHz to 35 GHz of one data sample.

The data distribution over 𝑝 and 𝑑 is shown in Fig. D.6(a) and (c). As 𝑝
increases from 3.5 mm to 10 mm and 𝑑 increases from 0.2 mm to 2.4 mm, the
variance of average reflection phases decreases incrementally, hence adding
samples with 𝑝 and 𝑑 being fixed at smaller values can improve the model
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3

Fig. D.6: Implementation B: Comparison of distributions of the data set in [3] and the high-quality
data set using the proposed method, while (a) 𝑝, (b) 𝑏, or (c) 𝑑 varies. (Each orange dot indicates
one data sample’s average reflection phase from 10 GHz to 35 GHz.)

performance. Therefore, the proposed method tends to generate slightly more
training samples as 𝑝 and 𝑑 decrease.

The data distribution over 𝑏 is shown in Fig. D.6(b). The mean and
variance of average reflection phases keep unchanged as 𝑏 increases from
0.3 mm to 0.9 mm. As 𝑏 increases from 0.9 mm to 1.6 mm, the mean decreases
drastically from−100 ◦ to−200 ◦, and the variance increases from±30 ◦ to±80 ◦.
Therefore, only a small number of training samples are generated uniformly by
the proposed method as 𝑏 ∈ [0.3, 0.9], and a significantly increasing number
of training samples are generated as 𝑏 increases from 0.9 mm to 1.6 mm.

In a word, the proposed method tends to add more training samples where
the average reflection phases have higher variance or unstable mean. The
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reason is that the higher variance and unstable mean correspond to the more
complex learning area. Adding training samples within this area can signifi-
cantly improve the model performance. On the other hand, reducing training
samples outside this area can save simulation cycles yet does not harm the
model performance. It can be observed from Fig. D.6 that, the proposed
method adjusts the number of training samples adaptively according to the
variance and mean of average reflection phases, hence only 297 training sam-
ples are required to realize a test loss of 0.82 ◦. By contrast, the training samples
were generated uniformly within the whole parameter space in [3], hence 500
training samples are required to realize a test loss of 0.86 ◦. The number
of training samples is reduced by 40.6 %, and 40.6 % simulation cycles and
1.58 hours simulation time are saved by using the proposed method.

3.3 Implementation C: Array Radiation Synthesis

3.3.1 Implementation Description

Kim et al. in [4] utilized a deep neural network (DNN) to determine the phases
of a 1 × 4 antenna array for various array radiation patterns. The operating
frequency of the antenna array is at 2.4 GHz. The antenna array consists of
four coaxial-fed patch antennas, as shown in Fig. D.7. The amplitudes for four
elements were fixed at 1, and the phase for element 1 was set as 0 ◦. When
the elements 2, 3, and 4 are fed with signals of different phases (𝛼2, 𝛼3, and
𝛼4), the combined array radiation pattern varies accordingly. In conventional
scenarios, experienced engineers are required to decide the phases (𝛼2, 𝛼3,
and 𝛼4) for a desired array radiation pattern. In [4], a DNN was trained
to automatically determine the phases for desired radiation patterns without
interference from human engineers.

The architecture of DNN used in [4] is given in Table D.8. There is an input
layer, three hidden layers, and an output layer. The input layer and hidden
layers have ReLU as activation functions, and the output layer uses the Linear
activation function. Three hidden layers have neurons of 150, 100, and 80.
Each input data for the input layer is of size 181 that represents a normalized
radiation pattern with 𝜑 = 0 ◦ and � ranging from 0 ◦ to 180 ◦ in units of 1 ◦,
which is referred to as [𝑅{𝜑(0◦), �[0◦ , 180◦]}]. Each output data for the output
layer is of size 6 that represents real and imaginary parts of complex excitation
for elements 2, 3, and 4, which is referred to as [𝑐𝑜𝑠𝛼𝑖 , 𝑠𝑖𝑛𝛼𝑖], 𝑖 = 2, 3, 4. MSE
is taken as the loss function for the DNN.

The authors in [4] generated 6859 samples for training. The amplitudes
for four elements were fixed at 1, and the phase for element 1 was set as 0 ◦.
The phases for element 2, 3, and 4 increased from 0 ◦ to 360 ◦ at a step of
20 ◦. The number of states for each element is 19 and the total amount of
excitation combinations is 6859. The corresponding radiation patterns for all
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Fig. D.7: Implementation C: Array antenna structure: (a) Top view; (b) Side view. [4]

Table D.8: Implementation C: Architecture of the DNN [4]

No. Layer Neurons Function
1 Input layer 181 Input: [radiation]
2 Activation function - ReLU
3 Hidden layer 150 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 100 Fully-connected layer
6 Activation function - ReLU
7 Hidden layer 80 Fully-connected layer
8 Activation function - ReLU
9 Output layer 6 Output: [excitation]
10 Activation function - Linear
- Loss function - Mean Squared Error

6859 excitation combinations were acquired using CST. Similarly, 64 samples
were generated as the validation data set. For validation, the phases for element
2, 3, and 4 increased from 10 ◦ to 130 ◦ at a step of 40 ◦.

The DNN was trained for 500 epochs using the 6859 training samples
and the batch size was 100. After training, the model was validated on the
64 validation samples. The final training loss is 2.2 × 10−4 and the MSE for
validation data is 2.6 × 10−4.

3.3.2 Re-implementation

To re-implement the work in [4], the variables for the proposed method are
determined as given in Table D.9. X is set as phases ([𝛼2, 𝛼3, 𝛼4]) of elements
2, 3, 4 during data acquisition and is converted to the real and imaginary
format ([𝑐𝑜𝑠𝛼𝑖 , 𝑠𝑖𝑛𝛼𝑖], 𝑖 = 2, 3, 4) for model training. Y is set as normalized
radiation patterns with 𝜑 = 0◦ and � ranging from 0◦ to 180◦ in units of 1◦.
The minimum step of phases X𝑠𝑡𝑒𝑝 is fixed at [10 ◦, 10 ◦, 10 ◦]. The minimum
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Table D.9: Implementation C: Variables of the Proposed Method

Variable Value Variable Value
X [𝛼2, 𝛼3, 𝛼4] T 6859

[𝑐𝑜𝑠𝛼𝑖 , 𝑠𝑖𝑛𝛼𝑖], 𝑖 : 2, 3, 4
Y [𝑅{𝜑(0◦), �[0◦ , 180◦]}] min_loss 2.6 × 10−4

X𝑠𝑡𝑒𝑝 [10 ◦, 10 ◦, 10 ◦] N0 2197

Table D.10: Re-implementation C: Comparison of Results Without [4] and With the Proposed
Data Acquisition Method

Without the proposed method With the proposed method
N 6859 2197 + 1923

Time 17.14 h 10.30 h
L 2.6 × 10−4 2.6 × 10−4

Note: N is the number of training samples, which is 6859 in [4];
L is the test loss, which is 2.6 × 10−4 in [4].

loss min_loss is set as 2.6 × 10−4, which equals the reported validation loss
in [4]. The maximum data acquisition iteration is set as the number of training
samples used in [4]. The amount of initialized samples 𝑁0 is set as 2197 after
comparing results corresponding to different 𝑁0s.

3.3.3 Comparison of Training Results

The results of re-implementation using the proposed method are compared
with results claimed in [4] in Table D.10. The authors in [4] collected 6859
training data samples by incrementally increasing elements’ phases (𝛼2, 𝛼3,
and 𝛼4) from 0 ◦ to 360 ◦ at a constant step of 20 ◦. Similarly, 64 test data samples
were collected by incrementally increasing elements’ phases (𝛼2, 𝛼3, and 𝛼4)
from 0 ◦ to 360 ◦ at a constant step of 20 ◦. The DNN was trained using the 6859
training samples and was tested on the 64 test samples. The mean square error
over the 64 test samples was 2.6× 10−4. For comparison, the proposed method
is integrated with model training to re-implement the work in [4]. At iteration
4119, 4120 training samples are generated, and the DNN is trained using the
4120 training samples and is tested on the same 64 test samples. The mean
square error equals the test loss reported in [4]. By comparison, the number of
required training samples is reduced by 39.93 % by using the proposed method,
hence 39.93 % simulation cycles are saved in implementation C. On average,
it takes around 9 seconds for each simulation cycle supported by a computer
equipped with 96 GB RAM and Intel® Xeon® Silver 4208 CPU @ 2.10 GHz
(2 processors). Therefore, the proposed method saves 6.84 hours full-wave
simulation time in implementation C.
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Fig. D.8: Implementation C: Comparison of distributions of the data set in [4] and the high-quality
data set using the proposed method, while (a) 𝛼2, (b) 𝛼3, or (c) 𝛼4 varies. (Each orange dot indicates
one data sample’s peak gain; each red diamond indicates one data sample’s average gain.)

3.3.4 Analysis and Discussion

To get an insight into the reason why 39.93 % training data are saved, the
distribution of the high-quality training data set acquired using the proposed
method is compared with that of the training data set used in [4]. Fig. D.8(a),
(b), and (c) exhibits the distribution over 𝛼2, 𝛼3, and 𝛼4, respectively. Here,
the high-quality data set is represented as blue rectangular bars, while the
training data samples used in [4] are represented as gray rectangular bars.
As it is difficult to plot the whole radiation pattern of each data sample, only
the peak gain and average gain of the radiation pattern of each data sample
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are plotted. Each orange dot represents the peak gain of one data sample,
while each red diamond-shaped symbol represents the average gain of one
data sample.

As can be observed in Fig. D.8, the peak gain and average gain fluctuate
within a certain range as phases of elements (𝛼2, 𝛼3, and 𝛼4) change. The peak
gain and average gain are just two compressed features of the radiation pattern.
The changing tendency of radiation patterns is way more complex than that
it can be plotted and observed from Fig. D.8. Heavier fluctuations can be
expected for the changing tendency of the whole radiation patterns. Therefore,
it is difficult to specifically clarify the distribution of the generated data set
using the proposed method. An overall observation is that the generated
data set using the proposed method distribute adaptively and the number of
generated training data samples varies concerning different phases of elements.
By contrast, the data set used in [4] distribute uniformly on a constant grid.
The benefit and effectiveness of this adaptive sampling strategy are validated
through numerical and comparative results. The number of training data
samples required for the same model accuracy is significantly reduced by
39.93 % by using the proposed method.

ML-based radiation synthesis can be applied to a larger array with more
than four elements, as long as powerful computation resources are available
for simulating such large arrays, manipulating massive data, and training
complicated models. The proposed method can also be used for this large
array case, and the reduced amount will be proportional to the number of
required training data acquired conventionally.

3.4 Implementation D: Enlarged Array Radiation Synthesis
The proposed method is validated in a three-dimensional parameter space
in implementation C. To validate its performance in a higher-dimensional
parameter space, we enlarge the four-element linear array in implementation
C into an eight-element linear array, which is referred to as implementation
D. Except for the number of elements, the array structure is the same. For the
enlarged array, we use a new forward DNN for training, as shown in Table
D.11. Here, phases of its excitation are set as input, and radiation patterns are
set as output.

The DNN is first trained without using the proposed method. 78125 sam-
ples are collected for training by sweeping the phases of 7 elements. The
amplitudes of eight elements are set as 1, and the phase of element 1 is set as
0 ◦. The phases of the rest 7 elements 2-8 vary from 0 ◦ to 180 ◦ at a constant
step of 45 ◦. The corresponding 78125 radiation patterns are generated using
CST. 128 samples are collected similarly as the validation data set, where the
phases of 7 elements vary between 30 ◦ and 150 ◦. The MSE for validation data
is around 0.73.
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Table D.11: Implementation D: Architecture of the DNN

No. Layer Neurons Function
1 Input layer 14 Input: [excitation]
2 Activation function - ReLU
3 Hidden layer 300 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 200 Fully-connected layer
6 Activation function - ReLU
7 Hidden layer 100 Fully-connected layer
8 Activation function - ReLU
9 Output layer 181 Output: [radiation]
10 Activation function - Linear
- Loss function - Mean Squared Error

The proposed method is then used to re-implement implementation D for
comparison. All the settings are similar to implementation C, and the variables
are listed in Table D.12. 16384 samples are initialized by sweeping the phases
of 7 elements from 0 ◦ to 180 ◦ at a constant step of 60 ◦. The generation of high-
quality data stops in iteration 𝑡 = 46499, and 46500 samples are generated
in total. The test loss of the DNN for the 128 validation samples reaches
𝑚𝑖𝑛_𝑙𝑜𝑠𝑠 = 0.73 after being trained using the 46500 data acquired using the
proposed method.

The results without and with using the proposed method are compared and
listed in Table D.13. As can be observed, the number of required training data
is reduced by 40.48 % with using the proposed method, hence 40.48 % simu-
lation cycles are saved. The time needed for each simulation cycle is around
13 seconds. Thus, 114.2 hours simulation time is saved in implementation D
with using the proposed method.

It proves that the proposed method is still effective as the dimension of
parameter space increases from three to seven. Due to the limitations of com-
putation resources, we cannot keep increasing the dimension and validating
the proposed method in higher-dimensional spaces. If more powerful com-
putation resources are available, it is meaningful to further investigate the
effectiveness in higher-dimensional spaces, because it gets more complicated
and may involve new challenges.

4 Discussion

The proposed solution addresses a common challenge in the ML-based de-
sign of electromagnetic structures. The issue is that ML often requires a vast
amount of simulations to gather data, which is both time-consuming and com-
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Table D.12: Implementation D: Variables of the Proposed Method

Variable Value Variable Value
X [𝛼2, 𝛼3, 𝛼4, 𝛼5, 𝛼6, 𝛼7, 𝛼8] T 78125

[𝑐𝑜𝑠𝛼𝑖 , 𝑠𝑖𝑛𝛼𝑖], 𝑖 : 2, 3, 4, 5, 6, 7, 8
Y [𝑅{𝜑(0◦), �[0◦ , 180◦]}] min_loss 0.73

X𝑠𝑡𝑒𝑝 [10 ◦ ,10 ◦ ,10 ◦ ,10 ◦ ,10 ◦ ,10 ◦ ,10 ◦] N0 16384

Table D.13: Re-implementation D: Comparison of Results Without and With the Proposed Data
Acquisition Method

Without the proposed method With the proposed method
N 78125 16384 + 30116

Time 282.12 h 167.92 h
L 0.73 0.73

Note: N is the number of training samples;
L is the test loss.

putationally expensive. Our approach reduces the number of simulations by
evaluating the quality of data before simulation and prioritizing computation
resources for high-quality data.

Designers can use the method to understand the sensitivity of the geomet-
ric parameters of electromagnetic structures. By analyzing the distribution of
acquired high-quality data, as seen in Fig. 4, 6, and 8, designers can identify
the most critical parameters and their respective ranges, helping them under-
stand the motivation behind the geometry and how to adjust it to modify the
electromagnetic response.

The effectiveness of the proposed method has been validated in low-
dimensional implementations, and it remains effective as the dimension in-
creases from three to seven. It is difficult to keep increasing the dimension and
validate it in higher-dimensional spaces, due to the limitations of computa-
tion resources. Further investigation on higher-dimensional implementations
is meaningful, as it gets more complicated and may involve new challenges.
In future work, we will attempt to apply the proposed method in higher-
dimensional implementations.

5 Conclusion

An intelligent high-quality data acquisition method for ML-related EM appli-
cations is proposed in this paper. Starting from a small uniformly initialized
data set, the proposed method can intelligently generate high-quality data
samples based on the analysis of existing data samples. Compared with con-
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ventional EM-ML works that acquired training data by blindly sweeping the
whole geometric parameter space on a constant and uniform grid, the pro-
posed method adaptively adjusts the sampling density in different geometric
parameter areas. The proposed method produces a data set that maximizes
informativeness with the least number of simulation cycles. To validate its
performance, the proposed method is utilized to re-implement four imple-
mentations. The comparative results without and with the proposed method
show that the proposed method significantly reduces the number of training
data required for the same model accuracy. Around 40 % training data are
saved by using the proposed method, hence a huge number of full-wave sim-
ulation cycles and time are saved, and computing resources are significantly
released.
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1. Introduction

Abstract

Machine learning (ML) has demonstrated significant potential in accelerating the
design of microwave components owing to its great ability to approximate the projection
between geometric parameters and electromagnetic (EM) responses. A well-trained
ML model can predict the EM responses of a microwave component with unseen
geometric parameter settings accurately, or determine the parameter settings based on
desired EM constraints in a matter of milliseconds. However, this ML-based design
process often requires heavy simulation to collect a large amount of training data. To
mitigate this issue, this paper proposes an efficient Bayesian inspired sampling assisted
ML method for the design of microwave components. In contrast to typical ML-based
design methods which use uniform and arbitrary sampling to extensively represent
the entire parameter space, necessitating intensive simulation for generating training
data, the proposed Bayesian inspired sampling strategy efficiently represents the entire
parameter space by recognizing and emphasizing more promising parameter settings.
This is achieved by defining a Bayesian-based expression for evaluating the probability
of the outcome of adding a new data sample in a specific parameter area. During each
iteration of the design process, new data is always added in the area with the highest
probability of beneficial outcomes. Therefore, it optimizes the distribution of training
data and reduces the amount of required training data and simulations. Results
from three design case studies demonstrate that the proposed method can significantly
reduce the number of required data and simulation by around 40 % for the same model
performance. This validates that the proposed Bayesian inspired sampling-aided ML
method significantly improves overall efficiency.

1 Introduction

Microwave components play an essential role in wireless communication
systems. The conventional design of microwave components is knowledge-
dependent, labor-intensive, and computational-expensive, hence of low ef-
ficiency. The upcoming beyond-fifth-generation (B5G) and sixth-generation
(6G) wireless communication eras call for the speed-up and automation of
microwave components design. Machine learning (ML) shows great potential
for accelerating the design of microwave components, as shown in Fig. E.1.

There have been an increasing number of works [1–12] on ML-based elec-
tromagnetic solutions, such as on electromagnetic wave absorption of human
head [8, 9], among which many works [1–7] use ML for automatizing and
speeding up the design process of microwave components. Three major cate-
gories can be recognized: inverse, forward, and generative ML methods. The
main difference is that inverse ML models aim to project electromagnetic (EM)
responses to geometric parameters [13, 14], and forward ones doing the oppo-
site [15–17]; generative ML models capture the distribution characteristics of
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Fig. E.1: (a) Conventional design method; (b) ML-based design method.

geometric parameters and generate unseen parameter settings [18–21]. Gen-
erative ML models are often integrated with inverse or forward models for
evaluating the generated new parameter settings.

The common nature of most ML-based design methods is to approximate
the projection between geometric parameter settings and EM responses. The
approximation is carried on by optimizing coefficients of numerical models
based on the analysis of historical simulation data, so-called training data.
Therefore, the performance of ML mainly depends on the simulation data for
training. Typical ML methods often require a number of full-wave simula-
tion runs for collecting sufficient training data, which is a significant obstacle
for ML-based applications. Investigations on ML-based design methods that
require less simulation time and data are quite meaningful.

Conventional ML methods usually adopt the uniform or arbitrary sampling
strategy, as shown in Fig. E.2(a). Within the concerning parameter space, the
parameter settings are defined on a uniform grid of the whole space to exten-
sively cover all the possibilities. They usually take an arbitrary subset of all the
uniformly distributed parameter settings if the size of the parameter space is
too large to include all the uniform parameter settings. The defined parameter
settings are then swept and simulated via full-wave EM simulation tools (e.g.,
Computer Simulation Technology (CST)) for collecting the corresponding EM
responses. The combination of each parameter setting and its corresponding
EM responses forms one training data sample. A training dataset including a
number of data samples is taken for training an ML model. One tricky point
is that the distribution of EM responses is non-linear and complicated. There-
fore, different training data samples contribute unequally to improving the
model accuracy. For example, as shown in Fig. E.2(a), the EM response could
be more sensitive to larger parameter values, while it remains nearly consistent
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Fig. E.2: (a) Conventional ML method; (b) Proposed Bayesian inspired sampling assisted ML
method.

for small parameter values. In this case, the training data samples related to
small parameter values contribute little to improving the model performance,
resulting in low overall efficiency. The inequality could be more complicated
in real scenarios, especially as the dimension of the parameter space increases,
which is difficult to evaluate and avoid before simulation.

There have been many works putting efforts into the optimization of data
sampling. Koziel et al. [22–26] optimized the data sampling for global opti-
mization by identifying the promising regions towards the optimal design.
Unlike global optimization, the accuracy of ML models relies on not only these
promising regions towards the optimal design but also other representative
regions within the whole parameter space. [17, 27] utilized transfer learning to
optimize data sampling for ML models by utilizing theoretical data to pre-train
a model. Theoretical data can be easily acquired by executing well-established
numerical equations assisted by EM domain knowledge, and it offers basic
intelligence for the pre-trained model. Thus, it greatly reduced the simulation
needed for collecting training data. However, it may be difficult to find well-
established numerical equations for some design cases. There have also been
great attempts that use transfer learning to reduce the required simulation
data by pre-training the ML model with theoretical data. The drawback is
that the required theoretical data may not be functional or available for some
design scenarios. We propose a Bayesian inspired sampling method that is
more robust and can be widely applied to many design scenarios, and it is
of higher interpretability and more concise compared to the original method
in [28].

This paper proposes an efficient ML method assisted by Bayesian inspired
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sampling strategy for the design of microwave components, as shown in Fig.
E.2(b). The proposed method addresses the challenge of data collection in
ML-based design by reducing the required simulation cycles while maintain-
ing model accuracy. It achieves this by estimating the quality of data before
simulation and allocating computation resources to high-quality data samples.
Unlike conventional uniform sampling or Latin hypercube sampling method
that mainly depends on the parameter range, the proposed method jointly
analyzes both parameter settings and EM responses of existing data for opti-
mizing future data distribution. The proposed Bayesian sampling approach
effectively measures the distributions of existing data, estimates the quality
of new data, and leverages computation resources to simulate high-quality
data. The proposed sampling strategy starts with a small number of parame-
ter settings uniformly initialized within the whole parameter space. They are
combined with their corresponding EM responses obtained through full-wave
simulation to form an initial dataset. Afterward, we applied the Bayesian
rule for evaluating the probability of the outcome of adding a new parameter
setting in different parameter areas. A new parameter setting of the highest
probability is then defined and forms new data together with its EM response
extracted via simulation. After multiple iterations, an optimized dataset is
generated and utilized for training a neural network (NN). The well-trained
NN can then replace the full-wave simulation tool for predicting the EM re-
sponses of unseen parameter settings. The distribution of generated dataset
shows that the sampling is dynamically and effectively guided by the proposed
method, resulting in a high-quality dataset eventually. Experimental results
validate the effectiveness of the proposed method in significantly reducing the
required simulation data and improving the efficiency compared to the con-
ventional uniform sampling and Latin hypercube sampling. Compared with
existing ML methods, the proposed method has superior overall efficiency.

The following part is arranged as follows: Section II introduces the pro-
posed Bayesian inspired ML method; Section III validates the proposed method
in three implementations; Section IV gives the conclusion.

2 Proposed Method

The working principle of the proposed method is demonstrated and compared
with conventional ML methods in Fig. E.2. The existing literature usually
defines all the parameter settings first based on uniform sampling or Latin
hypercube sampling and then simulates them individually. The conventional
uniform sampling sweeps parameters on a fine and uniform grid within the
whole parameter range. The Latin hypercube sampling adjusts the distribution
of parameter settings only based on the parameter range. These traditional
sampling methods cannot ensure the quality of data, because their sampling

150



2. Proposed Method

strategies only depend on the parameter range and ignore the distribution of
EM responses. The tricky thing is that the distribution of EM responses is non-
uniform, unbalanced, and not aligned with the distribution of the parameter
settings. Therefore, the collected data are of unbalanced quality. Some data
contribute little to the model performance, which are named low-quality data;
some data contribute more, which are called high-quality data.

Unlike conventional methods, we estimate the quality of data and adjust
the data distribution by analyzing the distributions of both parameter settings
and EM responses based on the proposed Bayesian sampling. The proposed
Bayesian-inspired sampling iteratively measures the quality of existing data,
predicts new high-quality data, and leverages computation resources to these
high-quality data. By doing this, the distributions of generated data are op-
timized dynamically and effectively, resulting in a high-quality dataset. The
high-quality dataset is of reduced size and takes reduced simulation for re-
alizing the same model accuracy. Therefore, the proposed method has a
significantly improved efficiency.

The proposed method takes ten major steps 1-10.

1. Determine the parameter space by estimating the minimum and maxi-
mum values of concerning geometric parameters.

2. Define a small size of parameter settings on a sparse, uniform grid of the
whole parameter space, and obtain the corresponding EM responses via
simulation. The parameter settings and EM responses are normalized to
form an initial dataset. The initial sampling grid should be sparser than
the typical sampling grid and include the minimum/maximum values.

3. For each data sample (X𝑖 , Y𝑖) within the existing dataset, pick two ref-
erence data samples (X′

𝑖
, Y′

𝑖
) and (X′′

𝑖
, Y′′

𝑖
) from the rest of data samples

excluding itself. Selection of (X′
𝑖
, Y′

𝑖
) obeys the following rules: all the

elements of X′
𝑖

should be incremental or equal compared to their coun-
terparts of X𝑖 ,

ΔX = X′𝑖 − X𝑖 , (E.1)
∀Δ𝑥𝑖 ∈ ΔX , Δ𝑥𝑖 ≥ 0; (E.2)

the sum of increments of all the elements should be minimum,

X′𝑖 = 𝑎𝑟𝑔𝑚𝑖𝑛
X ,X′

𝑖

∑
Δ𝑥𝑖 , Δ𝑥𝑖 ∈ ΔX; (E.3)

at least one of the elements has an increment larger than a pre-defined
threshold,

∃Δ𝑥𝑖 ∈ ΔX , Δ𝑥𝑖 ≥ 𝜖𝑖 . (E.4)
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The thresholds for all the elements are denoted as a vector X𝑢 . X𝑢 limits
the minimum distance between any two data samples,

X𝑢 = [𝜖1 , 𝜖2 , ..., 𝜖𝑖 , ...]. (E.5)

It is defined according to the tolerance of accuracy of specific components.
Selection of (X′′

𝑖
, Y′′

𝑖
)makes sure that (X′′

𝑖
, Y′′

𝑖
) and (X′

𝑖
, Y′

𝑖
) follows the same

rules. (X𝑖 , Y𝑖) is skipped if there are no available reference data that fulfill
the aforementioned rules. Each available combination of (X𝑖 , Y𝑖), (X

′
𝑖
, Y′

𝑖
),

and (X′′
𝑖
, Y′′

𝑖
) defines a parameter area. A list of definitions for parameter

areas should be generated after step 3.

4. The sampling process stops if the list inherited from the step 3 is empty.
Otherwise, each parameter area is evaluated based on the Bayesian the-
orem, as given in formula (E.6),

P(A|B) = P(A,B)
P(B) . (E.6)

The evaluation measures the probability of the outcome of adding a
new data sample within each parameter area, which is denoted as
P{X′

𝑖
|[X𝑖 ,X

′′
𝑖
]},

P{X′𝑖 |[X𝑖 ,X
′′
𝑖 ]} = P(A|B). (E.7)

Here, A is referred to as X′
𝑖
, and B is referred to as [X𝑖 , X′′

𝑖
],

A = X′𝑖 (E.8)
B = [X𝑖 ,X

′′
𝑖 ]. (E.9)

Formula (E.6) is updated as formula (E.10),

P{X′𝑖 |[X𝑖 ,X
′′
𝑖 ]} =

P{[X𝑖 ,X
′
𝑖
,X′′

𝑖
]}

P{[X𝑖 ,X
′′
𝑖
]}

. (E.10)

Here, P{[X𝑖 , X′
𝑖
, X′′

𝑖
]} is defined as,

P{[X𝑖 ,X
′
𝑖 ,X

′′
𝑖 ]} = P{[X𝑖 ,X

′
𝑖]} + P{[X′𝑖 ,X

′′
𝑖 ]}, (E.11)

P{[X𝑖 ,X
′
𝑖]} = |Y𝑖 − Y′𝑖 |

2 , (E.12)

P{[X′𝑖 ,X
′′
𝑖 ]} = |Y

′
𝑖 − Y′′𝑖 |

2; (E.13)

P{[X𝑖 , X′′
𝑖
]} is defined as,

P{[X𝑖 ,X
′′
𝑖 ]} = |Y𝑖 − Y′′𝑖 |

2. (E.14)
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P{X′
𝑖
|[X𝑖 ,X

′′
𝑖
]} can be expressed as formula (E.15),

P{X′𝑖 |[X𝑖 ,X
′′
𝑖 ]} =

P{[X𝑖 ,X
′
𝑖
,X′′

𝑖
]}

P{[X𝑖 ,X
′′
𝑖
]}

=
P{[X𝑖 ,X

′
𝑖
]} + P{[X′

𝑖
,X′′

𝑖
]}

P{[X𝑖 ,X
′′
𝑖
]}

=
|Y𝑖 − Y′

𝑖
|2 + |Y′

𝑖
− Y′′

𝑖
|2

|Y𝑖 − Y′′
𝑖
|2

. (E.15)

Here, {X𝑖 , X′
𝑖
, X′′

𝑖
} represents geometrical parameters, and {Y𝑖 , Y′

𝑖
, Y′′

𝑖
}

represents their corresponding EM responses. They form three data sam-
ples (X𝑖 , Y𝑖), (X

′
𝑖
, Y′

𝑖
), and (X′′

𝑖
, Y′′

𝑖
), which form the 𝑖-th available combina-

tion of data samples that fits the rules described in step 3. P{X′
𝑖
|[X𝑖 ,X

′′
𝑖
]}

represents the probability of the outcome of adding X′
𝑖
within the param-

eter area defined by X𝑖 and X′′
𝑖
; P{[X𝑖 ,X

′
𝑖
,X′′

𝑖
]} represents the probability

of the outcome of having X𝑖 , X′
𝑖
, and X′′

𝑖
; P{[X𝑖 ,X

′′
𝑖
]} represents the prob-

ability of the outcome of having X𝑖 and X′′
𝑖
; P{[X𝑖 ,X

′
𝑖
]} represents the

probability of the outcome of having X𝑖 and X′
𝑖
; P{[X′

𝑖
,X′′

𝑖
]} represents

the probability of the outcome of having X′
𝑖
and X′′

𝑖
.

5. Calculate P{X′
𝑖
|[X𝑖 ,X

′′
𝑖
]}, as defined in formula (E.15), of all the available

combinations that fit the rules in step 3. Select [X𝑖 ,X
′
𝑖
,X′′

𝑖
] that has the

maximum value of P{X′
𝑖
|[X𝑖 ,X

′′
𝑖
]}, referred to as [X∗ ,X

′
∗ ,X

′′
∗ ], as expressed

in formula (E.16),

[X∗ ,X
′
∗ ,X

′′
∗ ] = 𝑎𝑟𝑔𝑚𝑎𝑥(P{X′𝑖 |[X𝑖 ,X

′′
𝑖 ]}). (E.16)

With their correlated EM responses, Y∗ , Y
′
∗ , Y

′′
∗ , three data samples are

selected, (X∗ , Y∗), (X
′
∗ , Y

′
∗), and (X′′∗ , Y

′′
∗ ). The objective is to select the

parameter area that has the highest probability of the outcome of adding
a new data sample within it.

6. Compare |Y∗−Y′∗ | and |Y′∗−Y′′∗ |. [X𝛼, X𝛽] equals [X∗, X′∗] if |Y∗−Y′∗ | is bigger
than |Y′∗−Y′′∗ |, otherwise [X′∗, X′′∗ ], as formulated in formula (E.17),

[X𝛼 ,X𝛽] = 𝑎𝑟𝑔𝑚𝑎𝑥(|Y∗ − Y′∗ |, |Y
′
∗ − Y′′∗ |). (E.17)

It aims to pick out the sub-area within the selected parameter area that
has a higher probability of the outcome of adding a new data sample
within it.

7. A new parameter setting X𝑛𝑒𝑤 is defined within the sub-area defined by
[X𝛼, X𝛽]. The definition is shown as formula (E.18),

X𝑛𝑒𝑤 = 𝜔 · X𝛼 + (1 − 𝜔) · X𝛽 . (E.18)

153



Paper E.

Here, 𝜔 is a value between 0 and 1 (0 and 1 not included). In this paper,
𝜔 is fixed as 0.5. 𝜔 can be set as a random value if higher freedom
is needed to more extensively exploit the parameter space. Obtain its
corresponding EM responses Y𝑛𝑒𝑤 through simulation. X𝑛𝑒𝑤 and Y𝑛𝑒𝑤
form a new data sample (X𝑛𝑒𝑤 , Y𝑛𝑒𝑤).

8. The new data sample (X𝑛𝑒𝑤 , Y𝑛𝑒𝑤) is added to the existing dataset, and
repeat from step 3 until the dataset is sufficient for training. Whether
it is sufficient or not can be tested by evaluating the accuracy of an ML
model after training with the existing dataset.

9. After sufficient data have been obtained through the proposed sam-
pling strategy, they are utilized to train the ML model. In this paper,
we use forward and inverse ML models that project geometric param-
eter settings to corresponding EM responses and project EM responses
to corresponding geometric parameter settings, respectively. Each ML
model is composed of several dense layers. The last layer is followed with
the Linear activation function, and all the rest layers are followed with
the Rectified Linear Unit (ReLU) activation function [29]. For each data
sample, EM responses and geometrical parameters are normalized and
formulated into two vectors as input and output, respectively. Normal-
ization means projecting the original values into a fixed range from 0 to
1 proportionally. The normalized values of each EM response are equal
to, the differences between the original values and the minimum value
of all the EM responses divided by the difference between the maximum
and minimum values of all the EM responses. The normalized values
of each geometrical parameter are equal to, the differences between the
original values and the minimum value of this parameter divided by the
difference between the maximum and minimum values of this param-
eter. The mean square error (MSE) of the output is taken as the loss
function, and utilized for upgrading the weights and biases of the model
by the Gaussian-based backpropagation process. The upgradation is
ruled by the Adaptive Moment Estimate (Adam) optimizer [30]. All the
aforementioned hyperparameters, including the number of layers, the
number of neurons for each layer, the number of epochs, the batch size,
and the learning rate, can be decided and adjusted according to specific
implementations. The numbers of neurons for the input and output
layers are decided by the vector sizes of geometric parameters and EM
responses. The training process completes when it is the last epoch, the
model loss stops converging, or the test loss meets a pre-defined thresh-
old. It is worth mentioning that one can also use a generative model
here.

10. After training, designers can use the forward model to replace the sim-

154



3. Validation

ulator or use the inverse model to determine the geometric parameter
setting for given EM responses in milliseconds.

The core of the proposed Bayesian-based sampling is to estimate the qual-
ity of a new data sample in a parameter area by evaluating the quality of an
existing data sample in the parameter area. The quality of a new data sample
represents the contribution of adding this new data sample to the parame-
ter area; the quality of an existing data sample represents the contribution
of adding the existing data sample to the parameter area. In each parameter
area defined by (X𝑖 , Y𝑖), (X

′
𝑖
, Y′

𝑖
), and (X′′

𝑖
, Y′′

𝑖
), (X𝑖 , Y𝑖) and (X′′

𝑖
, Y′′

𝑖
) defines the

past state, (X′
𝑖
, Y′

𝑖
) represents the existing data sample that has been added

to the parameter area. (X𝑖 , Y𝑖), (X
′
𝑖
, Y′

𝑖
), and (X′′

𝑖
, Y′′

𝑖
) defines its current state.

The contribution of adding (X′
𝑖
, Y′

𝑖
) is approximated as the contribution of the

existing state ((X𝑖 , Y𝑖), (X
′
𝑖
, Y′

𝑖
), and (X′′

𝑖
, Y′′

𝑖
)) divided by the contribution of

the past state ((X𝑖 , Y𝑖) and (X′′
𝑖
, Y′′

𝑖
)), which approximates the contribution of

adding a new data sample in this parameter area. All the combinations of
(X𝑖 , Y𝑖), (X

′
𝑖
, Y′

𝑖
), and (X′′

𝑖
, Y′′

𝑖
) are considered and evaluated, and the quality of

new data in all the parameter areas are estimated. In each iteration, a new data
sample of the highest estimated quality is simulated and added to the existing
dataset. The proposed Bayesian-based sampling leverages precious compu-
tation resources to simulate high-quality data iteratively, hence generating a
higher-quality dataset and leading to a higher model accuracy using the same
amount of simulation runs compared to conventional methods. Therefore, for
realizing the same desired model accuracy, the proposed method can reduce
the required simulation and improve the efficiency significantly compared to
conventional methods.

3 Validation

We validate the efficiency of the proposed method by implementing it in two
real designs and comparing training results with typical methods. The first
design example is the design of a unit cell of metasurface in [31], and the other
is the design of a microwave filter in [32]. We also extend example I to a five-
dimensional example III for investigating the performance of the proposed
method for higher dimensionality. Note that the simulation is supported by
CST.

3.1 Example I: Unit Cell of Metasurface
We apply the proposed method for accelerating the design of a frequency-
selective surface that operates from 40 GHz to 90 GHz. Its unit cell is developed
based on aperture-coupled resonators, as shown in Fig. E.3. Two identical
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Fig. E.3: Example I: Structure of the unit cell of metasurface [31]. (a) 3D view; (b) Top and bottom
metal layers; (c) Middle metal layer.

Table E.1: Example I: Geometric Parameters of the Unit Cell of Metasurface [31]

Parameter Value (mm) Parameter Value (mm)
𝑙𝑐 [0.4, 0.7] 𝑙 1.87
𝑤𝑐 [0.1, 0.4] 𝑤 0.27
ℎ 0.13 𝑙𝑚 0.9
𝑝 2.5

Jerusalem-shaped crosses act as resonators and are etched on the top and
bottom metal layers. Four rectangular slots are etched on the middle metal
layer as its coupling aperture. Every two metal layers are separated by a
𝑅𝑜𝑔𝑒𝑟𝑠𝑅𝑇5880 substrate layer with relative permittivity of �𝑟 = 2.2 and loss
tangent of 𝑡𝑎𝑛𝛿 = 0.004. The geometric parameters are marked in Fig. E.3 and
listed in Table E.1. Among them, 𝑙𝑐 and 𝑤𝑐 are the key parameters to adjust
between specific ranges, while the rest parameters are fixed as constant values.

We define a forward model that projects the values of the two key geometric
parameters (𝑙𝑐 and 𝑤𝑐) to the transmission coefficients (|𝑆21 |) from 40 GHz to
90 GHz. The two adjustable geometric variables are represented as a 2-element
vector ([𝑙𝑐 , 𝑤𝑐]). Fig. E.4 exhibits |𝑆21 |𝑠 of four samples with [𝑙𝑐 , 𝑤𝑐] being
fixed at four different settings, [𝑙𝑐 , 𝑤𝑐] = [0.4 mm, 0.1 mm], [0.5 mm, 0.2 mm],
[0.6 mm, 0.3 mm], and [0.7 mm, 0.4 mm]. |𝑆21 | of each sample is discretely
sampled from 40 GHz to 90 GHz at a uniform frequency step of 1 GHz, and it
is represented as a 51-element vector ([|𝑆21 |]). Thus, the forward model has an
input size of 1 by 2 and an output size of 1 by 51.

For comparison, the forward model is first developed from scratch by using
the conventional method. Within the parameter space of 𝑙𝑐 and 𝑤𝑐 , a fine and
uniform grid is defined as 31×31. On the defined grid, 31×31 = 961 parameter
settings are acquired, and the corresponding 961 |𝑆21 | results are generated via
full-wave simulation. Among these 961 data samples, 850 data samples are
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Table E.2: Example I: Architecture of the Machine Learning Model

No. Layer Neurons Function
1 Input layer 2 Input: [𝑙𝑐 , 𝑤𝑐]
2 Activation function - ReLU
3 Hidden layer 180 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 120 Fully-connected layer
6 Activation function - ReLU
7 Output layer 51 Output: [|𝑆21 |]
8 Activation function - Linear

Loss function Mean Squared Error
Optimizer Adam

Learning rate 0.001
Batch size 20

Epochs 200

|S
21

| (
dB

)

Fig. E.4: |𝑆21 |𝑠 of four samples with [𝑙𝑐 , 𝑤𝑐 ] = [0.4 mm, 0.1 mm], [0.5 mm, 0.2 mm], [0.6 mm,
0.3 mm], and [0.7 mm, 0.4 mm].

arbitrarily chosen and grouped as a training dataset, and the rest 111 data
samples form a test dataset. The allocation ratio of training and testing data
is 88.4 % and 11.6 %. This allocation process will be repeated later on using
different random seeds. We do not define a validation dataset, as ten-fold cross-
validation is applied instead. The forward model is trained on the training
dataset with ten-fold cross-validation and tested on the test dataset. Using ten-
fold cross-validation and Bayesian optimization [33], we sweep and optimize
the hyperparameters of the model, including the learning rate, the batch size,
the number of neurons for each layer, and the number of epochs. The setting of
hyperparameters that avoids overfitting and leads to the minimum loss is fixed
as the final combination. Table E.2 introduces the optimized architecture of
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208 208

Fig. E.5: Example I: Training data distribution of the proposed method.

the forward model. The input is of size 2 for the two geometrical parameters 𝑙𝑐
and𝑤𝑐 ; the output is of size 51 for the 51 discretely sampled values of each |𝑆21 |
curve from 40 GHz to 60 GHz. It consists of two fully-connected neural layers
with 180 and 120 neurons as two hidden layers. ReLU follows each hidden
layer as its activation function. Its loss function is MSE between the predicted
and real values of normalized [|𝑆21 |]. During each epoch, the MSE is utilized
to upgrade the weights and biases of neurons guided by the optimizer Adam.
The batch size is 20, the learning rate is 0.001, and the number of epochs is 200.
For the sake of reliability, we repeat the data allocation and training process
for five rounds using different random seeds, and the average results are taken
as the final results. Its final test loss is 7.5 × 10−4 and is taken as the threshold
value. It is worth noting that the same test dataset is used for evaluating both
the model generated using the conventional method and the model generated
using the proposed method later.

We use the proposed method to train the forward model again from scratch
for comparing and validating the improvement of the proposed method. Note
that this process is also repeated for five rounds using the aforementioned five
random seeds, and the average results are taken as the final results. To start
with, 𝑙𝑐 and𝑤𝑐 are swept on a sparse, uniform grid 16×16 of the whole param-
eter space. 256 parameter settings are defined in total, and the corresponding
|𝑆21 |s from 40 GHz to 90 GHz are obtained through full-wave simulation. Tak-
ing the 256 data samples as an initial dataset, we iteratively generate new data
samples guided by the proposed Bayesian inspired sampling. X𝑢 is set as [0.02,
0.02] and normalized as [0.05, 0.05] during sampling. After 208 iterations, 208
new data samples are generated, and the initial dataset has been expanded
into a larger dataset that consists of 464 data samples. The expanded dataset
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is used to train the forward model. After training, the forward model is then
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Table E.4: Example I: Comparison Between Results of Proposed Method and Conven-
tional Method Using Wider Parameter Range

Conventional method Proposed method
Training data 900 289 + 218 (↓ 393)

Simulation time (h) 20.28 11.42 (↓ 8.86)
Iteration time (h) −− 0.57 (↑ 0.57)

Total time (h) 20.28 11.99 (↓ 8.29)
Test loss (10−3) 3.96 3.96

Note: Proposed method: Proposed sampling with NN;
Conventional method: Uniform sampling with NN.

evaluated on the test dataset that consists of the 111 data samples. The final
test loss is 7.5 × 10−4 and reaches the pre-obtained threshold value.

The distribution of generated training data is shown in Fig. E.5. Gray dots
represent the 256 initial data. 208 new data are represented as blue dots: lighter
blue dots correlate to the earlier iterations, and darker blue dots correspond
to the later iterations. It can be observed that the distribution of training data
is optimized. Sampling gets intensive where either 𝑙𝑐 or 𝑤𝑐 is fixed at large
values.

The results of conventional methods (uniform sampling with NN) and the
proposed method (proposed sampling with NN) are compared in Table E.3.
Compared with the conventional method, the proposed method saves 386
training data and 8.70 h simulation time for the same model accuracy. The
reduction of training data and simulation time is around 45.4 % ( 386

850 = 8.70 h
19.15 h ≈

45.4 %). Considering that the proposed method takes 0.54 h for executing the
iterations, the total time reduction is 8.16 h (8.70 h−0.54 h = 8.16 h). Therefore,
the efficiency of the proposed method outperforms the conventional method
by 42.6 % ( 8.16 h

19.15 h ≈ 42.6 %).
We also investigate the results of our sampling method being integrated

with other ML surrogate modeling techniques: Support Vector Regression
Machine (SVRM), Generalized Regression Neural Network (GRNN), and 3-
order Polynomial Design Response Network (PDRN). They are also compared
with the results of uniform sampling being integrated with these three tech-
niques, as can be seen in Table E.3. The reductions of total time in these
three cases are 7.95 h, 6.74 h, and 7.69 h, hence improving the efficiency by
41.5 % ( 7.95 h

19.15 h ≈ 41.5 %), 35.2 % ( 6.74 h
19.15 h ≈ 35.2 %), and 40.2 % ( 7.69 h

19.15 h ≈ 40.2 %),
respectively.

To investigate the performance of the proposed method in case of a wider
range of parameter space, we extend the variable ranges of 𝑙𝑐 and 𝑤𝑐 to
[0.36 mm, 1 mm] and [0.06 mm, 0.7 mm], respectively, and then we reimple-
ment the proposed method in example I. The comparative results (uniform
sampling with NN and proposed sampling with NN) are listed in Table E.4.
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Fig. E.6: Example II: Structure of the microwave filter [32]. (a) 3D view; (b) Top and bottom metal
layers; (c) Middle metal layer.

As can be observed, a 43.7 % ( 393
900 ≈ 43.7 %) reduction of simulation data and a

40.9 % ( 8.29 h
20.28 h ≈ 40.9 %) improvement of efficiency can still be achieved when

the variable range is extended.
By employing the well-trained forward model, |𝑆21 | results for new settings

of 𝑙𝑐 and 𝑤𝑐 can be determined within seconds instead of repeating the time-
consuming and tedious full-wave simulation, hence significantly improving
the design process.

3.2 Example II: Microwave Filter
The proposed method is applied for the design of a microwave filter presented
by Yang et al. [32] for validation. The structure of the microwave filter is
exhibited in Fig. E.6. It is composed of three metal layers and two substrate
layers. Two substrate layers are 𝑅𝑜𝑔𝑒𝑟𝑠𝑅𝑂4003𝐶 with relative permittivity of
�𝑟 = 3.38 and loss tangent of 𝑡𝑎𝑛𝛿 = 0.0027. The top and bottom metal layers
are open-ended two-order microstrip feedlines, and they are centrosymmetric
to each other. The middle layer is rectangular and is etched with a symmetric
four-branched slot. All the branches are folded and identical. Its geometric
parameters are marked in Fig. E.6. Three geometric parameters (𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3) are
selected as adjustable variables, while the rest parameters are fixed as constant
values. The minimum and maximum values for the three adjustable variables
and the constant values for the rest parameters are listed in Table E.5.

An inverse model is defined to assist the design of this microwave filter.
It aims to determine the three adjustable geometrical variables (𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3)
directly for yielding the desired |𝑆11 |. Each setting of the three adjustable
geometric variables is represented as a 3-element vector ([𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3]). The
frequency band of interest is from 0.1 GHz to 4.5 GHz, and the achieved op-
erating band in [32] is around from 1 GHz to 3.3 GHz. |𝑆11 |𝑠 of four samples
are shown in Fig. E.7, where [𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3] is fixed at four different settings,
[𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3] = [11.5 mm, 2 mm, 9.5 mm], [11.7 mm, 2.7 mm, 9.6 mm], [12 mm,
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Table E.5: Example II: Geometric Parameters of the Microwave filter [32]

Parameter Value (mm) Parameter Value (mm)
𝑙𝑠1 [11.5, 12.5] 𝑤 𝑓 1.5
𝑙𝑠2 [2, 3] 𝑤𝑠 1.5
𝑙𝑠3 [9.5, 10.5] 𝑤𝑠1 0.5
𝑙𝑚 20.5 𝑤𝑚 3.88
𝑙𝑠 9.9 ℎ 0.813
𝑙 𝑓 24

|S
11

| (
dB

)

Fig. E.7: |𝑆11 |𝑠 of four samples with [𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3] = [11.5 mm, 2 mm, 9.5 mm], [11.7 mm, 2.7 mm,
9.6 mm], [12 mm, 2.3 mm, 9.7 mm], and [12.5 mm, 3 mm, 10.5 mm].

2.3 mm, 9.7 mm], and [12.5 mm, 3 mm, 10.5 mm]. The corresponding |𝑆11 | of
each sample is discretely sampled at a uniform frequency step of 0.1 GHz and
represented as a 45-element vector ([|𝑆11 |]). Accordingly, the input size of the
surrogate model is 1 by 45, and its output size is 1 by 3.

The inverse model is first developed from scratch by using the conventional
method. Within the parameter space of 𝑙𝑠1, 𝑙𝑠2 and 𝑙𝑠3, a fine and uniform grid
of 11 × 11 × 11 is defined. Based on the defined grid, 11 × 11 × 11 = 1331
parameter settings are determined, and the corresponding |𝑆11 | results are
then acquired via simulation and form 1331 data samples together with the
correlated parameter settings. Among these 1331 data samples, 1200 data
samples are arbitrarily selected and form a training dataset and the rest 131
data samples form a test dataset. The allocation ratio of data for training and
testing is 90.2 % and 9.8 %. This allocation process will be repeated later on
using different random seeds. We do not separate a validation dataset, as ten-
fold cross-validation is utilized instead. Note that this test dataset is used to
evaluate the surrogate model generated by both the conventional method and
the proposed method. We sweep and optimize the hyperparameters of the
surrogate model, including learning rate, batch size, the number of neurons
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Table E.6: Example II: Architecture of the Machine Learning Model

No. Layer Neurons Function
1 Input layer 45 Input: [|𝑆11 |]
2 Activation function - ReLU
3 Hidden layer 120 Fully-connected layer
4 Activation function - ReLU
5 Hidden layer 160 Fully-connected layer
6 Activation function - ReLU
7 Output layer 3 Output: [𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3]
8 Activation function - Linear

Loss function Mean Squared Error
Optimizer Adam

Learning rate 0.001
Batch size 10

Epochs 160

for each layer, and the number of epochs, by using ten-fold cross-validation
and Bayesian optimization [33]. The setting of hyperparameters that avoids
overfitting and leads to the minimum loss is fixed as the final combination.
The detailed final hyperparameters of the surrogate model are listed in Table
E.6: it consists of two fully-connected neural layers with 120 and 160 neurons
each as hidden layers; ReLU follows each layer as its activation function; MSE
between the predicted and real values of normalized [𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3] is taken as
the loss function; the obtained MSE is utilized to upgrade the weights and
biases of neurons guided by the optimizer Adam; the learning rate is 0.001;
the batch size is 10; the total number of epochs is 160. The inverse model is
then trained using the training dataset and evaluated on the test dataset. To
ensure reliability, we repeat the data allocation and training process for five
rounds using different random seeds, and the average results are taken as the
final results. Its final test loss 7.1 × 10−3 is set as the threshold value.

We then utilize the proposed method to develop the inverse model. Note
that this process is also repeated for five rounds using the aforementioned five
random seeds, and the average results are taken as the final results. 216 settings
of geometric parameters are initialized by sweeping on a uniform grid of 6×6×6
within the three-dimensional parameter space confined by the minimum and
maximum values of the three adjustable geometric parameters. X𝑢 is defined
as [0.2, 0.2, 0.2], and it is normalized into [0.2, 0.2, 0.2] during sampling. After
464 iterations, 464 new data samples are generated by executing the proposed
Bayesian inspired sampling. The initial dataset has now been expanded into
an optimized dataset with 680 data samples in total. The optimized dataset is
used to train the inverse model. The well-trained inverse model is evaluated
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on the same test dataset again. The final test loss equals 7.1× 10−3 and realizes
the threshold value. Therefore, the proposed method reduces the amount of
required simulation data by 520 for the same model accuracy compared with
the conventional method.
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Table E.8: Example II: Comparison Between Results of Proposed Method and Conven-
tional Method Using Wider Parameter Range

Conventional method Proposed method
Training data 600 125 + 218 (↓ 257)

Simulation time (h) 37.40 21.38 (↓ 16.02)
Iteration time (h) −− 2.15 (↑ 2.15)

Total time (h) 37.40 23.53 (↓ 13.87)
Test loss (10−2) 2.12 2.12

Note: Proposed method: Proposed sampling with NN;
Conventional method: Uniform sampling with NN.

Fig. E.8: Example II: Training data distribution of the proposed method. (a) Distribution over 𝑙𝑠1,
𝑙𝑠2, and 𝑙𝑠3. (b) Distribution over 𝑙𝑠1 and 𝑙𝑠2. (c) Distribution over 𝑙𝑠1 and 𝑙𝑠3. (d) Distribution over
𝑙𝑠2 and 𝑙𝑠3.

The distribution of the optimized training data is exhibited in Fig. E.8.
Initial data are represented as gray dots, and new data are represented as blue
dots. The lightness of blue dots corresponds to the order of new data being
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Table E.9: Example III: Geometric Parameters of the Unit Cell of Metasurface [31]

Parameter Value (mm) Parameter Value (mm)
𝑙𝑐 [0.6, 1] 𝑙 [1.7, 2.1]
𝑤𝑐 [0.1, 0.5] 𝑤 [0.1, 0.3]
ℎ [0.05, 0.15] 𝑙𝑚 0.9
𝑝 2.5

generated. Data generated during earlier iterations are represented as lighter
blue dots, and those during later iterations are represented as darker blue dots.
It can be observed that the sampling densities of 𝑙𝑠1, 𝑙𝑠2, and 𝑙𝑠3 are carefully
manipulated by the proposed Bayesian inspired sampling strategy.

Training results of the proposed method (Proposed sampling method with
NN) are shown and compared with conventional ML methods (uniform sam-
pling with NN) in Table E.7. To converge beneath a prediction error around
7.1 × 10−3 , the proposed method requires 680 training data samples. In con-
trast, conventional ML methods using uniform sampling require 1200 training
data samples. On average, each simulation cycle for simulating one param-
eter setting takes 3.74 min. Consequently, the required simulation time is
reduced from 74.80 h to 42.39 h. Therefore, the proposed ML method real-
izes 43.3 % reduction of training data ( 1200−680

1200 ≈ 43.3 %) and simulation time
( 74.80 h−42.39 h

74.80 h ≈ 43.3 %). Note that the execution of iterations takes 5.96 h, hence
the total time reduction is 35.4 % ( 74.80 h−42.39 h+5.96 h

74.80 h ≈ 35.4 %). Therefore, the
efficiency improvement of the proposed method in example II is 35.4 %.

Again, we validate the proposed sampling method by integrating it with the
three typical ML surrogate modeling techniques: SVRM, GRNN, and 3-order
PDRN. Its corresponding results are listed in Table E.7 for comparison with
the results of uniform sampling being integrated with these three techniques.
The 3-order PDRN fails to converge in this case, as the input dimension (45) is
relatively too high. The reductions of total time in the first two cases are 24.65 h
and 25.85 h, and the efficiencies are improved by 33.0 % ( 24.65 h

74.80 h ≈ 33.0 %) and
34.6 % ( 25.85 h

74.80 h ≈ 34.6 %), respectively.
We validate the performance of the proposed method in case of a wider

range of parameter space by extending the variable ranges of 𝑙𝑠1, 𝑙𝑠2, and
𝑙𝑠3 to [10 mm, 14 mm], [2 mm, 6 mm], and [8 mm, 12 mm], respectively and
reimplementing the proposed method in example II. The amount of training
data is reduced to 600 for applying uniform sampling on a uniform grid of
9 × 9 × 9 in the parameter space. The grid density for each dimension is fixed
at 9 for setting the minimum parameter step as 0.5 mm (the range of each
parameter is 4 mm). Among the 9 × 9 × 9 = 729 data, 600 data are arbitrarily
chosen as the training data, and the rest 129 data are taken as the test data.
Note that the model loss increases from 0.71 × 10−2 to 2.12 × 10−2 because of
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the reduction of training data. The increased model loss does not affect the
validation, as we just need to validate that the proposed method can reduce
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the required data while maintaining the model loss. The comparative results
(uniform sampling with NN and proposed sampling with NN) are listed in
Table E.8. As can be observed, a 42.8 % ( 257

600 ≈ 42.8 %) reduction of simulation
data and a 37.1 % ( 13.87 h

37.40 h ≈ 37.1 %) improvement of efficiency can still be
achieved in example II with a wider parameter range.

The well-trained inverse model can then be utilized to conveniently de-
termine an optimal geometric parameter setting [𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3] for generating a
desired |𝑆11 |. Designers just need to discretely sample the desired |𝑆11 | as a 1
by 45 vector [|𝑆11 |], then normalize and input it to the well-trained model. The
well-trained model can directly determine an optimal setting of normalized
[𝑙𝑠1, 𝑙𝑠2, 𝑙𝑠3]. The actual parameter setting can be obtained after denormaliza-
tion. It will save human designers significant time and energy by avoiding
repetitive basic tasks, freeing them up to focus on more meaningful and inno-
vative work.

3.3 Example III: Five-Dimensional Extension of Example I
To explore the performance of the proposed method as the dimensionality in-
creases, we extend the 2-dimensional example I to the 5 dimensional example
III. We increase the number of parameters to be adjusted from 2 to 5 and reim-
plement the proposed method. The original example I only has 2 adjustable
parameters 𝑙𝑐 and 𝑤𝑐 . In the extended example III, there are 5 parameters to
be adjusted: 𝑙𝑐 , 𝑤𝑐 , 𝑙, 𝑤, ℎ. The parameter range is updated and listed in Table
E.9.

We investigate the performance of the proposed method compared to con-
ventional uniform sampling and Latin hypercube sampling for datasets of
different sizes. For the sake of simplicity, we omit the descriptions of the de-
tailed processes here, as they are basically repetitions of example I as described
in Section III-A. The results are listed and compared in Table E.10.

As can be observed from Table E.10, a significant reduction of simulation
data and improvement of efficiency can still be achieved for datasets of different
sizes when the dimensionality increases from 2 to 5. Compared with uniform
sampling using datasets of sizes 300, 500, and 800, the proposed sampling
requires only 172, 294, and 469, respectively, hence improving the efficiency
significantly. To compare with Latin hypercube sampling, we generate datasets
of the same sizes of 172, 294, and 469 by using the Latin hypercube sampling
technique. The three datasets are then used to train the surrogate model. We
compare the results of the proposed method and Latin hypercube sampling
using datasets of the same sizes of 172, 294, and 469 in Table E.10. Compared to
Latin hypercube sampling, the proposed method also outperforms in terms of
efficiency. Latin hypercube sampling results in on average 20 % higher model
losses, which represents a 20 % deterioration of the model accuracy, when
using the same-sized training datasets.
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4 Conclusion

In conclusion, this paper proposes an efficient machine learning (ML) method
for the design of microwave components, which utilizes Bayesian inspired
sampling. Compared with conventional ML methods, the proposed method
significantly reduces the required amount of data and simulation by optimiz-
ing the distribution of training data according to the Bayesian rule. We define
a Bayesian inspired expression for evaluating the probability of the outcome
of adding a new data sample in a specific parameter area. The parameter area
with the highest probability of the outcome is selected for generating new data
during each iteration. The proposed sampling strategy optimizes the distri-
bution of training data dynamically within the parameter space, leading to a
significant reduction of the amount of training data for the same model accu-
racy. The comparative results show that the proposed method achieves the
same model accuracy with significantly reduced simulation data, indicating
a higher efficiency compared to conventional methods. Other than the im-
provement of efficiency, the proposed sampling method may provide insights
into the sensitivity of geometric parameters in electromagnetic structures. By
analyzing the distribution of generated high-quality data, as shown in Fig.
E.5 and E.8, it may assist human designers to identify the most sensitive pa-
rameters and ranges, enable a better understanding of the working principles,
and guide the design decisions. The proposed method has great potential
for practical applications in the design of microwave components and related
fields. Further investigations on the extension of this method to other design
problems and the exploration of its theoretical foundation are worth pursuing
in future work.

References

[1] X. Fang, H. Li, and Q. Cao, “Design of reconfigurable periodic structures
based on machine learning,” IEEE Trans. Microw. Theory Techn., early access,
2023, doi: 10.1109/TMTT.2022.3233740.

[2] Z. Zhou, Z. Wei, J. Ren, Y. Yin, G. F. Pedersen and M. Shen, “Represen-
tation learning-driven fully automated framework for the inverse design
of frequency-selective surfaces,” IEEE Trans. Microw. Theory Techn., vol. 71,
no. 6, pp. 2409–2421, Jun., 2023, doi: 10.1109/TMTT.2023.3235066.

[3] F. Feng, W. Na, J. Jin, J. Zhang, W. Zhang, and Q.-J. Zhang, “Artificial neural
networks for microwave computer-aided design: the state of the art,” IEEE
Trans. Microw. Theory Techn., vol. 70, no. 11, pp. 4597–4619, Nov. 2022, doi:
10.1109/TMTT.2022.3197751.

169



References

[4] Z. Wei, Z. Zhou, P. Wang, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen, “Fully
automated design method based on reinforcement learning and surrogate
modeling for antenna array decoupling,” IEEE Trans. Antennas Propag., vol.
71, no. 1, pp. 660-671, Jan. 2023, doi: 10.1109/TAP.2022.3221613.

[5] N. Kazemi, M. Abdolrazzaghi, P. Musilek, and M. Daneshmand, “A
temperature-compensated high-resolution microwave sensor using arti-
ficial neural network,” IEEE Microw. Wireless Compon. Lett., vol. 30, no. 9,
pp. 919–922, Sep. 2020, doi: 10.1109/LMWC.2020.3012388.

[6] H. M. Torun, A. C. Durgun, K. Aygün, and M. Swaminathan, “Causal and
passive parameterization of S-parameters using neural networks,” IEEE
Trans. Microw. Theory Techn., vol. 68, no. 10, pp. 4290–4304, Oct. 2020, doi:
10.1109/TMTT.2020.3011449.

[7] L. Xiao, W. Shao, X. Ding, and B. Wang, “Dynamic adjustment ker-
nel extreme learning machine for microwave component design,” IEEE
Trans. Microw. Theory Techn., vol. 66, no. 10, pp. 4452–4461, Oct. 2018, doi:
10.1109/TMTT.2018.2858787.

[8] P. Di Barba, L. Januszkiewicz, J. Kawecki, and M. E. Mognaschi, “Elec-
tromagnetic wave absorption in the human head: A virtual sensor based
on a deep-learning model,” Sens., vol. 23, no. 6, pp. 1–19, Mar. 2023, doi:
10.3390/s23063131.

[9] J. Kawecki, L. Januszkiewicz, P. Di Barba, and K. Kropidlowski, “Eye
shielding against electromagnetic radiation: Optimal design using a re-
duced model of the head,” Electron., vol. 12, no. 2, pp. 1–16, Jan. 2023, doi:
10.3390/electronics12020291.

[10] P. Di Barba, “Future trends in optimal design in electromagnet-
ics,” IEEE Trans. Magn., vol. 58, no. 9, pp. 1–4, Sep. 2022, doi:
10.1109/TMAG.2022.3164204.

[11] P. Di Barba, M.E Mognaschi, and S. Wiak, “Neural metamodelling of
fields: Towards a new deal in computational electromagnetics,” Int. Jnl.
Appl. Electromagn. Mech., vol. 69, no. 2, pp. 127–137, Jun. 2022, doi:
10.3233/JAE-210222.

[12] Z. Wei, Z. Zhou, P. Wang, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen, “Au-
tomated antenna design via domain knowledge-informed reinforcement
learning and imitation learning,” IEEE Trans. Antennas Propag., vol. 71, no.
7, pp. 5549–5557, Jul. 2023, doi: 10.1109/TAP.2023.3266051.

[13] M. Sedaghat, R. Trinchero, Z. H. Firouzeh, and F. G. Canavero, “Com-
pressed machine learning-based inverse model for design optimization of

170



References

microwave components,” IEEE Trans. Microw. Theory Techn., vol. 70, no. 7,
pp. 3415–3427, Apr. 2022, doi: 10.1109/TMTT.2022.3166151.

[14] Z. Zhou, Z. Wei, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen, “Transfer
learning assisted multi-element calibration for active phased antenna ar-
rays,” IEEE Trans. Antennas Propag., vol. 71, no. 2, pp. 1982–1987, Oct. 2022,
doi: 10.1109/TAP.2022.3216548.

[15] Z. Zhou, Z. Wei, Y. Zhang, P. Wang, J. Ren, Y. Yin, G. F. Pedersen, and
M. Shen, “Training of deep neural networks in electromagnetic problems:
a case study of antenna array pattern synthesis,” in 2021 IEEE MTT-S
International Wireless Symposium (IWS), Nanjing, China, May. 2021, pp. 1-3,
doi: 10.1109/IWS52775.2021.9499638.

[16] S. Koziel and M. Abdullah, “Machine-learning-powered EM-based frame-
work for efficient and reliable design of low scattering metasurfaces,” IEEE
Trans. Microw. Theory Techn., vol. 69, no. 4, pp. 2028–2041, Mar. 2021, doi:
10.1109/TMTT.2021.3061128.

[17] Z. Zhou, Z. Wei, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen, “Two-
order deep learning for generalized synthesis of radiation patterns for
antenna arrays,” IEEE Trans. Artif. Intell., early access, Jul. 2022, doi:
10.1109/TAI.2022.3192505.

[18] J. A. Hodge, K. V. Mishra, and A. I. Zaghloul, “RF metasurface array
design using deep convolutional generative adversarial networks,” in IEEE
Int. Symp. Phased Array Syst. Technol., Oct. 2019, pp. 1–6.

[19] Z. Wei, Z. Zhou, P. Wang, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen,
“Equivalent circuit theory-assisted deep learning for accelerated generative
design of metasurfaces,” IEEE Trans. Antennas Propag., vol. 70, no. 7, pp.
5120–5129, Feb. 2022, doi: 10.1109/TAP.2022.3152592.

[20] P. Naseri and S. V. Hum, “A Generative Machine Learning-Based
Approach for Inverse Design of Multilayer Metasurfaces,” IEEE Trans.
Antennas Propag., vol. 69, no. 9, pp. 5725–5739, Feb. 2021, doi:
10.1109/TAP.2021.3060142.

[21] P. Naseri, G. Goussetis, N. J. G. Fonseca, and S. V. Hum, “Synthesis
of multi-band reflective polarizing metasurfaces using a generative ad-
versarial network,” Sci. Rep., vol. 12, no. 1, pp. 1–14, Oct. 2022, doi:
10.1038/s41598-022-20851-y.

[22] S. Koziel, A. Pietrenko-Dabrowska, and M. Mahrokh, “Globalized
simulation-driven miniaturization of microwave circuits by means of
dimensionality-reduced constrained surrogates,” Sci. Rep., vol. 12, no. 1,
Art. no. 1, Sep. 2022, doi: 10.1038/s41598-022-20728-0.

171



References

[23] S. Koziel and A. Pietrenko-Dabrowska, “Low-cost quasi-global optimiza-
tion of expensive electromagnetic simulation models by inverse surrogates
and response features,” Sci. Rep., vol. 12, no. 1, Art. no. 1, Nov. 2022, doi:
10.1038/s41598-022-24250-1.

[24] A. Pietrenko-Dabrowska and S. Koziel, “Globalized parametric optimiza-
tion of microwave components by means of response features and in-
verse metamodels,” Sci. Rep., vol. 11, no. 1, Art. no. 1, Dec. 2021, doi:
10.1038/s41598-021-03095-0.

[25] J. A. Tomasson, A. Pietrenko-Dabrowska, and S. Koziel, “Expedited glob-
alized antenna optimization by principal components and variable-fidelity
EM simulations: Application to microstrip antenna design,” Electron., vol.
9, no. 4, Art. no. 4, Apr. 2020, doi: 10.3390/electronics9040673.

[26] S. Koziel and A. Pietrenko-Dabrowska, “Expedited feature-based quasi-
global optimization of multi-band antenna input characteristics with Jaco-
bian variability tracking,” IEEE Access, vol. 8, pp. 83907–83915, May. 2020,
doi: 10.1109/ACCESS.2020.2992134.

[27] Z. Wei, Z. Zhou, Y. Zhang, P. Li, J. Ren, Y. Yin, G. F. Pedersen, and M. Shen,
“Domain knowledge assisted training dataset generation for metasurface
designs,” in 2021 IEEE MTT-S International Wireless Symposium (IWS), Nan-
jing, China, May. 2021, pp. 1-3, doi: 10.1109/IWS52775.2021.9499612.

[28] Z. Zhou, Z. Wei, A. Tahir, J. Ren, Y. Yin, G. F. Pedersen and M. Shen, “A
high-quality data acquisition method for machine learning-based design
and analysis of electromagnetic structures,” IEEE Trans. Microw. Theory
Techn., early access, 2023, doi: 10.1109/TMTT.2023.3235066.

[29] V. Nair and G. E. Hinton, “Rectified linear units improve restricted boltz-
mann machines,” in Int. Conf. Mach. Learn., 2010, pp. 1–8.

[30] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
in Int. Conf. Learn. Repr., Y. Bengio and Y. LeCun, Eds., 2015, pp. 1–15.

[31] D. S. Wang, P. Zhao, and C. H. Chan, “Design and analysis of
a high-selectivity frequency-selective surface at 60 GHz,” IEEE Trans.
Microw. Theory Techn., vol. 64, no. 6, pp. 1694–1703, Jun. 2016, doi:
10.1109/TMTT.2016.2557325.

[32] L. Yang, L. Zhu, R. Zhang, J. Wang, W. Choi, K. Tam, and R. Gómez-García,
“Novel multilayered ultra-broadband bandpass filters on high-impedance
slotline resonators,” IEEE Trans. Microw. Theory Techn., vol. 67, no. 1, pp.
129–139, Jan. 2019, doi: 10.1109/TMTT.2018.2873330.

172



References

[33] N. Calik, F. Gunes, S. Koziel, A. P. Dabrowska, M. A Belen, and P. Mahouti,
“Deep-learning-based precise characterization of microwave transistors
using fully-automated regression surrogates,” Sci. Rep., vol. 13, no. 1, pp.
1–16, Jan. 2023, doi: 10.1038/s41598-023-28639-4.

173



ZH
A

O
 ZH

O
U

M
A

C
H

IN
E LEA

R
N

IN
G

-A
SSISTED

 D
ESIG

N
 A

N
D

 A
N

A
LYSIS O

F ELEC
TR

O
M

A
G

N
ETIC

 STR
U

C
TU

R
ES

ISSN (online): 2446-1628 
ISBN (online): 978-87-7573-587-7


	Omslag_ZZ
	PHD_ZZ_TRYK.pdf
	Kolofon_ZZ.pdf
	Phd_thesis_ZhaoZhou_Full.pdf
	Front page
	Curriculum Vitae
	Abstract
	Resumé
	Contents
	Thesis details
	Preface
	I Introduction
	Introduction
	1 Motivation
	1.1 Electromagnetic Structures
	1.2 Conventional Design and Analysis Methods
	1.3 Machine Learning-Assisted Design and Analysis Methods
	1.4 Key Machine Learning Techniques

	2 Research Objectives
	2.1 Generalized Array Radiation Synthesis
	2.2 Multi-Element Phased Array Calibration
	2.3 Inverse Design of Frequency Selective Surfaces
	2.4 High-Quality Data Acquisition
	2.5 Efficient Machine Learning

	3 Contributions
	3.1 Paper A
	3.2 Paper B
	3.3 Paper C
	3.4 Paper D
	3.5 Paper E

	4 Conclusion
	References


	II Papers
	A Two-Order Deep Learning for Generalized Synthesis of Radiation Patterns for Antenna Arrays 
	1 Introduction
	2 Two-order DL-based Method
	2.1 Workflow
	2.2 Data Processing
	2.3 First-order Training
	2.4 Second-order Training

	3 Implementation on Patch Antenna Arrays
	3.1 Data Processing
	3.2 First-order Training
	3.3 Second-order Training
	3.4 Verification
	3.5 Comparison and discussion

	4 Conclusion
	References

	B Transfer-Learning-Assisted Multielement Calibration for Active Phased Antenna Arrays 
	1 Introduction
	2 Feature Extraction Scheme
	2.1 Theoretical Basis
	2.2 Strategy of FES
	2.3 The Optimal FES

	3 The Surrogate Model
	3.1 Workflow
	3.2 Acquire Generic Knowledge
	3.3 Characterize Non-ideal Response

	4 Validation and Discussion
	4.1 Virtual Validation
	4.2 Experimental Validation
	4.3 Large Array Validation
	4.4 Comparison and Discussion

	5 Conclusion
	References

	C Representation Learning-Driven Fully Automated Framework for the Inverse Design of Frequency-Selective Surfaces 
	1 Introduction
	2 Fully-Automated Inverse Design Framework
	2.1 Auto-Selection
	2.2 Auto-Evolution

	3 Validation
	3.1 Band-Pass
	3.2 Dual-Band-Pass
	3.3 High-Pass
	3.4 Polarizer

	4 Discussion
	5 Conclusion
	References

	D A High-Quality Data Acquisition Method for Machine-Learning-Based Design and Analysis of Electromagnetic Structures
	1 Introduction
	2 Algorithm
	3 Implementation
	3.1 Implementation A: MJC Reflective Surface
	3.2 Implementation B: RCS Reduction Metasurface
	3.3 Implementation C: Array Radiation Synthesis
	3.4 Implementation D: Enlarged Array Radiation Synthesis

	4 Discussion
	5 Conclusion
	References

	E Bayesian-Inspired Sampling for Efficient Machine-Learning-Assisted Microwave Component Design
	1 Introduction
	2 Proposed Method
	3 Validation
	3.1 Example I: Unit Cell of Metasurface
	3.2 Example II: Microwave Filter
	3.3 Example III: Five-Dimensional Extension of Example I

	4 Conclusion
	References


	Blank Page


	Omslag_ZZ.pdf
	Blank Page
	Blank Page



