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Abstract: Parallel operation of distributed generation is an important topic for microgrids, which can provide a highly reliable electric supply service and good power quality to end customers when the utility is unavailable. However, there is a well-known limitation: the power sharing accuracy between distributed generators in a parallel operation. Frequency and voltage droop is a well-established control method for improving power sharing performance. In this method, the active and reactive power calculations are used to adjust the frequency and amplitude of the output voltage. This paper describes the digital implementation of a droop method, and analyzes the influence of power calculation on droop method performance. According to the analysis, the performance of droop control in a digital control system is limited by the accuracy and speed of the power calculation method. We propose an improved power calculation method based on \( p-q \) theory to improve the performance of the droop control method, and we compare our new method with two traditional power calculation methods. Finally, simulation results and experimental results from a three single-phase 1-kW-inverter system are presented, which validate the performance of our proposed method.
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1 Introduction

Microgrids are defined as systems that have at least one distributed energy resource (DER) and associated loads, which can form intentional islands in electrical distribution systems and provide higher reliability electric service and better power quality to the end customers independently compared with the traditional utility (Kroposki et al., 2008). In general, a microgrid comprises distributed generators (DGs), distributed energy storages (DSs), and local loads (Ahn et al., 2010). This concept allows for the integration of renewable and non-conventional energy resources through different kinds of DGs, such as photovoltaic panels, fuel cells (FCs), or wind turbines (Hatzigiroyi et al., 2007; Guerrero et al., 2010).

A microgrid can be thought of as a controllable subsystem of a utility, and should operate safely and reliably in grid-connected mode and in islanding mode (de Brabandere et al., 2007; Guerrero et al., 2008; 2009). When the microgrid connects to the utility, DGs are able to maintain a constant output power regardless of the load variation, because the power mismatch can be compensated by the grid (Ahn et al., 2010). However, during islanding mode, DGs and DSs working in parallel operation must keep the local voltage stable, match customers’ requirements exactly, provide (or absorb) the instantaneous power to the customers, and protect the internal microgrid (Kroposki et al., 2008). At the same time, every DG or DS should share output active and reactive power with other units in exact accordance with
the load, to avoid circulating currents (Guerrero et al., 2008).

Many control techniques have been introduced to achieve power sharing in parallel operation. A well-established control method is the droop method (Sun et al., 2003; Guerrero et al., 2005; Roslan et al., 2011). This technique adjusts the frequency and amplitude of output voltage to compensate for active and reactive power unbalances. Many researchers have focused on improving the droop control, and many improved methods have been proposed, such as the modified droop (Chiang et al., 2001; Barklund et al., 2008; Diaz et al., 2010; Majumder et al., 2010), virtual impedance loops (Guerrero et al., 2006; Matas et al., 2010; He and Li, 2011; Yao et al., 2011), combined droop (Marwali et al., 2004; Golestan et al., 2009; Chung et al., 2010; Hasanzadeh et al., 2010), and adaptive droop (Yang et al., 2006; Mohamed and El-Saadany, 2010; Li and Kao, 2009; Rokrok and Golshan, 2010) control schemes.

In the droop method, active power and reactive power calculations are the foundation which is used to adjust the frequency and amplitude of the output voltage. Nearly all droop methods employ various complicated algorithms realized in digital control systems to improve the power sharing performance. To obtain better transient performance, these control methods need to adjust the frequency and amplitude in every switching frequency through the digital control system. A highly accurate and fast power calculation method is required to ensure that the control method can obtain the optimal correction value. Therefore, droop performance is limited by the accuracy and speed of the power calculation in a digital control system.

In this paper, we analyze the influence of the power calculation method on parallel performance by theoretical derivation, and show that the accuracy and speed of the power calculation are important for the performance of a parallel operation. However, traditional power calculation methods have a slow and oscillating transient response due to a low pass filter (LPF) and average computing cycle, and could be easily influenced by disturbance and variation in load, such as non-linear or light load (Ren et al., 2010; Yao et al., 2010).

Thus, in this paper, we try to solve the problems of load sharing performance by improving the power calculation method. A preferable power calculation based on a modified $p$-$q$ theory is proposed to solve the problem and improve dynamic performance. An instantaneous active and reactive power ($p$-$q$) theory has been proposed for three-phase circuit applications (Afonso et al., 2003; Aredes et al., 2009). Although the $p$-$q$ theory, in its original concept, was conceived to be used in three-phase systems, it is possible to implement it in single-phase systems using some modifications (Oliveira da Silva et al., 2008).

2 Droop control method overview

Fig. 1 depicts the structure of a microgrid comprising various units, such as DGs, DSs, and local loads. These units are connected through an AC common bus (Kroposki et al., 2008). The equivalent circuit of a DG or DS in a parallel operation can be described in Fig. 2 (Yao et al., 2010). The apparent power delivered to the load is shown as

$$S = P + jQ = E \cdot I_o = E \angle \phi \cdot \left( \frac{E \angle \phi - V \angle \theta}{Z \angle \theta} \right)^*.$$  \hspace{1cm} (1)

![Fig. 1 Structure of a microgrid](image1)

PV: Photovoltaic; PCC: point of common coupling

![Fig. 2 Equivalent circuit of a distributed generator](image2)

(Yao et al., 2010)
The active power $P$ and reactive power $Q$ injected to the bus by each unit can be expressed as (Guerrero et al., 2006)

$$
\begin{align*}
P &= \left( \frac{EV}{Z} \cos \phi - \frac{V^2}{Z} \right) \cos \theta + \frac{EV}{Z} \sin \phi \sin \theta, \\
Q &= \left( \frac{EV}{Z} \cos \phi - \frac{V^2}{Z} \right) \sin \theta - \frac{EV}{Z} \sin \phi \cos \theta,
\end{align*}
$$

(2)

where $E$ and $V$ are the amplitudes of the DG output voltage $v_o$ and the common bus voltage $v_{bus}$, respectively, $\phi$ is the power angle, and $Z$ and $\theta$ are the magnitude and phase of the output impedance, respectively. Note that both $P$ and $Q$ depend simultaneously on the output voltage phase $\phi$ and the amplitude $E$.

The line impedance angle $\theta$ largely determines the droop control law (Guerrero et al., 2006). Traditionally, the inverter line impedance is considered to be inductive (Guerrero et al., 2008), due to the use of an output inductor used to balance the output current and restrain the instantaneous circulating current. When $\theta$ is 90°, Eq. (3) can be obtained from Eq. (2):

$$
\begin{align*}
P &= \frac{EV}{Z} \sin \phi \approx \frac{EV}{Z} \phi, \\
Q &= \frac{EV \cos \phi - V^2}{Z} \approx \frac{V}{Z} (E - V).
\end{align*}
$$

(3)

Hence, it is clear that if the angle difference $\phi$ is small, the real power can be controlled by controlling $\phi$, while the reactive power can be controlled by controlling $E$.

Using the droop method, each unit uses frequency instead of phase to control the active power flows, considering that they do not know the initial phase values of the other units. Therefore, the droop control method can be expressed in a general form as

$$
\begin{align*}
\omega &= \omega^* - mP, \\
E &= E^* - nQ.
\end{align*}
$$

(4)

The higher are the droop coefficients, the better is the power sharing. However, the frequency and amplitude regulation deteriorate (Fig. 3). This tradeoff must be considered in these two droop equations.

3 Performance limitations of the digital droop method

Nowadays, digital control is widely used in power electronic systems to realize complex control algorithms and to improve performance. Fig. 4 shows the structure of DGs with a digital control system in parallel operation. Table 1 shows the nomenclature of the parameters. The yellow part in Fig. 4 is the traditional double-loop control and the blue part is the droop method. The yellow and blue parts are both realized in the digital control system and should be described in $Z$-domain. The zero-order hold (ZOH) and LC filter, shown in orange, should be described in $S$-domain.

Fig. 3 Static droop characteristics
(a) $P$-$\omega$ droop control; (b) $Q$-$V$ droop control

Fig. 4 Structure of DGs with a digital control system
Yellow part: traditional double-loop control; blue part: droop method; orange part: zero-order hold (ZOH) and LC filter. References to color refer to the online version of this figure.
The droop method generates a reference voltage $v_{\text{ref}}$, according to the active and reactive power. Traditional double-loop control comprises the instantaneous voltage outer loop and the current inner loop, and can guarantee the output voltage $v_o$ follows the reference voltage robustly. The closed transfer function of the double-loop control is shown as

$$
V_o(z) = \frac{G_T(s)G_{ZOH}(s)}{1 + k_c(1 - \frac{1}{z})Z\left(\frac{G(s)}{s}\right)G_{PI}(z)^{-1}}
$$

(5)

where $V_{\text{ref}}(z)$ and $V_o(z)$ are the discretized expressions of $v_{\text{ref}}$ and $v_o$, respectively. $G_1(s)$, $G_1T(s)$, $G_{ZOH}(s)$, and $G_{PI}(z)$ are shown as Eqs. (6)–(9), respectively:

$$
G_1(s) = \frac{k_{\text{pwm}}X_{\text{load}}}{s^2L_eC_{\text{load}} + sL_e + X_{\text{load}}},
$$

(6)

$$
G_1T(s) = \frac{k_{\text{pwm}}k_{\text{pwm}}(sC_{\text{load}} + 1)}{s^2L_eC_{\text{load}} + sL_e + X_{\text{load}}},
$$

(7)

$$
G_{ZOH}(s) = \frac{1}{s} \exp(-Ts),
$$

(8)

$$
G_{PI}(z) = k_p + \frac{k_i}{1 - \frac{1}{z}}.
$$

(9)

In the droop method, the angular frequency and amplitude of the output voltage are adjusted to realize power sharing. To obtain better transient performance, the droop control needs to adjust the frequency and amplitude in every switching frequency via the digital control system. Thus, an accurate and highly-efficient execution mechanism for the droop method is very important for parallel operation performance. According to Eq. (4), the control accuracy of the droop method can be obtained as

$$
\begin{align*}
\delta P & = \frac{2\pi f_o}{m}\delta f_o, \\
\delta Q & = \frac{1}{n}\delta E.
\end{align*}
$$

(10)

where $f_o=\omega/(2\pi)$. Therefore, the droop performance is impacted by the values of the droop parameters ($m$ and $n$) and the control precision ($\delta f_o$ and $\delta E$) of the digital system (Fig. 5).

![Fig. 5 Droop performance with control precision](a) $P$-$\omega$ droop control; (b) $Q$-$V$ droop control)

### 3.1 Digital implementation of the $Q$-$V$ droop method

In a digital system, the control precision of $Q$-$V$ droop is determined mainly by the $N$-bit A/D sampling precision. If the output voltage $v_o$ is described by $E\sin(\omega t)$, then $\delta E$ can be obtained as

$$
\delta E = \frac{2E}{2^N}.
$$

(11)

For instance, if $n$ is set as 0.0001 V/Var (which means every 1000 Var reactive power causes output voltage change by 0.1 V), $N=12$, and $E=155$ V, then $\delta Q=7.6$ W according to Eqs. (10) and (11). That is, if the variation in reactive power is smaller than 7.6 W, the output voltage remains unchanged.

### 3.2 Digital implementation of the $P$-$\omega$ droop method

The realization of the $P$-$\omega$ droop is more complex than the $Q$-$V$ droop. Take the DSP F2808 for example. Fig. 6 shows the relationship between the inverter’s output frequency $f_o$, the switching frequency $f_s (1/T_s)$, and the DSP’s oscillator frequency $f_{\text{osc}} (1/T_{\text{osc}})$. $N_{\text{osc}}$ is an adjustable parameter in DSP. Thus, the relationship between $f_o$, $f_s$, and $f_{\text{osc}}$ can be described by

<table>
<thead>
<tr>
<th>Table 1 Nomenclature of control parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>$k_p$</td>
</tr>
<tr>
<td>$k_i$</td>
</tr>
<tr>
<td>$k_{fi}$</td>
</tr>
<tr>
<td>$k_{fi}$</td>
</tr>
<tr>
<td>$k_c$</td>
</tr>
<tr>
<td>$k_{\text{pwm}}$</td>
</tr>
<tr>
<td>$L_e$</td>
</tr>
<tr>
<td>$C_f$</td>
</tr>
<tr>
<td>$X_{\text{load}}$</td>
</tr>
</tbody>
</table>

Fig. 5  Droop performance with control precision
(a) $P$-$\omega$ droop control; (b) $Q$-$V$ droop control
According to Eq. (5), $v_o$ is controlled by $v_{ref}$, and $v_{ref}$ is implemented by the DSP’s fixed interrupt, and can be described by

$$v_{ref}(s) = \frac{s}{(2\pi N_{vi})},$$  
$$f_v = \frac{1}{N_{tri} T_s},$$  

(12)

where $N_{tri}$ is the table length of the reference voltage.

Hence, combining Eqs. (12) and (13), there are two solutions to realize a change in output frequency. One is by changing $T_s$, which can be implemented by changing $N_{tri}$, and the other is by changing $L_{N}$. In the first solution, $L_{N}$ is fixed, and thus the reference voltage can be obtained by using a look-up table. This solution is very easy to implement and can avoid complicated sinusoidal calculations, thus saving DSP resource.

After discretizing Eq. (12), Eq. (14) can be obtained as follows:

$$\left\{ \begin{array}{l} V_{ref}(kT_s) = \sin(\theta(k)), \\ \theta(k) = \theta(k-1) + 2\pi / L_{N}, \end{array} \right.$$  

(13)

In the digital system, $\delta N_{cr}=1$. According to Eqs. (10) and (14), Eq. (15) can be obtained as follows:

$$\left[ \begin{array}{l} \delta f_v = \frac{f_{osc}}{2N_{iv} N_{vi}^2} \delta N_{vi}, \end{array} \right.$$  

(14)

$$\left[ \begin{array}{l} \delta P = \frac{\pi f_{osc}}{m L_{N} N_{vi}^2} \delta N_{vi}. \end{array} \right.$$  

(15)

For instance, in DSP F2808 with $f_{osc}=100$ MHz, $f_o=50$ Hz, and $f_i$ is chosen as 20 kHz, then $N=400$ and $N_{vi}=2500$. For a 1-kW inverter, if the parameter $m$ is set as $2\pi/10000$, every 1000 W of active power changes by 0.1 Hz. In the non-load, $f_o=50$ Hz and $N_{vi}=2500$, thus $\delta P=199.2$ W. In the full load, $f_o=49.9$ Hz and $N_{vi}=2505$, thus $\delta P=200$ W. As an approximation, it can be assumed that every 200 W of active power causes $N_{vi}$ to change by 1. Moreover, if the parameter $m$ increases, $\delta P$ will decrease due to Eq. (15), but the system stability will be weak.

In the second solution, the frequency variation can be realized by adjusting $L_{N}$, so that the control precision is highly affected by the computational accuracy of the sinusoidal function. However, the second solution has a high computational cost. The reference voltage should be re-evaluated in every switching period $T_s$ through the sinusoidal function. When the switching frequency is very high, the complex instruction cycles of the sinusoidal function will be a very big burden for a digital system.

To address some of these problems, we analyzed the control precision of droop realization in a digital system. According to Eq. (10), the bigger is the droop parameter, the higher is the control precision of the droop method, but the system stability will be worse. The digital implementation of the droop method constrains the effect of the droop parameters.

The influence of the power calculation also needs to be considered in the design of droop parameters. If the ripple of the power calculation result is bigger than the control precision of the droop method, or if the speed of the power calculation is much slower than the control system, the droop parameters will fail to control the system and the stability will deteriorate. Thus, the accuracy and speed of the power calculation, analyzed in the next section, are very important for the performance of a parallel operation.

4 Review and comparisons of power calculation methods

When using the droop method, every paralleled inverter works as a voltage source, and its harmonics are usually small. However, the output current $i_o$ of the inverter usually has a large number of odd harmonics, especially when sharing non-linear loads. Thus, $v_o$ and $i_o$ of all the inverter are described as
\[
\begin{align*}
    v_o &= \sqrt{2}U_i \sin(\omega t), \\
    i_o &= \sqrt{2}I_i \sin(\omega t + \theta_i) + \sqrt{2}I_i \sin(3\omega t + \theta_i) \\
    &+ \sqrt{2}I_i \sin(5\omega t + \theta_i) + \cdots,
\end{align*}
\]  

where \( U_i \) and \( I_i \) are the fundamental harmonic effective values of the output voltage and output current, respectively.

Traditional power calculation methods can generally be classified as either product & LPF methods or period average methods. Both types have a slow and oscillating transient response due to LPF and an average computing cycle, and could be easily impacted by a disturbance or variation in load, such as a non-linear or light load. An improved method based on the modified \( p-q \) theory is proposed in this section and then analyzed and compared with the traditional methods.

### 4.1 Method 1: product & low pass filter (LPF) method (Guerrero et al., 2004; 2006)

Fig. 7 shows the principle of the product & LPF method. According to Eq. (16), the product of \( v_o \) and \( i_o \) can be obtained as

\[
\begin{align*}
    p &= v_o i_o \\
    &= 2U_i \sin(\omega t) \cdot [I_i \sin(\omega t + \theta_i) + I_i \sin(3\omega t + \theta_i) \\
    &+ I_i \sin(5\omega t + \theta_i) + \cdots] \\
    &= U_i I_i \cos(\theta_i) - U_i I_i \cos(2\omega t + \theta_i) + U_i I_i \cos(2\omega t + \theta_i) \\
    &- U_i I_i \cos(4\omega t + \theta_i) + U_i I_i \cos(4\omega t + \theta_i) - \cdots,
\end{align*}
\]

which is the instantaneous active power. The calculation result includes various harmonics components and DC component \( U_i I_i \cos(\theta_i) \). The DC component equals the value of the average active power \( P \). So active power can be obtained by filtering the product of output voltage \( v_o \) and current \( i_o \) using LPF.

Using a similar method, the average value \( Q \) of the reactive power can be obtained by delaying the output voltage of \( \pi/2 \) through a circular buffer, multiplying \( i_o \), and filtering this product using LPF. The product is shown as

\[
q = v_o(t - T/4) \cdot i_o(t) \\
= 2U_i \sin(\omega t - \pi/2) \cdot [I_i \sin(\omega t + \theta_i) \\
+ I_i \sin(3\omega t + \theta_i) + I_i \sin(5\omega t + \theta_i) + \cdots] \\
= U_i I_i \sin(\theta_i) + U_i I_i \sin(2\omega t + \theta_i) \\
+ U_i I_i \sin(4\omega t + \theta_i) - U_i I_i \sin(4\omega t + \theta_i) - \cdots.
\]

### 4.2 Method 2: period-average method (Ren et al., 2010)

This method is based on the definition of average power in Eq. (19):

\[
\begin{align*}
    P &= \int_{-T/2}^{T/2} u(t) i(t) dt = U_i I_i \cos(\theta_i), \\
    Q &= \int_{-T/2}^{T/2} u(t) i(t) dt = U_i I_i \sin(\theta_i).
\end{align*}
\]

When this method is realized on a digital system, Eq. (20) can be obtained by discretizing Eq. (19):

\[
P = \frac{1}{N} \sum_{n=1}^{N} U_s(n) I_s(n) T_s = \frac{1}{N} \sum_{n=1}^{N} U_s(n) I_s(n),
\]

where \( U_s(n) \) and \( I_s(n) \) are the sampling voltage and current, respectively, in a digital system. Thus, the active power value can be obtained by dividing the sum of \( U_s(n)I_s(n) \) in a period by \( N \). Therefore, the accuracy is determined by \( f_s \), and the speed is determined by \( f_o \). Moreover, LPF is not needed in this method. In a similar way, the reactive power value can be obtained by delaying the output voltage of \( \pi/2 \) rad, which equals \( N/4 \) in Eq. (21):

\[
Q = \frac{1}{N} \sum_{n=1}^{N} I_s(n) U_s(n - \frac{N}{4}).
\]

### 4.3 Method 3: the proposed method based on \( p-q \) theory (Oliveira da Silva et al., 2008)

The \( p-q \) theory has been widely used in active power filter applications to compensate for reactive
and harmonic powers generated by non-linear loads. Although the p-q theory, in its original concept, was idealized to be used in three-phase systems, it is possible to implement it in single-phase systems using some modifications (Oliveira da Silva et al., 2008).

According to the p-q theory:

\[
\begin{bmatrix}
p \\
q
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
v_a \\
v_p
\end{bmatrix} \begin{bmatrix}
i_a \\
i_p
\end{bmatrix} = \begin{bmatrix}
P \\
Q
\end{bmatrix} + \begin{bmatrix}
\tilde{P} \\
\tilde{Q}
\end{bmatrix},
\]

(22)

the instantaneous active power \( p \) and reactive power \( q \) can be obtained. The voltage \( v_a \) and current \( i_p \) are obtained by introducing a phase delay of \( \pi/2 \) to the output voltage \( v_a \) and current \( i_o \).

Substituting Eq. (16) into Eq. (22), we can obtain \( p \) and \( q \) as

\[
\begin{align*}
p &= U_I \cos \theta + U_I \cos(2\omega t + \theta) \\
&\quad + U_I \cos(4\omega t + \theta) + \cdots, \\
q &= U_I \sin \theta + U_I \sin(2\omega t + \theta) \\
&\quad + U_I \sin(4\omega t + \theta) + \cdots.
\end{align*}
\]

(23)

In this method, LPF is also needed to obtain accurate power values of \( P \) and \( Q \). A diagram of method 3 is shown in Fig. 8.

In method 1, the harmonic component of \( U_I \cos(2\omega t + \theta) \) is very close to the DC value, so the cut-off frequency \( \omega_c \) of LPF should be much lower than the harmonics frequency \( 2\omega \), which is usually below 10 rad/s (1.59 Hz) in this study. Thus, the dynamic performance is slowed down sequentially by \( \omega_c \).

Method 2 can obtain an accurate power value in a period. An LPF is not needed, because the computing result has only a DC component. However, every calculation needs one line-frequency period of output voltage, so the response is not instantaneous but periodic. Therefore, this method has an unsatisfactory performance, especially when the load is changed suddenly.

In method 3, both the voltage and current should be delayed by \( \pi/2 \) through a circular buffer, which means that more memory space and computing time is needed for implementation on a DSP board.

Similar to method 1, the response of method 3 is instantaneous, and LPF is necessary to obtain an accurate power value. However, in method 3, the harmonics of \( \sum_{n=1}^{\infty} U_I \sin(2n\omega t + \theta) \) (\( I_n=I_t \)) are all eliminated. \( I_t \) is much larger than \( I_{in} \), so the harmonics of method 3 are much smaller than those of method 1. The cut-off frequency of LPF in method 3 can be higher, and was about 100 rad/s (15.92 Hz) in this experiment. So the bandwidth of the power calculation is increased sequentially, which means that the dynamic performance is improved.

Details of the comparison of these methods are shown as Table 2. The accuracy and speed of method 1 are both the worst because of its low cut-off frequency. The accuracy of method 2 is the best because its result has no harmonics, but its response is not instantaneous. The response of the proposed method is the best, and its accuracy is also satisfactory. In addition, if the control precision is larger than the ripple of method 2, the influence of calculation ripple is constrained. The tradeoff comparison between power calculation accuracy and speed will be described in the following sections.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of three power calculation methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method 1</td>
<td>Big</td>
</tr>
<tr>
<td>Method 2</td>
<td>Ripple free</td>
</tr>
<tr>
<td>Method 3</td>
<td>Small</td>
</tr>
</tbody>
</table>

Fig. 8 Principle of the proposed method

4.4 Comparisons

Eq. (24) shows the comparison of the active power results from the above three methods:

\[
\begin{align*}
p_1 &= U_I \cos \theta - U_I \cos(2\omega t + \theta) \\
&\quad + U_I \cos(4\omega t + \theta) - U_I \cos(4\omega t + \theta) + \cdots, \\
p_2 &= U_I \cos \theta, \quad \text{when } N \rightarrow \infty, \\
p_3 &= U_I \cos \theta + U_I \cos(2\omega t + \theta) \\
&\quad + U_I \cos(4\omega t + \theta) + \cdots,
\end{align*}
\]

(24)

where \( p_1 \), \( p_2 \), and \( p_3 \) express the active power for methods 1, 2, and 3, respectively.
5 Performance comparison

The analysis of the three methods was verified by simulation results in MATLAB. First, we present the MATLAB calculation results of the three methods for a linear load and a non-linear load. Then, the simulation results of a wireless-parallel inverter system using each of the three methods are shown and compared.

5.1 Calculation results comparison

According to Eq. (16), the voltage is a sinusoidal waveform and the current has various odd harmonic components. Fig. 9 shows the voltage and current in linear load, and Fig. 10 shows them in non-linear load. For verifying the dynamic performance, the current changes at the times of 0.01 and 0.1 s.

When the load is linear, the active and reactive powers are as shown in Figs. 11 and 12, respectively. Figs. 11a and 11b show the results from method 1 in which the $\omega_c$ was set at 5 rad/s and 100 rad/s, respectively. Fig. 11c shows the results from method 2. Figs. 11d and 11e show the results from method 3 without and with an LPF in which $\omega_c$ was 100 rad/s, respectively. Fig. 12 is similar to Fig. 11.
When the load is non-linear, the active and reactive powers are as shown in Figs. 13 and 14, respectively. The definition of cut-off frequency is the same as in Figs. 11 and 12.

Comparing these figures, in method 1, an LPF with lower $\omega_c$ is necessary to obtain an accurate result, so its dynamic response is the slowest and its accuracy is not high. Method 2 has the highest accuracy and a very fast response, but in each cycle of 0.01 s it does nothing. It cannot fit sudden load-changes. Method 3 without an LPF has the fastest response to load changes, but its accuracy has some ripple and is not as good as that of method 2. Method 3 with an LPF represents a good tradeoff between accuracy and speed, achieving a good performance in power calculation.

5.2 Simulation of a parallel inverter system

To verify the performance of our proposed method, a simulation platform based on parallel inverters system was built on MATLAB and PLECS. In the platform, the whole control diagram of each inverter, including the sampling circuit, power calculation, droop method, and double-loop control, were realized in $Z$-domain and implemented with IQmath library of MATLAB, to simulate the digital control system behavior. The inverter’s power stage was built with PLECS, which is a very powerful system-level simulation tool that can be integrated with MATLAB.

In the simulation platform, the circulating current is caused by the initial phase difference between the two inverter voltages. Then the circulating current is decreased by the conventional droop method. When using three different power calculation methods, the droop method performance will differ. In method 1, the cut-off frequency $\omega_c$ of the LPF was set to 10 rad/s for average active and reactive power calculations. In method 3, $\omega_c$ in $P$ calculation was set to 200 rad/s, and $\omega_c$ in $Q$ calculation was set to 100 rad/s. The simulation results are shown as follows.

The circulating currents using each of the three methods are shown in Fig. 15. The initial phase difference was set as 0.068 rad. The power calculation results are shown in Figs. 16–18.

The dynamic response of method 1 was the slowest, resulting in a settle time of about 900 ms. The accuracy of the active and reactive power calculations was the worst and its ripple was about 20 W.

The dynamic responses of methods 2 and 3 were similar. The settle times obtained from both methods were about 200 ms (Figs. 15b and 15c). However, the response of method 3 was faster than that of method 2.
in the initial three periods. In Fig. 15c, the circulating current has decreased from 11.5 to 6 A in the second period. Nevertheless, in Fig. 15b, the circulating current has changed little in the second period. That is because method 3 can adjust the frequency and amplitude in every switching cycle, while method 2 can change them only once in each line-frequency period.

Fig. 15  Circulating current using methods 1 (a), 2 (b), and 3 (c)

Figs. 19 and 20 show details of the transient response of methods 2 and 3 in steady state, respectively. These figures confirm that the response of method 2 was periodic, and the response of method 3 was instantaneous. The resulting ripple of method 3 was still larger than that of method 2. However, since the control precision was larger than the ripples, its influence was very limited.

Fig. 16  Power calculation result using method 1
(a) Active power; (b) Frequency; (c) Reactive power; (d) Amplitude

Fig. 17  Power calculation result using method 2
(a) Active power; (b) Frequency; (c) Reactive power; (d) Amplitude

Fig. 18  Power calculation result using method 3
(a) Active power; (b) Frequency; (c) Reactive power; (d) Amplitude
6 Experimental results

A system including three 1-kW parallel inverters with 110 V/50 Hz voltage was implemented to simulate a stand-alone microgrid. This system was based on three inverter power stages of the Technology Dynamics Inc. (USA) (Fig. 21). Each inverter consisted of a single-phase IGBT full-bridge and an LC output filter. The control diagram including the droop control of the inverters was completely implemented using the DSP of TMS320F2808 (32-bit fixed-point 100 MHz) from the Texas Instruments (USA).

The experimental results of the parallel operation, for each of the three power calculation methods, are described below. The hardware and software was the same, except for the different power calculations, to provide a fair comparison.

One of the output currents was measured by a current transformer in the three-inverter system due to the lack of a measuring device. This may have distorted the experimental results when the current had odd harmonics, especially in the non-linear load condition.

6.1 Product & LPF method (method 1)

The results from the experiment using method 1 showed that a two-inverter system can work in a wireless parallel operation, but the system was not stable when supplying a linear load until the $\omega_c$ of the LPF was set to less than 10 rad/s (Fig. 22). This figure depicts the output current of one inverter at the moment of paralleling. The blue and pink traces are the output voltages ($v_{o1}$ and $v_{o2}$) of two parallel inverters, and the green trace is the output current $i_{o1}$ of one inverter.

From Fig. 22, the settle time was about 50 periods. At the beginning of the parallel operation, there was a very large inrush circulating current. The phase of the output current was $180^\circ$ delayed with respect to
the output voltage, which means that this inverter delivered reactive power to the common load. This situation is bad for a parallel operation.

Fig. 23 shows the dynamic response of the three-inverter system: the parallel operation failed when the load changed from non-load to full load. This figure also proves the weak performance of method 1.

6.2 Period-average method (method 2)

The performance of method 2 was proved in a three-inverter system when the load changed from non-load to full load. Figs. 24a and 24b depict the dynamic response when supplying linear and non-linear loads, respectively, showing that the settle time was still about two or three periods. There was still a visible inrush circulating current at the beginning of the parallel operation, which caused voltage distortion.

6.3 Proposed method (method 3)

In the experiment using method 3, the cut-off frequency was set to 100 rad/s. Figs. 25a and 25b show the output currents for the three-inverter system when the load changed. The load was linear in Fig. 25a and non-linear in Fig. 25b. These figures show that the settle time for method 3 was about one period. The inrush circulating current was suppressed for linear or non-linear loads. However, voltage distortion was still present at the beginning of the parallel operation. Figs. 26a and 26b show the steady-state currents for method 3 using linear and non-linear loads, respectively, in a two-inverter system, and Figs. 27a and 27b show the steady state in a three-inverter system for the same load conditions.
The results of these comparisons show that the proposed method based on $p$-$q$ theory presents the best dynamic response and steady-state performance. This method presents a good balance between accuracy and speed in the power calculation process.

7 Conclusions

A parallel operation using a droop method without inter-communications is an attractive solution for islanded microgrids. This paper focuses on the digital implementation of the droop method in DSP platforms. The performance of the digital control system is important in droop method implementation, according to our analysis. However, many of the leading droop methods include complicated algorithms, which present problems for digital control systems. Thus, the choice of method for implementing the control loop is very important for the performance of the droop method.

In the implementation of the droop method, the power calculation is a very critical aspect for the load sharing of the parallel system, because it is the bottleneck for achieving a good circulating current dynamic response and good accuracy to guarantee steady-state performance. Thus, this paper deals with improving the performance of the droop method by improving the power calculation method. A power calculation based on the modified instantaneous $p$-$q$ theory is proposed.

Compared with traditional methods, our proposed method needs an LPF to obtain accurate values of $P$ and $Q$. However, the power calculation is still fast enough because the cut-off frequency is so high. The response of the method is very fast, which can improve the dynamic performance of a parallel operation in load changing. However, this algorithm is the most complex and needs more memory space to delay voltage and current by 90°. This has to be considered in the algorithm’s optimization. Finally, simulation and experimental results are presented from a
MATLAB/PLECS platform and a system composed of three 1-kW parallel inverters using a DSP with droop control. The results validate the performance of our proposed power calculation method.
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