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ABSTRACT

In this paper, we propose a novel algorithm for monaural blind source
separation based on non-negative matrix factorization (NMF). A short-
coming of most source separation methods is the need for training
data for each individual source. The algorithm proposed in this pa-
per is able separate sources even when there is no training data for
the individual sources. The algorithm makes use of models trained
on mixed signals and uses training data where more than one source
is active at the time. This makes the algorithm applicable to situa-
tions where recordings of the individual sources are unavailable. The
key idea is to construct a structure matrix that indicates where each
source is active, and we prove that this structure matrix, combined
with a uniqueness assumption, is sufficient to ensure that results are
equivalent to training on isolated sources. Our theoretical findings is
backed up by simulations on music data that show that the proposed
algorithm trained on mixed recordings performs as well as existing
NMF source separation methods trained on solo recordings.

1. INTRODUCTION

Separation of a single source in a monaural recording, such as a sin-
gle instrument in polyphonic music or the cocktail party problem[1]
is a difficult task. An unsupervised approach is to decompose the
signal into basic “atoms”, and then group these to form auditory
objects—se e.g. [2, 3, 4, 5, 6]. Another unsupervised approach is
to form flexible source models, and fit these to the mixture—se e.g.
[7, 8, 9]. A supervised approach is to learn source models from iso-
lated recordings of each source, and use these to separate the mix-
ture subsequently. These source models can be based on, e.g., neural
networks [10, 11], factorial hidden Markov models [12, 13], vector
quantization [14, 15], independent component analysis [16, 17], or
non-negative matrix factorization [1, 18].

When a reasonable amount of training data with isolated sources
is available, supervised, model based methods generally yield very
good results; however, there are many applications where suitable
training data cannot be obtained—for example in instrument separa-
tion where many instruments and singers never occur alone. Thus, to
use model based methods to separate sources, it is desirable to learn
source models directly from the available mixture.

In this paper, we propose a method for learning models of indi-
vidual sources directly from mixture, in a single-channel source sep-
aration framework [18] based on non-negative matrix factorization
(NMF). We show that, under certain conditions, training on mixtures
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works equally well as training on isolated sources. There has been
proposed algorithms to learn source models directly from mixtures,
by locating areas in the training data, where only one source is ac-
tive [19]. Our approach does not require this; however, we do require
areas, in which each source isinactive. The proposed algorithm is
successfully tested on music data.

The paper is structured as follows. In Section 2, we introduce
NMF and discuss its computation. Next, in Section 3, we describe
a general framework for single-channel source separation basedon
NMF. Our proposed method for learning source models directly from
mixed recordings is described in Section 4 and experimentally evalu-
ated on music recordings in Section 5. Finally, we conclude with our
conclusions in Section 6 and a detailed description of the simulations
in Appendix A.

2. NON-NEGATIVE MATRIX FACTORIZATION

Non-negative matrix factorization1 (NMF) is the approximate fac-
torization of a non-negative matrix,V ∈ R

n×m
+ , into the product of

two non-negative matrices,W ∈ R
n×r
+ andH ∈ R

r×m
+

V ≈ WH. (1)

In [20] a simple iterative NMF algorithm has been proposed, that
minimizes

E(W,H) = ‖V − WH‖2
F , (2)

where‖·‖F denotes the Frobenius norm. Further, they have proven
[21], that each iteration reduces the objective function. In addition to
the Frobenius norm, numerous NMF cost functions have been sug-
gested [22, 23], and many different algorithms for computing the
NMF have been proposed—for an overview, see [24]. Much effort
has been put into finding solutions that are sparse, starting with the
sparse NMF method proposed by [25]2. Many papers from different
areas report that sparse NMF algorithms outperform traditional NMF
algorithms, which indicates that data in those papers are sparse—se
e.g. [1, 25, 26, 27, 28]. We believe that there are two reasons for
the success of sparse NMF. Firstly, the NMF research has started
in areas where it is known that there are understandable underlying
data (which often means sparse underlying data). Secondly, if the
underlying data is not sparse at all (no elements are close to zero)
the NMF is not unique [29].

1In some literature NMF is also called non-negative matrix approximation
and positive matrix factorization.

2In the work of Hoyer, the method is called non-negative sparsecoding.



Algorithm 1 NMF source separation
1: For each source,n, compute NMF of isolated training data,

V
′

n ≈ W
′

nH
′

n.

StoreW′

n and discardH′

n.
2: ComputeH1, · · · ,HN

V ≈

N∑

n=1

Vn = W
′
H = [ W′

1
···W

′

N ]

[
H1

...
HN

]

3: ReturnVn = W
′

nHn as an estimate of then’th source.

In this paper, we will use the sparse NMF formulation of [27]
that is based on the following cost function

C(W,H) =
1

2
‖V − WH‖2

F + λ
∑

i,j

Hi,j (3)

Wn =
Wn

‖Wn‖
, n ∈ {1, . . . , r}, (4)

whereWn is then’th column vector inW, and the parameterλ
controls the trade-off between sparsity ofH and approximation er-
ror, E(W,H).

3. SOURCE SEPARATION USING NMF

A supervised approach [18] to source separation is described in
Algorithm 1. In the first step of the algorithm, training data, consist-
ing of isolated recordings of each source, are used to build a model
of each source. Step 1 in the algorithm has only to be calculated once
for each source, and the computational complexity of this step is thus
not crucial. For the cost function in Equation 3, Step 2 in the algo-
rithm can be computed efficiently using quadratic programming. To
ensure that theW′ in Algorithm 1 Step 1 can be used for separation,
it is desirable that the estimatedW′ is unique up to a permutation
and a scaling—for further analysis of uniqueness of NMF see[29].
In [29] a NMF is called unique if all factorisations are on the form

V = W
′

︸ ︷︷ ︸

=WD−1P−1

H
′

︸ ︷︷ ︸

=PDH

, (5)

whereP andD is a permutation and a scaling, respectively. So using
this terminology, Algorithm 1 will produce reproducible results if all
V

′

n are unique.

4. LEARNING SOURCE MODELS FROM MIXED
SOURCES

To explain the new algorithm, we start by reformulating the first step
in Algorithm 1. If all training data are gathered in one matrix, say
V

′ = [ V′

1
··· V

′

N ], Step 1 can be computed for all instruments by
solving

V
′ ≈ W

′
H

′ = [ W′

1
··· W

′

N ]

[
H

′

1
0

...
0 H

′

N

]

. (6)

Implementing step one of Algorithm 1 in this manner is computa-
tionally inefficient, but it makes it clear, that prior knowledge of ze-
ros inH

′ makes it possible to findW′

n for each source. In the fol-
lowing, we call a matrixH′ with zeros in patterns astructuredH′

Algorithm 2 Structured NMF source separation
1: Gather all training data in a data matrix

Vtrain = [V1 · · ·VM ].

Let H′ be a structured matrix, and solve

Vtrain ≈ [W′

1 · · · ,W
′

N ]H′
,

maintaining the structure inH. Store[W′

1 · · ·W
′

N ] and discard
H

′.
2: ComputeH1, · · · ,HN

V ≈

N∑

n=1

Vn = W
′
H = [ W′

1
···W

′

N ]

[
H1

...
HN

]

3: ReturnVn = W
′

nHn as an estimate of then’th source.

matrix, and we refer to NMF, withstructuredH, asstructured NMF.
The following theorem shows, that most matricesH with structure
can be used to indentify the model for each source.

Theorem 1 Let

V = [ V1 ··· VN ] = WH = [ W1 ··· WN ]

[ H
1

1
H

1

N

...
H

N

1
H

N

N

]

be a unique NMF, whereHn
n = 0 for all n, and let

V = ŴĤ = [ Ŵ1 ··· ŴN ]

[ Ĥ
1

1
Ĥ

1

N

...
Ĥ

N

1
Ĥ

N

N

]

be any NMF ofV, whereĤn
n = 0 for all n. If there are non 6= m

such thatHm
n has a row of zeros then

(a) WnH
n
m = ŴnĤ

n
m, for all n andm.

(b) For all n, there is a permutation matrix,Pn, and a diagonal
scaling matrix,Dn, such thatŴn = WnPnDn.

Proof outline. The NMF of WH is unique, and thereforêW =
WD

−1
P

−1 andĤ = PDH. The proof is concluded by realizing
that the permutationP must be block diagonal,

P =

[
P1 0

...
0 PN

]

, (7)

in order forĤn
n = 0 for all n and therefore

PD =

[
P1D1 0

...
0 PNDN

]

. (8)
�

In terms of modelling sources, the theorem states, that if one
wants to estimateN source models, and hasN training recordings,
each with one source missing, then there is a unique solution, if all
source components are active in all training files where it is not miss-
ing. Theorem 1 leads naturally to Algorithm 2. The training data
used in step 1 of Algorithm 2 does not need to be isolated recordings
of each and, and Theorem 1 shows, that if the assumptions are ful-
filled, the result is the same as for Algorithm 1. Note that step 2 and
3 of Algorithm 2 is the same as in Algorithm 1.
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Fig. 2. The amplitude spectrogramV of a bas, a flute and a piano
that plays together two and two.

5. RESULTS

We have constructed three tests, in which we compare Algorithm 1 and 2.
Throughout the test, Algorithm 1 always has solo recordings for the
training where as Algorithm 2 always use mixture recordings. The
first is a simulation shows that both algorithms can separate three
and four artificial sources. The second test is an example of instru-
ment tone separation in a single channel recording of musical notes
and the third test is an example of instrument separation in a single
channel recording of mixed polyphonic music.

In the first test, artificial sources are separated. The data,V ′,
is a square matrix, and each source has{2, 4, 6} components. In
Figure 1, the estimation error is shown for Algorithm 1 (trained on
individual training data for each source) and Algorithm 2 (trained on
mixed training data). For a detailed description of the experiment,
see Appendix A. From the simulation it can be seen, that when the
amount of data is sufficient, the two algorithms perform equally well.
In the second test, Algorithm 2 is used on amplitude spectra of three
instruments form the Iowa Music Database [30]. EachV

′

n consist
of two instruments that both plays one note. In this test the averaged
cosine of the angles between the basis vectors calculated using Algo-
rithm 2 and the basis vectors calculated using solo recordings above
0.99, which in practise means that they are equal. Figure 2 shows an
example ofVtrain = [V1,V2,V3] and there corresponding three
basis spectres are shown in figure 3. It can be seen that the basis vec-
tors are estimated almost correct even though the spectres are heavily
overlapping. It can also be seen that the small errors occur at a fre-
quency in a basis vector when the there are a lot of energy in both
the other basis vectors at that frequency. A reason for this is that the
NMF problem might not be unique and the non-uniqueness is that it
is possible to raise the energy of one basis vector by decreasing the
other basis vectors when the tones starts and stops at the same time.
In the third test, Algorithm 2 is used on amplitude spectra of midi

music. The instrument models were trained on three 10-second train-
ing files, each with two instruments playing. These models were
used to separate the three instruments from a 10-second evaluation
file, as shown in Figure 4. In this test, the mixing of the instru-
ments is performed in the time domain, which makes the amplitude
spectra non-additive, due to phase differences, when there is over-
lap between the spectra. In this simple experiment, it is possible
to separate the three instruments with minor artefacts. In the es-
timated piano the artefacts do not sound like an instrument but in
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Fig. 3. The estimated basis spectras of the bas (top), flute (middle)
and piano (bottom) from Figur 2.

the estimated drum signal, it is possible to hear the bas in the back-
ground and in the estimated bas signal there is the piano in the back-
ground. It is possible to download the sound files from our website
(http://kom.aau.dk/ hla/structuredNMF).

6. CONCLUSION

An algorithm for source separation based on training source models
on mixed audio recordings was presented. In contrast to existing
algorithms, the proposed algorithm uses training data where more
than one source is active, which makes the algorithm applicable to
situations, where individual recordings of sources are unavailable.

The proposed algorithm is based on the non-negative matrix fac-
torization (NMF), and can be used with most NMF algorithms. The
novel idea in this paper is to construct a structure matrix, that indi-
cates where each source is active, and the proof that this structure
matrix, together with a uniqueness assumption, is enough to ensure,
that results are equivalent to training on isolated sources. The theo-
retical results are backed up by simulations that show that the pro-
posed algorithm performs as well as existing NMF source separation
methods, when sufficient training data is available.

A. SIMULATION DETAILS

In the first testW, Htrain andHtest are generated as uniform IID
values raised to the power of 8. All NMF calculation in this simula-
tion use the sparse NMF algorithm [27] withλ = 0.001, 200 itera-
tions and 20 different starting points. The error plotted in Figure 1
is a Monte Carlo simulation of the mean square error of between the
test sources and the estimated test sources. There are used 20 Monte
Carlo runs in the simulation. In order to make the plot more dense,
the error is divided by the number of basis vectorsr to compensate
for different amplitudes of the matrices.

In the second test, notes with the length of one to three seconds
were used and the data was downsampled to 11.025 kHz. In the third
test was the sampling frequency of the sound files is44.1 kHz. The
algorithm setup for both music tests is the sparse NMF withλ = 0.1,
500 iterations, one starting point and the amplitude spectrogram of
the music is calculated using a (46.4 ms) Hanning window and50%
window overlap. To estimate the instrument time signal the phase of
the mixed spectrogram is used directly.



20 40 60 80 100
0

1

2

3

4
x 10

−4

n=m

M
ea

n 
sq

ua
re

 e
rr

or

 

 

r =  6
r = 12
r = 18

20 40 60 80 100 120 140
0

1

2

3

4
x 10

−4

n=m

M
ea

n 
sq

ua
re

 e
rr

or

 

 

r =  8
r = 16
r = 24

(a) (b)

Fig. 1. The mean error of separation of(a) three sources and(b) four sources, using Algorithm 1 (dashed lines) and Algorithm 2 (solid lines).
The simulation is computed with different model ordersr and size of training datam = n.
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