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Secondary Control Strategies for Frequency
Restoration in Islanded Microgrids with
Consideration of Communication Delays

Constanza Ahumada, Roberto Cardesasnior Member, IEEH)oris SaezSenior Member,
IEEE, and Josep M. Guerrerbellow, IEEE

much the MG frequency [15]. However, the stability issues
Abstract—One of the well-known methods to share active and related to this control method have not been addressed at all in
reactive power in microgrids, is droop control. A disadvantage of any publication. Moreover, phase control is possible only
this method is that in steady state the frequency of the microgrid when static power converters are used, because with
deviates from the nominal value, and has to be restored using aconventional generators the inertia does not allow the
Secondary Control System (SCS). The signal obtained at thejn, jementation of this control methodology. Additional

output of the SCS is transmitted using a communication channel . . A .
to the generation sources in the microgrid, correcting the information about these control methodologies is discussed in

frequency. However, communication channels are prone to time th€ réview papers [6], [7]. o
delays which should be considered in the design of the SCS; N general terms SCSs can be distributed [16]-[18] or
otherwise, the operation of the microgrid could be compromised. centralised [19], [20], with both topologies being depicted in
In this paper, two new SCSs control schemes are discussed td=ig. 1. In the centralised control strategy the frequency is
deal with this issue: a Model Predictive Controller (MPC) and a usually estimated by a PLL and compared with the reference
Smith predictor based controller. The performance of both value. A controller is used to process this error, producing a
control methodologies are compared to that obtained using a ¢qrracting signata which is transmitted to all the DG units in
conventional Pl-based SCS using simulation work. Stability the system (see Fig. 1a). A typical distributed control DSC is
analysis based on small signal models and participation factors is A . . . L ;
also realised. It is concluded that in terms of robustness, the MPC sl‘_lown in Fig. 1b, in this case ea_ch generating unit is provided
has better performance. with secondary control capacity in order to correct the voltage
) ) and frequency deviations of each DGR. Moreover, each DGR

Index Terms — Droop Control, Microgrid Control, Model i Fig 1p is equipped with PLLs and transducers to measure
Predictive Control, Smith Predictors. or estimated the frequency, voltage and power at the DGR
Point of Common Coupling (PCC).

Distributed secondary control systems have been recently

One of the advantages of MicroGrids (MGs) is thproposed in the literature [21]-[24]. However in most of these
capability of operating isolated from a main grid. To achieympers some sort of centralised control system is still required.
this, necessarily the demanded power has to be shared .

|I. INTRODUCTION

between_ all the_ units in the MG [1]-3]. The_ usu_al method to EQ—» Coii:gln:yi?ém il
accomplish active and reactive power sharing is toQdé -
andP-f droop control algorithms [2], [4]-[7]. @pLL < Communication link >
When Q-V and P-f droop control systems are used [8], PLL | ! |
active and reactive power sharing is achieved but in steady Primary| |Primary| Primary
state the system frequency and voltage are not necessarily the control | | control control
nominal values [2]-[4], [9], [10]. Therefore a Secondary l l l
Control System (SCS) [2], [11] is usually required to correct a) DGR  [DGR2Jwseeees DGRn
the frequency and voltage. Additionally, secondary control T I I
algorithms can be used for reactive power compensation [12] Microgrid

and to reduce the harmonic content of the voltage waveform

[13]. In other studies, it is proposed to eliminate secondary < Conmunication link >
control to restore the frequency, for instance using a smart I I I I

transformer [14] (which is a rather bulky solution) or using a second| [second] second]  [Secona,
modified droop control which changes mainly the phase of the control | [control | |control | control
Distributed Generation Resources (DGRs), without affecting i i i i
Primary Primary Primary Primary
control control control [ control
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Centralised SCS. b) Distributed secondary control system.
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Fig. 2. Microgrid topology discussed in this work.

For instance in [22] a master/slave control sysieproposed
to improve the sharing of active power.

In this paper the use of a CAN network is requifedthe
master-DGR to transmit power references and symitirng
signals to all the slave generating units (i.e. iadkof
centralised control is implemented by the mastelRDGIo
the best of our knowledge, the only work where ghhi
distributed SCS is presented is [21]. Howeveme sort of
centralised control is still required in this methfor black
start of the microgrid.
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the system. If the MG has a large number of geimgramits,
all of them exchanging information through
communication channel, it is likely that the impaddt the
communication delays is going to be much more irtgar

In summary as discussed in [21] , the future appbhn of
highly distributed SCSs is auspicious and theydda a good
option in systems where high bandwidth bidirectiona
communication channels are available at a relatil®l cost.
However, at the present centralised controllerddche still
considered more robust and reliable than distriblB€Ss,
particularly in microgrids located in developing uctries

Even when the performance of the proposed dis&tbu and/or rural areas where good communication irnasire is

SCSs looks promising, the issues and problemseniéo this
topology have not been fully investigated yet. Soofiehe
issues which need to be addressed are:

* Centralised SCSs can operate using a unidirectitoval
bandwidth communication channel. On the other hanthe
distributed SCS proposed in [21], each of the SE€&uires
information about the voltages and frequencies measby
the other DGR units at the PCC. Therefore, for latikely

large microgrid, the use of a high bandwidth bidli@nal

communication link is mandatory. Moreover, as désad in
[22], in some applications time synchronisatiomsig have to
be provided between the units (e.g. to coordinaesampling
of the variables). The use of these signals and Higa

bandwidth required by distributed SCSs could comyse the
MG robustness.

* As discussed in [9], the electrical frequency iglabal

signal in a microgrid. Therefore if several corled are
regulating the grid frequency the stability of thetem could
be compromised. To the best of our knowledge theilgy of

highly distributed SCSs has not been analysed yet.

not always available [25]. As stated in [7] comnaation is
crucial for centralised controllers and it failueuld lead to a
system collapse. Therefore, in this paper cengdli®SCs,
which can achieve robust performance in the presesfc
variable and unknown communication delays, areudised.
The communication delay is assumed between theatkent
and the DGRs.

One of the controllers proposed in this work isdshen a
Model Predictive Control (MPC) algorithm. Additidhaa
secondary control system based on a Smith Predi§t®y is
also analysed in this work. The performance of éhgsntrol
algorithms is studied considering their dynamigpoese and
robustness. The former is analysed considering
MATLAB/SIMULINK model of the microgrid (see Fig. 2)
with the primary control systems being implementesing
synchronous rotatingd-q coordinates. Stability issues are
analysed considering the system eigenvectors.
participation factor method [26] is used to deterenithe
influence of the state variables on a particulgeevector (or
vice versa).

The control systems of the MG depicted in Fig.aPe

One of the reported advantages of distributed SESshown at the bottom of that graphic. Droop conttohd

the

The

robustness in the presence of communication deRyis.has Voltage control and current control have to be jued to both

been reported in [21], considering an experimesyatem of inverters. Because of simplicity, only the conttstems
two DGRs. However, with only two generating units jassociated with the left side VSI are shown in Fg.The

difficult to obtain a general conclusion, considerithat each ;’Oblt"’hg% and current ::ontrollers are embedded in loek
DGR has to obtain information of only one additioP&R in abelled “inner” control.
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At the bottom right of Fig. 2, the SCS is shownPAase the deviation from the nominal frequenay, which is
Locked Loop (PLL) is used to estimate the MG frempye introduced by thé-f droop control algorithm [2], [3], [9].
This value is compared with the nominal frequenoy ¢ghe As mentioned before, centralized SCS requires a
error is processed by a controller. This is furttiscussed in communication channel to send a correcting signato the
Section 1V. Fig. 2 also shows the secondary voltegetrol inverters. In this case the output frequency oheawcerter is:
loop which is considered outside the scope of fiaper.
Further information about voltage restoration cointis w; = wo; 1 W (4)
presented elsewhere [6], [7].

The rest of this work is organised as follows. &ti®n Il a The secondary control system is usually designed wi

low control bandwidth in order to ensure decoupfirmgn the

brief review of droop control is realised. In Sedtilll the - - .
control strategies for the primary control systera briefly primary control Ioops?_lmplemented in each powerrseu
Otherwise, the stability of the whole system couid

discussed. In Section IV the proposed secondaryrqﬂon.eo ardised
strategies are introduced and analysed. In Sestianclosed Jeop '
loop analysis for stability studies is derived. $ection VI

simulation results are presented. Finally, in SectVll an lll. PRIMARY CONTROL SYSTEM FOR THEMICROGRID

appraisal of the control_ methods discussed in thisk is In this paper secondary control of the microgrittage and
presented at the conclusions. the tertiary control level are considered outside $cope of
this work. The interested reader is referred elsse/fi?], [6],

II. DROOPCONTROL SYSTEM (71, [25], [32], [33].

In MGs, the sharing of active power is typicallyheved by
changing the phase angle between the DGR voltatmuisu
This is further explained using the well-known esgsion:

A. Voltage and Current Control Systems.

The current and voltage control of each VSI is show

v Fig. 3. Each inverter has a voltage control looplamented
Py = 3fsin(6u) (D) in d-q coordinates and orientated along the load voltage
v _ vector. The outputs of the voltage controllers e current

WhereP; is the active power transferred from the pOWggferencesi; and i; which are processed by the interal
source " to the power sourcej” (v, V) are the voltage ¢ rrent control loops [34]. As it is standardgice, the
moduli of both power sources;; is the phase angle shiftcrrent control loops are about 10 times fastem thtze
between the two voltage vectors amg is the equivalent yoltage control loops [35]. The electrical angleis obtained
reactance between the two nodes in the microgrid. by integrating the electrical frequency of (4). Fig. 3

The phase angle;; is modified as a function of the activedecoupling terms are included to allow decouplesigte of
power supplied for each load. This is usually agslished thed andq axis voltage and current controllers. Notice that
using droop control where the frequency is regdlatgng: standard Pl controllers are used in the inner obrtrops,

since in steady state theq voltages/currents are dc signals.
Wi = Wep — My P (2) .
B. Primary Control.

Where, m,; is the droop slopew., is a function of the  As mentioned before, in this work it is assumed the
maximum frequency deviation allowed in the systesee( jmpedance between the inverters is inductive; foese
[11]), w,; is the output frequency of thi& power source, and power sharing is achieved by modifying the phasglean
P;; is the mean power supplied to the MG by the saoveep between the inverter voltage vectors (see (1)) gusiroop
source. control. However, before using (2), the output powe of

In this work, it is assumed that the impedance betw each inverter is filtered-out using a low passefilt This
power sourcesx{;) [see (1)] is inductive. If the impedance isallows a relatively good decoupling between theogro
not inductive some of the methods, e.g the onepgzed in
[2], [3], [9], [27]-[31], have to be used. The aywb and Voltage Current
discussion of these control methods are considauegide the Controllers /Controllers ’—{E}—‘
scope of this work and the interested reader isrmed

m Q.
elbe * ﬁmﬁ

elsewhere [2], [3], [9], [27]-[31].
Using (2), the phase anglg; between generating units is

modified according to: 0. 1 é
8ij = [(w; — wj)dt (3) e 1% [T li
Therefore if a load step is applied anywhere, atgthe g

output of the power sourcg”;' the control system of this unit l ‘

will change its output frequency. Finally, in stgagtate, the -ig ._ 1

system will settle down to a new operating pointevehthe e v

MG frequency is not necessarily equal to the nohmuadue
wy,. The SCS regulates the frequency of the MG eltimg

Fig. 3. Voltage and currents control systems.
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control and the voltage/current control systemsproming system depicted in Fig. 4, which is based on aoRtroller, is
the overall stability of the system. considered as the base case for this study.

Using the_voltage "’_‘”d current vectors, the power be.l A. Controller Based on Smith Predictor (SP)
calculated in the stationagyp frame or synchronous rotating

d-q coordinates using: A plock _diagram qf a.PI controller enhanced witl$mith
Predictor is shown in Fig. 5. The complete consydtem is
P =k (Winwi © linwi) (5) enclosed in the dashed box at the bottom of theihdc.

) ) . To implement the Smith predictor, good estimatiohshe
wherek is dependent on thabc to a- transformation being  transfer functions of the plané{(s)) and delay §,(s)), in a
used and the symb@ stands for the inner product betweeqypica| operating point are required.

the voltage and c_urrent. vectorg. Filtering out thawer Using Fig. 5, the closed loop transfer functionwin
calculated from (5) is achieved using: wy(s) andw, (s) is:

;= —— P, PIOGp)Ga ()
P =3 PR ®) wi(s) 1+PI(5)Gp(HA(S)
The value of; calculated from (6) is used in (2). Using then(s) 1+%(@,(s)ﬁ(s)G‘d(s)—Gp(s)H(s)Gd(s))
output of the SCSu«;), the angl&,; is calculated as: 9) P
0, = [(wo; + wg)dt (7 Assuming Cp ($)H()Gy(s) = G (s)H(s)Gy(s), the

transfer function of (9) is simplified to:
The anglef,; is used in the vector control system of Fig. 3, PI(5)Gp(5)Ga(s)

to transform froma-Bto d-q and vice versa. on()  THPIEE,OAG) (10)

IV. SECONDARY CONTROL SYSTEM FORREGULATING THE Therefore when good estimatgs(s), Ga(s) andH(s) are

MICROGRID FREQUENCY used, the delaye ™™ does not affect the closed loop

characteristic equation (i.e. the denominator @f))1Using
Fig. 4 shows a typical SCS implemented using a Fl0), it is simple to design a_control!er using MFhe well-
controller. It is assumed in this case that the momication known methods reported in the literature. To imprdhe
channel has a delay of seconds. It is important to highlightcontroller performance when operating with a noaetxplant
that, unlike the delays usually used in power eteiit system Model (or unknown system delay) a low pass filieuld be
(which are in the order ofis), communication delays canused in the Smith predictor feedback [38] [39].
easily achieve values in the order of millisecondgven tens B. Model Based Predictive Controller (MPC)
of milliseconds [36], [37]. The SCS usually reqsi@PLL t0  the model based predictive control is based on

estimate the MG operating frequenay and a controller to optimisation of the future system behaviour withgrect to the
process the error between the nominal frequengyand w.

This is shown in Fig. 4 where the SCS is enclosea dashed Droop
box. Control

1

:

> |

Notice that in Fig. 4, the dynamics of the fasimary :
1

control system are neglected. Therefore, assuntiat) the i Secondary Control ;
control systems are decoupled, the characterigi@ateon of i E :

t . k 1 H

the SCS is obtained as: i n PI Hi* Gy=1PGg= esud
—STq o : - i
1+e™"G,G.H =0 (8) i PLL !
Wheree™5"d is the transfer function of the communication i o H ;
i PLL i
L 1

delay; G, is the PI controllerH is the PLL transfer function;
and G, is the system plant. Using (8) and some lineaigie ~ Fig. 4. Conventional Secondary Control System guilate the frequency.
control techniques as Bode or Evan’s Root Locug th Droop 1 Py [ —1 !
controller can be designed. However, the decoupietgveen Control !
the SCS and the primary control system can onlgdsimed !
when the SCS is well designed and tuned. i.e s(8nly valid !
when «,; (see Fig. 4) could be considered as an external
disturbance to the SCS. Moreover, if the commuiioadelay
is uncertain and changes in a relatively large atp®y range,
a conventional controller (usually a PI) could et robust
enough to ensure good and stable operation of @& i8 all
the operating conditions.

As mentioned before, in this paper two robust aintr
strategies are studied as alternatives to the Riralter: a Pl
controller enhanced with a Smith predictor (SPH armodel

predictive control (MPC) strategy. The secondarynta Secondary Controlincluding Smith Predictor
Fig. 5. Frequency secondary control with a SP odietr

an



future values of the control actions [40], [41].rRbe MPC
proposed in this work, a discrete model of theeysis used
to predict the future behaviour; and a set of fitaontrol
actions are calculated by optimising a cost fumctigith
constraints on the manipulated and controlled g An
explicit solution can be obtained if the cost fuowet is
quadratic, the model is assumed linear, and theeena
constraints.

In this work, predictive control is proposed to iempent
the SCS in order to mitigate the stability issuesdpced by
the delays, as shown in Fig. 6. In particular, gdedign of

MPC systems allows dealing with variable and uradert

delays [41].
The cost function used in this work is given by)(11

J =552y [wpri(t +j16) — wp]? + A X[, [Au(t +j — D]? (11)

Droop
Control
e 1 -
i MPC based !
' Secondary i
i Control !
MPC b G,=1 bl Gg
i |OpLL i
L :
i i
! PLL !
L

Fig. 6. Frequency secondary control with a MPC et

SCS designing purposes; while the symhplstands for the
real communication delay.
To study the stability of the system, the stateatiqus

it generates the control action at the SCS output. The firstassociated to the primary and secondary control@rged in

term minimizes the tracking error between the ptamh of
the measured system frequency and its set-pajntand the
second term minimizes the control action effott.is an
weighting factor value, which in this work has begtfected to
obtain similar SCS bandwidth for MPC to that achkig\for
the other SCS strategies studied in this watkand N, are
the minimum and maximum prediction horizons respebt,
andNj, is the control horizon [41].

To obtain the prediction of the system frequenayunesd
for the MPC designed, as shown in Fig. 6, the faihy
expression is used:

wpy, = HG e "y (12)

whereu is the control action of the MPC secondary freaqyen
control. Equation (12) could be discretised andesented as

this section. For each SCS algorithm (designed witliven
delayL), the maximum plant delay,, for a stable system is
calculated.

The state equations for the primary control loopseh
already been discussed in [31], [33]. For completsna brief
analysis is presented in the next sections.

A. Primary Control System.

The modelling is obtained from the MG topology @f.F2.
The voltage and currents are represented as ventarg or
d-q coordinates, e.g:

an Auto Regressive Integrated with eXogenous vkriab

(ARIX) model given by [41]:
B(z™1)
A(z™1)
Where A(z™1) and B(z™!) are polynomialsA =1 —z71
andé(t) is assumed as white noise. The téﬁg@ represents

unknown disturbances. Therefore, minimizing (11}hwthe
model defined in (13), the resulting MPC contrdi@tis:
p(z?
P(z™Y) and Q(z™!) are polynomials obtained from th
analytical solution of the minimization ¢f
From (13)-(14) the characteristic equation of ti@SSased
on a MPC strategy is obtained as:

§z71)

wpp () = u(t—1) + (13)

Au(t) = (14)

A(zHAQ(zY) =B VHz Pz 1) =0 (15)

V. STABILITY ANALYSIS

. . _ . Rfi ..
As mentioned above, the performance of the propos;é'qhviq——a’iﬁ“inma—Iinm'azﬁ“*’i_L_ﬂ.ﬁ‘linviq+

control systems is analysed considering the dynal
performance of the SCS and the performance in tegepce
of uncertainties in the communications delay. His twork,

loi = loia +jioi,8 (16)
ioie_jgei = loia +jioiq (17)
ioi = (ioid +jioiq)ejgei (18)

Where 6,; is obtained using (7). In this work, the state
equations of the MG are obtained usiitg coordinates. The
state equation of the voltage/current control systelepicted
in Fig. 3 are not included in this section, becatlszy are
considered well known. Moreover, only the equatiohBGR
“i” and those describing the transmission line dynarare
presented below. The state equations corresponding
inverter ‘J” are similar. However to transform fromg to d-q

eand vice versa, the angl,; instead ob,; has to be used.

1) Dynamic Related with Inverter "i",

The state equations describing the dynamic of terter
output current, filter capacitor voltage and loadrent are
[33]:

AVinvia _ AVoid

Ry
Aiinpia = 0ilimpia + linpigdw; — L Alippiq + 19
invid i“tinviq inviq i Ly invid Lyi Ly ( )
AVinyiq Avyiq
—mid 24 (20
_ 22— 52 (20)
mic
A . Ri . Avgig
Alctd = wiAlCiq + Ia'qA(lJl' - ?Alcid + —L- (21)
13 L

the symboL denotes the delay, which has been assumed for



.- , R; ,. Avg;
Alctq = _wiAl(:id - ICl'dAwi - L_:AlCiq + 4 (22)
At = w. A + Vo Aw: + Alinyia _ Algid
Voia = WiAVpiq 0iqg AW ) ) (23)
Cfl Cfl
. Aljnpi Aigi
AVgiq = =0 AVgiq — Voigdw; + ——24 — == (24)

Cfi Cfi

2) Transmission Line Dynamics

X =[x7,x7,x%,]" (36)
X = ASPX (37)
With:

X1

T
= [A51, APl: AQl' Ad’ldq: Ayldq: AIcldq: Alinvldq' AVOldq: A101dq]
Xz

T
= [A8,, APy, AQ2, Ad2ag, AV2aq, Mlezags Minvaag AVozagr Alozag)
and

e . . T
The dynamic of the currernt; — i,; are described by the Xss, = [0l Adss Aédy Adrs Aw,]

following state equations:
i = w:Ain: . _Ripg 1
Aigg = wiligiq + loiqgAw; L Aigig + (Lz

Avyia R R; .
Lojd (_l__t)ma,d
Ly Ly L

1
+ L_l) Avoid -

(25)
. R . 1

= —w;Aigiq — lojqAw; — L_ZAlOiq + (L_z +

_ Avjq (& _ &) (26)

Ly Ly L;

3) State Equations for Droop Control

Before obtaining these state equations, lineadnati (5) is
required, i.e:

P = k(vinvidiinvid + vinviqiinviq) (27)

AP; = k(AVinyiglinvia + Avinviqlinviq +
VinvidAiinvid + Vinviininviq
The state equations are obtained from (2), (6)(a8jas:

(29)

(28)

APlf = (L)CAPi - wCAPL'f

Aéei = A(J)S - mpiAPif (30)

B. Secondary Control with SP Strategy

Using Fig. 5, it can be shown that the dynamic keha of
the Smith Predictor based SCS is given by the \iolig
expressions:

W; = Wy + Wo; = Wg + Wy — mpiPL-f (31)
ws = GyaGyPle (32)
e = w, - (AG,Ple + F(Hw, — G,AG4Ple))  (33)

Using the equations (31)-(33), the secondary cdatris
described by:
ws(1 + HG,PI — FG,HG,4PI + G4G,FHPI) =
(G4G,PI — G4G,FHPI)w, + G4G,FHPIm,;P;f
Considering H=H, G, =G, =1,G,= e " and G, =
e~Ls, the state space representation is derived. Therstate
space model for the secondary control can be repred by:

(35)

(34)

XSSP = AFSPXSSP + BFPSPPif

Matrixes Ar,, and Brp,, are presented in Appendik.
Therefore, the state space model of the MG of HEg.
considering the SCS shown in Fig. 5, is given by:

C. Secondary Control with MPC Strategy
For the MPC, the closed loop transfer function lisamed
replacing the equation (15) in (14).
(AA(z"H)Q(z™H)-B(z" Nz P(z™Y)) P AA(z"Y)By(z71)
o™ PLL ™ Az
Equation (38) is transformed to the continuous danaad
the state space model is derived as:

XpLLype = AFMPCXPLLMPC + BrpypcPir

(39)
Y = CrypcXpiL + DrpypcPis

Considering MPC, the state space model of the M& an

primary/secondary control systems is given by:

xT (40)

T
SMPC]

X = [XlT'XzT'

X = AMPCX (41)

Where X, andX, have been defined above. The vedtgr, . is
defined as:
XSMPC

_ (6) 5)
= [A“’PLL Awp;,

Aw® AG Aéc Ad A ]T
Wpp BWpr, AWpr, AWpL, AWpL

D. Eigenvalue Analysis

To study the stability of the system, the statecepaodels
for the primary and secondary control with SP an8QV
strategies are considered. Specifically the eigelegaof the
matrices Agp and A, are determined (see Appendix A).
Then, participation factor analysis is used to eisdée each
eigenvalue to its most relevant system state. Aitalyy, the
participation factorFp;;, which relates the eigenvalyewith
the statd, is given by:

Fpij = ¢ijji

With ¢; the right eigenvector associated to the eigenvalue
andy; the left eigenvector associated to the eigenvalue

The controllers to be studied in this work are tifier a
MG with the parameters presented in Appendix The

resulting controller parameters are presentedenAthpendix
C. In Table | the natural frequenay, the bandwidttBW; the

(42)

damping facto¥; andt, the settling time are presented. These

values have been obtained using participation faatalysis.
The design have been realised considering a délay

0.1[s]. Notice that the secondary controllers have been

designed with similar bandwidth, in order to alloa

comparison on similar basis.



The robustness of each secondary control methsudsed
using small signal analysis. The controllers arsigteed for

L=0.1[s] and for each SCS strategy the maximum del:
Tamax Which allows a stable system is calculated. The

values are depicted in Table | (seg,q.)- Notice that the

MPC is more robust allowing a maximum communicatic

delay oftgq, = 1.11]s].

TABLE |

CONTROLLERS CHARACTERISTICS OBTAIN WITH SMALL SIGNALANALYSIS
Controller o [ﬂ] w [ﬂ] ¢ ts[s]  Tamaxls]

S S

Inner 42.87 099 0.10 -
Voltage
Inner
Current 401.21 - 1 0.01 -
Pl 2.7676 3.27 1 1.63 0.83
SP 3.3024 3.25 1 1.36 0.88
MPC 1.6618 3.29 1 2.71 1.11

In Figs. 7 and 8, the system eigenvalues are shfownthe
SCSs based on SP and MPC. The variation on the\eye
positions respect to the variation on the commuitonadelay
is plotted. The arrows indicates increasing valoks,. For
both control methodologies, it is observed that fibtes near
the origin are the ones associated to the SCSseftine these
are the poles producing unstable behaviour,
communication delay is increased beyapg,,, -

VI. SIMULATION EXPERIMENTS

Beside of the stability analysis, simulation workshbeen
used to study the dynamic performance of the MGatieg in
Fig. 2, considering the secondary control systeropgsed in
this paper. A more detailed view of the microgsgkd in the
simulation work is depicted in Fig. 9. The parametesed in
the simulation work are shown in Table II.

Again the SCSs are designed for a given valué,dand
tested for several communication delays
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Fig. 9. Microgrid used in the simulation work pretsl in this section

TABLE Il
MICROGRID PARAMETERS

Parameter Value Unit
Line Resistance (R 0.1 [Q]
Line Inductance () 7.2 [mH]
Filter Resistance (R 0.1 [Q]
Filter Inductance (f) 18 [mH]
Filter Capacitance (i 25 [uF]
Nominal Voltage (¥i-Voo) 220 Vaus]
Nominal Frequency 50 [Hz]
PLL time constant 0.05 [s]
Communication delay (nominal) 0.1 [s]
Maximum active power invertel 180( [w]
Maximum active power inverter 2 1800 [w]
Maximum reactive power inverter 1 1265 [Var]
Maximum reactive power inverte 126t [Var]




A. Performance of the Primary Control System (@

The results presented in this sections are obtafoeda = 1500t ? ‘ ? 1 ]
designed delay. = 0.1[s]. The SCS are tested considering i
plant delay ofr; = 0.1[s].

Fig. 10 shows the primary control results for aetpower
and voltage using PI, SP and MPC strategies irsth8. Fig.
10a shows a load step connection achieving 85%hef t ! ‘ ; ‘ ,
maximum load capacity of the system and Fig. 10 0 0.05 0.1 0.15 0.2 0.25 0.3
corresponds to a load disconnection from 85% to 5®%he Time [s]
maximum capacity. More information about these powe
steps is presented in Table V of the Appendix B.

From Fig. 10 it is concluded that there is virtyalo
difference in the performance of the primary cohsgstem
when different secondary control methods are udéds
validated the design strategy because the cordogsl have
been designed for decoupled operation and thishieaeed by

w

1000 -

Active Powe

5001

1500 F

1000 -

500

Active Power [W]

all the SCS strategies studieflig. 10 shows that both 0 0.05 0.1 0.15 0.2 0.25 03
inverters generate the same active power even thoug Time [s]
loads connected in parallel to each of them arferdifit. This Fig. 10. Active power in inverter 1 (continue lir@)d inverter 2 (dashed line)

is due to the use of the same droop control slopéath for a) Load connection. b) Load disconnectia & 0-1[s]).

inverters. In addition, Fig. 10 shows that thelsggttime of From Table I, is concluded that for a designedage
the active power is approx. 0.05[s], which is wel}, — ¢ 1[s] and an increasing plant delay, the overshooting,
approximated to the settling time of = 0.06[s] obtained the settling time, ang, increase for all the controllers. For the
from the small signal model analysis. case of the MPC, the change Jpis smaller, allowing the

The tests corresponding to Fig. 10 have been regeatysiem to maintain stable eigenvalues for a wigjerange.
considering controllers designed tot0.1[s] andr; = 0.6[s].

Again, the performance of the primary control sgsis good TABLE IIl
and the time response obtained from these testsveme SECONDARY FREQUENCY CONTROL WITH, = 0.1[s]
similar to those depicted before. Therefore, it@ncluded Controller  7,4[s] Iy MOV[%] ts [s]
that unless the real part of the eigenvalues arg clese to PI 4.284 0.000 1.029
the right half-plane, the performance of the priaontrol SP 0.100 2.775 0.000  1.224
system is adequate and fully decoupled from the S( MPC 3.093 0.000 1861
performance. PI 7.805 0.100 2.426
SP 0.400 5.266 0.060 1.900
MPC 4.641 0.000 1.328
B. Performance of the Secondary Frequency Contitth PI 11.894 0.160 6.490
Uncertainties in the Communication Delays SP 0.500 7.069 0.120 4.260
The parameters of the designed secondary frequen MPC 5.391 0.040  2.340
controllers are presented in the Appen@iXsee Table VII) Pl 24.636 0220  >20.000
for nominal delay times ofL = 0.1[s] and L = 0.2[s]. In SP 0.600 10410 0.160 1.560
this section, the dynamic performance of the SC&egies MSPPC fé?’;:g 0.060 >i57 ggo
is presented and their robustness analysed. 0.700 i 0.220 )
. : MPC 7.746 0.100 4.420
The results obtained for the SCS implemented withSIP MPC
; ) ; . 0.900 9.494 0.120 16.500
and MPC strategies are depicted in Tables Il andin this MPC
) . ) 1.100 22.762 0.200 >19.000
tablesMOV is the percentage of overshoot;is the settling
time; and/r is an error index given by equation (43). Moreover, from the results shown in Table Ill it is
_ 1 43 concluded that the PI strategy cannot be used (Becaf
Jr=Jr+ Ay (43) stability issues) for a delay,; = 0.7[s], while the SP cannot
L be used when the delay is; = 0.9[s]. These values are
Ir =T—_Z’,§’=1(w(k)— wy)? (44) comparable to those obtained using small signabilgia
s analysis, which are discussed in Section V.D (ggg, in
Jy = = 5N (w0, (k) — wy(k — 1) (45) ~ raplel). . .
Tsim 71N s It was expected to obtain the lowgrwith the MPC based

andJ, are terms associated to the regulation and cootrie NS index, nevertheless, SP has lower valuegrofor a

system,w, w,, andw, are the system frequency, the scgominalz,. This is due to the fact that the predictive cointr
y y S n il . . . .
output, and the nominal frequency respectivaly;, is the system presented in this work has been designetttin the
simulation time; andV is the time period. same bandwidth of the other SCS strategies; i.bad not

been designed to minimiZe as it is typical for this controller
family. Nevertheless, as the delgyincreases, thg. obtained



with MPC becomes considerably lower than that olethi (a)
using the other control strategies. : ‘ :
Table IV presents the results for the designed ydel:
L = 0.2[s] tested with different plant delays. From this éabl
it is concluded that the settling time increaseghes plant
delay decreases. Notice that (when the delay isddlan that
used for designing purposes) the PI control styategpieves .
the lowest settling times for all the cases folldwsy the SP 49.850 : ‘

th
<

Frequency [Hz]
.
&= ©
)
o ¥}

and the MPC. 0.5 1 15 2 2.5 3
TABLE IV Time [s]
SECONDARY FREQUENCY CONTROL WITH. = 0.2[s] ®
Controller _z,[s] I MOVI%] ¢ [5] ol ' ' ' '
Pl 5.001 0.000 0.89; ]
SP 0.200 3.378 0.000 0.982 = 50
MPC 3.761 0.000 1.972 g
PI 4.284 0000  1.025 = 409
SP 0.100 2.775 0.000 1.223 =
MPC 3.358 0.000 2.141 498 ‘ i ; ‘ i i
PI 3622 0.000 L1c 0 1 2 3o 4 3 6 7
sp 0010  2.423 0.000 1.41 Time [s]
MPC 3.131 0.000 2.35 50.15 . (?)
Fig. 11 presents the frequency for both invertarden a =~
load connection (see Figs. 1la, 1lb, and 1le) aad | %
disconnection (see Figs. 11c and 11d) for a plaiayd 2
74 = 0.1[s] (see Figs. 11la and 1la); = 0.6[s] (see Figs. &
11b and 11d) and; = 0.01[s] (see Fig. 11e). From Figs. 11la =
and 11b it is concluded that the robustness of NRC 49.95 : ‘ : ‘ ‘
strategy is higher than that of the other SCSsshmwn in 0 0.5 ! Ti;lj[s] 2 = 3

Fig. 11b, there are almost no oscillations for MeC based
SCS, for a delayr; = 0.6[s], while the other control

strategies have a noticeable oscillating behaviour. = soal
Finally, comparing Fig. 11a and 11c, it is concdideat the I =~
dynamic performance is very similar for the casta step & 30.05¢
load connection (see Fig. 11a) and step load dissiion 2 50
(see Fig. 11c). Z 4905

49.9
VIl. CONCLUSIONS 0

In this paper robust control methodologies forskeondary
control of MGs have been presented. Two new SGiegfies

based on Smith predictors and model predictive rotlats 30

have been analysed and tested using small sigabisisiand =

simulation work. These control strategies have tssigned & 49|

to operate in MGs with variable and unknown comroation &

delays with robust performance. g 12
For the PI, SP and MPC strategies, the maximumydel .

achievable without obtaining unstable eigenvaluas been 4985 N 5 3 ; s

calculated in several operating points. From thedility Time [s]
analysis is concluded that the most robust perfoomais Fig. 11. Frequency from inverter 1 (continue liae)d inverter 2 (dashed
obtained using SCSs based on model predictive aters. line) for a load connection with plant delay @) = 0.1[s], and (b)z, =

A minor disadvantage of the MPC strategy is tha tH-6ls], for a load disconnection with ‘plant_delay (c) = 0.1[s], and (d)
dynamic performance of this control method is glighlower @ = %-Is]-and (¢) foraload connection with = 0.01[s] andL = 0.2[s].
when compared to the Pl and SP based SCSs whelesign
delay L is close tot;. However the MPC based SCS is
considerably more robust in terms of maximum delaf&. SP Secondary control matrices
allowed. o The matrices associated to the SP control as nmettiin

Due to the robustness of the controller, it is ¢oded that gsection 1V-B are the following:

MPC based secondary control system are the recodeden
control family to operate in systems where the camication
delay is unknown with large variation values.

VIIl. A PPENDIX



[F11 Gz (i3 Gus Cis)

| 1 0 0 0 0]
Arp=| 010 0 0

l 0 0 1 0 0 J

0 0 0 1 0
T

Brpg, =[1 0 0 0 0]
With

Lrtg+2Llttpr+L1qtpLL+2TTqTpLL+KpLTTg
aj, = —
1 LrtgtprL
- 2Lr+L rg+2Lepy | +2rrg+Aerp L +21grp L+ 2KpL o+ Kplrg+2Kprrg+Kilerg
12 Lrrgrpi

2L+471+21q+4TpLL+4KpT—2KpTq+6Kp L+ 2K LT+K;LTq+2K;TTg
a —
13 LtTqTpLL
a _ 4Kp+4KT1—-2K;1q+6K;L+4
14 LttqtpLL

_ 4K;

s = = —

TTGTPLL

B. Microgrid parameters

The following table present the load values for the
cases analysed.

TABLE V
LOADS VALUES

Case Parameter Value Unit
Load 1 before impact 289.258+j18.1746 [VA]
Load Connection Load 2 before impact 289.258+j18.1746 [VA]
Load impact 1 1799.93+j799.967 [VA]
Load impact 2 1259.95+j1324.95 [VA]
Load 1 before impact 1799.93+j799.967 [VA]
Load Disconnection Load 2 before impact 1259.95+j1324.95 [VA]
Load impact 1 1799.93+j799.967 [VA]

Load impact 2 0 [VA]

C. Controllers values

The following tables present the values of the iiers
used in the primary and secondary control respelgtiv

TABLE VI
PRIMARY CONTROLLERS VALUES
Controller Slope K, K;
Inner Voltage - 1.70 73
Inner Current - 17.30 7208
Droop P-f 6.98 x 107* - -
TABLE VII
SECONDARY CONTROLLERS VALUES WITH SAMPLING TIMET' = 0.02[s]
Controller  Delay L [s] K, K; A N
Pl 0.1 036 280 - -
SP 0.1 0.12 3.16 - -
MPC 0.1 - - 224 15
Pl 0.2 0.36 2.80 - -
SP 0.2 0.12 3.16 - -
MPC 0.2 - - 97 15
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