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RGB-D Segmentation of Poultry Entrails
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Abstract. This paper presents an approach for automatic visual in-
spection of chicken entrails in RGB-D data. The point cloud is first
over-segmented into supervoxels based on color, spatial and geometric in-
formation. Color, position and texture features are extracted from each
of the resulting supervoxels and passed to a Random Forest classifier,
which classifies the supervoxels as either belonging to heart, lung, liver
or misc. The dataset consists of 150 individual entrails, with 30 of these
being reserved for evaluation. Segmentation performance is evaluated
on a voxel-by-voxel basis, achieving an average Jaccard index of 61.5%
across the four classes of organs. This is a 5.9% increase over the 58.1%
achieved with features derived purely from 2D.

1 Introduction

As part of the quality control in poultry processing plants, the entrails of the
slaughtered chickens are visually inspected e.g. to ensure that the organ ex-
traction was successful. The entrails are extracted via the abdomen when the
chickens are hanging upside down. Hearts and livers are sold separately for hu-
man consumption and it is therefore important that these organs are extracted
undamaged. The lungs are not fit for consumption, but difficult to extract be-
cause they are intertwined with the chicken’s ribs. Incomplete removal of entrails
is a quality issue for chickens that are sold whole.

Inspection of these three organs is currently done manually, which is incredi-
bly strenuous for the operator and limits the throughput of the entire processing
plant. Assessing the quality of a set of entrails, calls for a segmentation method
for the organs of interest. Entrails are non-rigid bodies, without straight lines
and sharp edges, that only satisfies a weak spatial arrangement. In recent work
by [1], a modified auto-context algorithm was developed to segment pig organs in
RGB images. The modified algorithm uses an atlas of iteratively updated organ
positions.

Quality control of organic material has often been done with hyper spec-
tral imaging (HSI). HSI makes it possible to capture nuances in color, that are
normally not visible with RGB cameras [2] [3][6][9][14]. [13] was able to detect
splenomegaly in poultry carcasses using ultra violet (UV) and color imaging.
The use of UV aids in separating the spleen from the liver, which proved dif-
ficult in RGB images. [4] concluded that near infrared imaging can be used to
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access quality measures like tenderness and color of fresh beef. [7] discovered
that two wavelengths, namely, 600nm and 720nm, were optimal for detecting
gallbladders attached to chicken livers.

Shape and depth information have been applied to other segmentation do-
mains with good results. With the recent advances in available depth sensors, like
Intel’s RealSense and Microsoft’s Kinect, this type of data has become very ac-
cessible. In this paper we show that state of the art 3D segmentation algorithms
can be used for segmentation of chicken entrails in RGB-D data.

2 Setup

The dataset was captured using the Intel RealSense F200 3D camera. The chicken
entrails were viewed frontally, from a distance of 35¢m, while placed in a hanger
similar to the ones used on the production line. The entrails were taken directly
from the production line and placed in the hanger, while retaining the same
orientation as on the line. Figure [I] shows the setup used for data collection and
the 3D camera’s frontal view of the target.

Fig. 1: I@l Hanger and 3D camera setup. I@l View from the camera. Red marks
the target entrails and green marks the camera.

A total of 150 unique entrails were captured. The first 120 of these were
reserved for training, while the remaining 30 were used in the evaluation. The
calibration between RGB and D is given by the Intel RealSense SDK.
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3 Segmentation Approach

Most existing research in segmentation of 3D scenes is focused on scenes with
man-made objects, which exhibit straight lines and sharp edges. Two widely used
datasets with these types of objects are the NYU V1 [12] and V2 [8] datasets.
[15] is an example of recent work that addresses this type of data. They segment
the point cloud into supervoxels and use a Random Forest (RF) classifier to
initialize the unary potentials of a densely interconnected Conditional Random
Field (CRF). In this paper we apply a similar framework to objects with signifi-
cantly different characteristics. Our system differs from [I5], by not including the
CRF that is used for refining the labeling and by omitting the features that are
specific to man-made object, as well as the features that utilize the orientation
of the room. Figure [2| gives an overview of the pipeline for segmenting entrails
into heart, liver, lung and misc. Figure [3a] shows a labeled set of entrails.

Voxel Cloud
Connectivity

2
|

Prediction

Response

Response
Random Forest classification Segmented entrails

Fig. 2: Overview of the segmentation pipeline.

First the raw point cloud is cropped, leaving behind only the central region
where the organs of interest are located. All of the points that remain in the
point cloud are clustered into supervoxels based on spatial, color and geometric
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similarity. Color, position and texture features are extracted from each of the
supervoxels and passed to a RF classifier, that labels each supervoxel as either
heart, lung, liver or misc.

Supervoxel segmentation The purpose of over-segmentation is to reduce the
amount of data and limit noise while preserving organ borders. We use the Voxel
Cloud Connectivity Segmentation (VCCS) [I0] supervoxel segmentation algo-
rithm. VCCS produces the supervoxels by seeding the point cloud geometrically
even. An iterative clustering algorithm groups voxels within v/3Reeq of each
seed in a 39 dimensional space, based on spatial, color and geometric similarity.
The importance of each feature type can be adjusted using weights. The 39 di-
mensional feature vectors consists of the CIELab channels, 3D point coordinate
and the Fast Point Feature Histograms [I1] descriptor.

Random Forest A label prediction for each supervoxel is given by a RF clas-
sifier. The RF consists of an ensemble of label distributions in the leaf nodes of
the trees. The label distributions are created, during training, from the labels
of training features that reaches particular leaf nodes when traversing through
the RF. The dataset is skewed from the differences in organ sizes. Hence, priori
probabilities that reflect the skewed distribution are assigned each class. Train-
ing is done, based on features extracted from supervoxels belonging to 120 sets
of entrails. A feature vector and a label is passed for each supervoxel. Since the
dataset is annotated on a voxel-by-voxel level, the label of a supervoxel is deter-
mined by majority vote on the voxel labels belonging to the given supervoxel.
The feature vectors used for the RF consists of the mean and standard deviation
of each CIELab channel and the supervoxel center coordinate, which brings the
total of features to 9.

4 Evaluation

Since we have a manually annotated dataset we use a supervised evaluation
approach, where the similarity between a labeled GT and the segmented output
is quantified using the Jaccard Index. Figure shows one example of a RGB
2D image that is used when annotating the entrails. Figure shows the
resulting annotation in 2D. Because of the uncertainty when annotating border
regions, evaluation is done, using annotations with a “don’t care” zone on the
border of each class, as done in [5]. The annotation with the “don’t care” zone
can be seen in Before the labels can be used for training and evaluation
they are mapped onto the 3D point clouds, resulting in the labeled point cloud

shown in Figure [3(d)]
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(a) (b) ()

Fig.3: |(a)l 2D RGB image of entrails, with labeled organs. I@l Annotation in
2D.[(c)] Annotation with one pixel wide “don’t care” zone around each class. [(d)]
Annotation mapped to 3D.

The final evaluation based on the 30 entrails in the test set, is done on a
voxel-by-voxel basis. Every point belonging to a given supervoxel, thus inherits
the supervoxel’s label. Finally, the quality of the segmentation can be evaluated
by comparing the predicted labels in Figure to the GT

Fig. 4: I@l Original RGB point cloud. I@l Segmented point cloud. GT point
cloud with one voxel wide “don’t care” zone around each class. Green is misc.,
red is heart, blue is liver and purple is lung.
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4.1 Results

Table [1] shows the voxel-wise Jaccard index for segmentation of the four classes.
For the exclusively 2D based results, the features that are related to 3D are
disabled. This is primarily impacting the clustering into supervoxel, as the geo-
metric similarity is an important feature for that.

Table 1: Voxel-wise Jaccard index for the four classes.

‘ Misc Heart Liver Lung ‘ Avg.
2D 62.9% 44.4% 76.8% 48.4%| 58.1%
2D+3D|66.1% 53.1% 79.2% 47.5% |61.5%

It is clear from Figure [ and Table [I] that the lung and heart are the most
challenging organs to segment. The heart is small and much of it is covered by fat,
which makes the color features much less effective. The lungs are also small and
often occluded, therefore there is few voxels available for training and testing.
Additionally, the lungs exhibit large variance in color, based on the amount of
blood left in them. The segmentation example in Figure [4] indicates that the
miss-classification of the misc. class as either heart or lung is the main issue.
This might be addressed by modifying the weights on each class during training
or by looking into the impact of the different features. In this case, it is likely
that the spatial feature is too significant in the upper part of the point cloud.

5 Conclusion

We presented an approach for automatic visual inspection of chicken entrails
and show that a segmentation algorithm previously used on man-made objects
is able to function on vastly different objects. We achieve an average Jaccard
index of 61.5% across the four organ classes. This is a 5.9% increase over the
58.1% achieved with features derived purely from 2D. Thus, the segmentation
benefits from the additional information, that is available in RGB-D compared
to RGB. Our use of 3D derived features is mainly limited to the segmentation
into supervoxels. Therefore, improvements might lie in utilizing posterior opti-
mizations as well as global and neighborhood features, many of which would be
based on 3D.

6 Acknowledgments

Thanks to GUDP for financial support and to Danpo for providing access to their
facilities. The work has been partially supported by Spanish project TIN2013-
43478-P.



RGB-D Segmentation of Poultry Entrails 7

References

10.

11.

12.

13.

14.

15.

. Amaral, T., Kyriazakis, 1., Mckenna, S.J., Ploetz, T.: Weighted atlas auto-context

with application to multiple organ segmentation. Proc. WACV (2016)

Chao, K., Yang, C.C., Kim, M.S.; Chan, D.E.: High throughput spectral imaging
system for wholesomeness inspection of chicken. Applied Engineering in Agricul-
ture 24(4), 475-485 (2008)

Dey, B.P., Chen, Y.R., Hsieh, C., Chan, D.E.: Detection of septicemia in chicken
livers by spectroscopy,. Poultry Science 82(2), 199-206 (feb 2003)

Elmasry, G., Sun, D.W., Allen, P.: Near-infrared hyperspectral imaging for predict-
ing colour, pH and tenderness of fresh beef. Journal of Food Engineering 110(1),
127-140 (2012)

Everingham, M., Van Gool, L., Williams, C.K.I., Winn, J., Zisserman, A.: The
PASCAL Visual Object Classes Challenge 2008 (VOC2008) Results

Huang, H., Liu, L., Ngadi, M.O.: Recent developments in hyperspectral imaging for
assessment of food quality and safety. Sensors (Basel, Switzerland) 14(4), 7248-76
(2014)

Jorgensen, A., Moeslund, T.B., Jensen, E.M.: Detecting gallbladders in chicken
livers using spectral analysis. In: Proceedings of the British Machine Vision Con-
ference 2015. British Machine Vision Association (2015)

. Nathan Silberman, Derek Hoiem, P.K., Fergus, R.: Indoor segmentation and sup-

port inference from rgbd images. In: ECCV (2012)

Panagou, E.Z., Papadopoulou, O., Carstensen, J.M., Nychas, G.J.E.: Potential
of multispectral imaging technology for rapid and non-destructive determination
of the microbiological quality of beef filets during aerobic storage. International
Journal of Food Microbiology 174, 1-11 (2014), http://dx.doi.org/10.1016/j.
ijfoodmicro.2013.12.026

Papon, J., Abramov, A., Schoeler, M., Worgotter, F.: Voxel cloud connectivity
segmentation - supervoxels for point clouds. In: Computer Vision and Pattern
Recognition (CVPR), 2013 IEEE Conference on. pp. 2027-2034 (June 2013)
Rusu, R.B., Blodow, N., Beetz, M.: Fast point feature histograms (fpfh) for 3d
registration. In: Robotics and Automation, 2009. ICRA ’09. IEEE International
Conference on. pp. 3212-3217 (May 2009)

Silberman, N., Fergus, R.: Indoor scene segmentation using a structured light sen-
sor. In: Proceedings of the International Conference on Computer Vision - Work-
shop on 3D Representation and Recognition (2011)

Tao, Y., Shao, J., Skeeles, K., Chen, Y.R.: Detection of splenomegaly in poultry
carcasses by UV and color imaging. Transactions of the Asae 43(2), 469-474 (2000)
Trinderup, C.H., Dahl, A.L., Michael, J., Jensen, K., Conradsen, K.: Utilization of
Multispectral Images for Meat Color Measurements pp. 43-48 (2013)

Wolf, D., Prankl, J., Vincze, M.: Fast semantic segmentation of 3d point clouds
using a dense crf with learned parameters. In: Robotics and Automation (ICRA),
2015 IEEE International Conference on. pp. 4867-4873 (May 2015)


http://dx.doi.org/10.1016/j.ijfoodmicro.2013.12.026
http://dx.doi.org/10.1016/j.ijfoodmicro.2013.12.026

