
 

  

 

Aalborg Universitet

Ramon Llull's Ars Magna

Jensen, Thessa

Published in:
Eurocast 2017. Computer Aided Systems Theory

Creative Commons License
Unspecified

Publication date:
2017

Document Version
Publisher's PDF, also known as Version of record

Link to publication from Aalborg University

Citation for published version (APA):
Jensen, T. (2017). Ramon Llull's Ars Magna. In Eurocast 2017. Computer Aided Systems Theory: EXTENDED
ABSTRACTS (pp. 39-41)

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: March 13, 2024

https://vbn.aau.dk/en/publications/8312ca89-bed6-4af8-b1a3-2940d6b4e4bd


Computer Aided
Systems
Theory

Alexis Quesada-Arencibia
José Carlos Rodríguez
Roberto Moreno-Díaz
Roberto Moreno-Díaz jr. (Eds.)

EXTENDED ABSTRACTS

16th International Conference on Computer Aided Systems Theory
Las Palmas de Gran Canaria, Spain, February 2017

E
U

R
O

C
A

S
T

 2
01

7





Sixteenth International Conference on 
COMPUTER AIDED SYSTEMS THEORY 
 
 
 
EUROCAST  2017 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Edited by  
 

Alexis Quesada-Arencibia 
José Carlos Rodríguez-Rodríguez 

Roberto Moreno-Díaz and 
Roberto Moreno-Díaz jr. 



eurocast 2017  
 

Sixteenth International Conference on  
Computer Aided Systems Theory  

 

February 19-24, 2017 
 

Museo Elder de la Ciencia y la Tecnología, Las Palmas de Gran Canaria  
Canary Islands, Spain  

 

 
 

Organized by:  
Instituto Universitario de Ciencias y Tecnologías Cibernéticas 

Universidad de Las Palmas de Gran Canaria, Spain 
	  

Johannes Kepler University Linz 
Linz, Austria 

	  
Museo Elder de la Ciencia y la Tecnología 

Las Palmas de Gran Canaria, Spain 
	  

With the collaboration of 
Fundación Universitaria de Las Palmas 

Österreichische Gesellschaft für Technologie-Politik 
Cátedra de Tecnologías Médicas de Gran Canaria 

Cabildo Insular de Gran Canaria 
Ayuntamiento de Las Palmas de Gran Canaria 

Gran Canaria Convention Bureau 
 
 

 

                          
                         Honorary Chairman: 
                         Werner Schimanovich 
          Austrian Society for Automation and Robotics  
 

Conference Chairs  
General: Roberto Moreno-Díaz (Las Palmas) 

 
Program: Franz Pichler (Linz) 

 
Technical: Alexis Quesada-Arencibia (Las Palmas) 

                          

  
                      Technical Secretariat 

Instituto Universitario de Ciencias y 
Tecnologías Cibernéticas  

Universidad de Las Palmas de Gran Canaria  
Campus de Tafira  

35017 Las Palmas de Gran Canaria, Spain  
 

Phone: +34-928-457108  
Fax: +34-928-457099  

E-mail: euroccast@iuctc.ulpgc.es 
 



 



Preface 
 
The concept of CAST as Computer Aided Systems Theory was introduced by Franz 
Pichler of Linz in the late 80's to name computer theoretical and practical tools for 
problems in System Science. It was thought as the third component (the other two 
being CAD and CAM) that will provide for a complete picture of the path from 
Computer and Systems Sciences to practical developments in Science and 
Engineering.  
 
Franz Pichler organized in the University of Linz the first CAST workshop in April 
1988, which demonstrated the acceptance of the concepts by the scientific and 
technical community. Next, Roberto Moreno-Díaz, of the University of Las Palmas 
de Gran Canaria joined Franz Pichler, motivated and encouraged by Werner 
Schimanovich, of the University of Vienna (present Honorary Chairman of Eurocast),  
and they organized the first international meeting on CAST, (Las Palmas February 
1989), under the name EUROCAST'89 that again proved to be a very successful 
gathering of systems theorists, computer scientists and engineers from most of 
European countries, North America and Japan. It was agreed that EUROCAST 
international conferences would be organized every two years, alternating between 
Las Palmas de Gran Canaria and a continental Europe location, being later decided to 
celebrate them in Las Palmas. Thus, successive EUROCAST meetings took place in 
Krems (1991), Las Palmas (1993), Innsbruck (1995), Las Palmas (1997), Vienna 
(1999), Las Palmas (2001), (2003), (2005), (2007), (2009), (2011), (2013) and (2015) 
in addition to an extra-European CAST Conference in Ottawa in 1994. Selected 
papers from those meetings were published by Springer-Verlag Lecture Notes in 
Computer Science nos. 410, 585. 763,1030, 1333, 1798, 2178, 2809, 3643, 4739, 
5717, 6927, 6928, 8111- 8112, 9520 and in several special issues of “Cybernetics and 
Systems: an International Journal”. EUROCAST and CAST meetings are definitely 
consolidated, as it is shown by the number and quality of the contributions over the 
years. 
 
EUROCAST 2017, to be held in the Elder Museum of Science and Technology of Las 
Palmas, February 19-24, continues with the approach tested in last Conferences as an 
International computer related Conference with a true interdisciplinary character. The 
participants profile is presently extended to include fields which are in the frontiers of 
Science and Engineering of Computers, of Information and Communication 
Technologies and the fields of Social and Human Sciences. The best paradigm is the 
Web, with its associate systems engineering, CAD-CAST tools and professional 
application products (Apps) for services in the social, public and private domains. 
 

 There are different specialized Workshops which, in this occasion, are devoted to:  
1.- Systems Theory and Applications, chaired by Pichler (Linz) and Moreno-Díaz 
(Las Palmas); 2.-Pioneers and Landmarks in the Development of Information and 
Communication Technologies, chaired by Pichler (Linz), Stankovic (Nis), Kreuzer, F. 
and J. (USA); 3.- Stochastic Models and Applications to Natural, Social and 
Technological Systems,  chaired by Nobile and Di Crescenzo (Salerno); 5.- Theory 
and Applications of Metaheuristic Algorithms, chaired by Affenzeller and Jacak 



(Hagenberg) and Raidl (Vienna); 6.- Embedded Systems Security, chaired by 
Mayrhofer and Schmitzberger (Linz); 7.- Model-Based System Design, Verification 
and Simulation, chaired by Nikodem (Wroclaw), Češka (Brno), Ito (Utsunomiya); 
10.- Systems in Industrial Robotics, Automation and IoT, chaired by Stetter (Munich), 
Markl (Vienna), Jacob (Kempten); 11.- Applications of Signal Processing 
Technology, chaired by Huemer (Linz), Zagar (Linz), Lunglmayr (Linz), Haselmayr 
(Linz); 12.- Algebraic and Combinatorial Methods in Signal and Pattern Analysis, 
chaired by Astola (Tampere), Moraga (Dortmund), Stankovic (Nis); 13.- Computer 
Vision, Deep Learning and Applications, chaired by Penedo (A Coruña), Radeva 
(Barcelona); 14.- Computer and Systems Based Methods and Electronic Technologies 
in Medicine, chaired by Rozenblit (Tucson), Hagelauer (Linz), Maynar (Las Palmas), 
Klempous (Wroclaw); 15.- CyberMedical Systems, chaired by Rudas (Budapest), 
Kovács (Budapest), Fujita (Iwate); 16.- Socio-economic and Biological Systems: 
Formal Models and Computer tools, chaired by Schwaninger (St. Gallen), 
Schoenenberger (Basel), Tretter (Munich), Cull (Corvallis US), Suárez-Araújo (Las 
Palmas) and 17.- Intelligent Transportation Systems and Smart Mobility, chaired by 
Sánchez-Medina (Las Palmas), Celikoglu (Istanbul), Olaverri-Monreal (Wien),    
García-Fernández (Madrid), Acosta-Sánchez (La Laguna). 

 
In this Conference, as in prior ones, most of the credits of success are due to the 
chairpersons of the workshops. They, with the counselling of the International 
Advisory Committee, selected near 154 extended abstracts for oral presentation at the 
meeting, which are included in this volume. Specific instructions will be given for the 
preparation of the Post-Conference Publication, which will contain full papers 
selected, as in prior EUROCAST's, after the oral presentations. The present volume is 
divided in Chapters corresponding to the Workshops. 
 
The event has been possible thanks to the efforts of the chairpersons of the 
Workshops in the diffusion and promotion of the Conference, as well as the selection 
and organization of all the material. The organizers must express their 
acknowledgement to all contributors and participants and to the invited speakers, 
Prof. Christian Müller-Scholer from Hamburg, Prof. Manuel Maynar, from Las 
Palmas and Prof. Jaakko Astola from Tampere, for their readiness to collaborate. Also 
to the Director of the Elder Museum of Science and Technology, D. José Gilberto 
Moreno, to the members of the Museum, and finally, to the Collaborator Institutions 
and to all those which contribute to the success of the Conference as a pleasant and 
useful scientific, technical and human event. 
 
Las Palmas de Gran Canaria, February 2017.  
The Editors. 
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Extended abstract

Since the invention of the first microprocessor has passed many years. Tech-
nological developments in CPU construction is primarily based on increasing
the performance of devices, their miniaturization and the reduction of manu-
facturing costs. Well known Moore’s Law, speaking of doubling the number of
transistors on a chip at regular intervals, proved to work well over years. Such
a trend, due to the technological constraints cannot be everlasting; right now
it is observed as it slows down. Limitations in minimum size of the individual
components (transistors) and a total power draw of a system, forced to change
the direction of the technological development. Instead of boost the clock of a
processor, it was decided to multiply its number in a chip. Thanks to clustering
of processor cores in a single chip that utilize fast shared cache memory, we still
can observe considerable performance boost.

Another approach, recently propagated, involves the use of special, dedicated
computation units (such as Graphics Processing Units) to parallelize the opera-
tion. In 2006 new graphics chips with unified stream processors were introduced
to the market and started to replace outdated one based on specified pixel shader
/ vertex units. As a result, one can utilize them for general purpose computation
while these units are not engaged in rendering graphics. The approach gained
its momentum and was adopted as General Purpose on GPU which finally re-
sulted in the project - an open framework to create kernels and communication
interface with devices supporting it. Forged under auspices of Khronos Group,
OpenCL met with universal acceptance and became a de facto standard.

Advent of Internet era, and common use powerful, mobile devices, made
Khronos Group to come up with industry standards that remediate the problem
with diversity of devices / operating systems, dealing with displaying accelerated
graphics in a browser and with utilization of potent CPUs/GPUs for general
purpose computation. That was the trigger to introduce WebGL and WebCL as
a counterparts to well known OpenGL and OpenCL.
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The study involves the design and implementation of environmental research,
on the basis of which to be drawn appropriate conclusions. The project consists of
a desktop application, written in C ++ using frameworks OpenCL and OpenGL,
and its mobile counterpart (that can be reached via a web browser), usingWebCL
and WebGL. Both systems allow for solving an advanced computational problem
without the use of external libraries (natively in C++ and JScript), dealing with
that problem by means of use of GPGPU (WebCL / OpenCL), and lastly allow
for visualization the effects (WebGL / OpenGL).

The authors used known, though computationally complex problem of gen-
erating fractals as a test ground for the research. Studies consequently compared
the different aspects such as:

– The execution time of the algorithm(s) along with render-time (rendered
frames per unit time).

– Dependency between screen resolution and time to generate a fractal,
– Measurement time and system resources utilization during the initialization

and release of OpenCL / WebCL context.

The contribution of this paper is to demonstrate the legitimacy of the use
of WebCL/OpenCL frameworks and GPGPU capabilities in the process of cre-
ating complex applications that are run in a web browser. The aim was to use
WebCL framework to test the possibility of using GPGPU techniques in the
creation of complex applications running directly in a browser (and its poten-
tial performance boost / degradation in comparison to a desktop application
developed with use of OpenCL). The choice was dictated by the growing impor-
tance of Internet services, and the problem they are facing - time to load and
performance penalty introduced by a use of web. No direct comparisons of duo
OpenCL/OpenGL vs. WebCL/WebGl were made so far. Authors [1–4] proved
that these standards are useful, not only in terms of rendering complex graph-
ics in a browser but also capable to deal with complex computations, but none
had tried to make complete comparison in terms of performance, features and
interoperability of these standards.
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Extended abstract

When in the 20th century such scientists as Norbert Wiener, John von Neumann,
Warren McCulloch [3, 8] formulated the basis of cybernetics, they tended rather
to the conception of the human mind in terms of the functioning in a machine,
than to the anthropomorphization of the machine. Following this path, taking
into account the legacy of the cybernetics, the idea of computerization of the
mind has re-emerging today as cognitive informatics [2, 7].

I would like to talk about a new endeavor in this field - the application of
set theory and relations in cognitive informatics which are especially useful in
solving holistic problems or global/local activity dilemmas. While we arrange
the puzzle, it is easier to find its elements, if we know the whole. Without the
whole picture a single action becomes meaningless.

The expansion of the modern scientific method, based both on system theory
and computer based numerical verification of the studied phenomena, spanning
today these areas of reality, that until recently, have been the subject of vague
speculative and pure common sense inquiry. We have more and more evidence
[1] that the cells in the brain are not only sensitive to certain stimuli, but reacts
in accordance with what at the same time doing other cells.

Based on the state-of-the-art in system theory research [6] I will present as-
sociative relations, as an element of relational space, which can define limited
bandwidth of information transfer, which can define limited bandwidth of in-
formation transfer, high cognitive effort and cumbersome and time-consuming
calculation as the main problems the science have to face in real world applica-
tions outside the laboratory.

Cognitive modeling is our attempt to dealing with holistic and part-based
computations in computer based modeling of technical systems which are com-
plex and distributed. We will present sketches of what we’ve been doing, and
some, selected methods will be discussed on the conference. We will present a
results of applications of cognitive modeling in creating adaptive human com-
puter interfaces based on visual communication and image processing based on
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morphological operations [4]. We argue that, if we understand the principles
of visual perception, image processing and learning processes that occur in the
human brain, we can use this knowledge to improve human computer interface
technology.

The presentation will be a comprehensive digest of empirical fact and theo-
retical considerations biased toward conclusion that we still on the way towards
understand how our brain works [5], and how to model this activity using com-
puters.
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1 Extended abstract

In recent years parallel and distributed computing have become standard techniques
for speeding up calculations for a wide various applications, ranging from production
planning [1] to cosmology [2]. Such a common usage have resulted in a considerable
attention from the scientis around the world. The basic theoretical speedup achievable
in such parallel computing systems is governed by Amdahl’s law [3], which describes
the speedup as the function of the number of computing cores (processors).

Despite its usefulness, Amdahl’s law has several drawbacks. It disregards the over-
head encountered in real-life parallel systems. More importantlyo, it assumes that all
the processors in the system are identical. In other words, it describes a homogeneous
parallel system. However, in the present day computations are carried out using more
than just a series of identical CPUs. Other possibilities include: Graphics Processing
Units (GPUs) with hundreds of cores, vector processing (using technologies like SSE
instructions or dedicated devices like Xeon Phi) or distributed computing. Moreover,
modern parallel computations systems often combine several of aforementioned devices
and techniques. The resulting systems are thus heterogeneous. The advantage of such
systems is that they allow to better use the processing power of modern computer
systems (e.g. virtuall all modern computers can achieve parallelization through the use
of SSE instructions. Many also have GPUs capable of performing all-purpose compu-
tations). Thus, heterogeneous parallel systems have attracted considerable attention
over the last years. Examples include work that uses CPU, GPU and Xeon Phi devices
at once [4], several surveys [5] and even simulators [6].

Naturally, increase in popularity of heterogeneous parallel systems resulted in some
attempts at extending Amdahl’s law for use with such systems ([7] to name one recent
example). However, trying to directly apply Amdahl’s law to heterogeneous systems
is difficult, since we lack the means of expressing one type of core (like CPU cores)
with some number of cores of another type (like GPU cores). Moreover, different paral-
lel computing techniques have different granularity: SSE vectorization is fine-grained,
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while distributed computing is coarse-grained and with CPUs, GPUs and Xeon Phi-like
systems somewhere in the middle.

Thus, we propose a reversed take on Amdahl’s law. First, we describe the given
real-life heterogeneous parallel system by its configuration (types and number of cores
etc). Next, we choose a reference configuration (usually a single core machine). Then
we execute the same, fixed algorithm on both machines and compare the observed com-
putation times. This yields speedup of the given configuration relative to the reference
configuration.

Next, we use the reversed version of Amdahl’s law: we express the number of
cores using the measured speedup. The resulting number (not necessarily an integer)
tells us how many referenced configurations would need to be launched in parallel
to equal the given (examined) configuration. This in turn allows to compare various
heterogeneous systems (using the same reference configuration) by other means than
simple comparison of speedups. This, together with known configurations costs, allows
to better approximate computational capabilities of parallel systems.

In the paper we introduce the reversed Amdahl’s law and show some of its prop-
erties, parameters and accuracy. We then use the law to compare two heterogeneous
parallel systems in a computer experiment. One system equipped with 8 CPU cores
and one with 12 CPU cores and a GPU device (the CPUs are different for each ma-
chine).Moreover, both machines employed SSE instructions to improve the computation
time. The comparison was done by implementing parallel algorithms for three simple
test problems. The results show that the reversed Amdahl’s law can be used to compare
heterogeneous parallel systems beyond simple comparison of achieved speedups.
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1 Extended Abstract

The airports security and protection model involves using different resources to
secure its infrastructure. The most used are; equipment for the inspection of
persons and luggage, closed circuit television cameras throughout the airport,
anti-intrusion systems and, detection and recording systems. However, all these
resources imply a high cost that not all airports can afford.

Currently, there are new proposals for security which propose the use of
mobile technology as video surveillance system. Mobile technology provide per-
formance, portability, transmission capacity and the ability to capture videos
and images that do it possible, and even more important, it reduces costs.

Sharing information among nodes in a network can be done in different
ways. The kind of the information that the system shares usually determines
the method for the chosen communication. In this proposal, sharing audio and
video media is the main objective. For this reason, the most important point is
the guarantee of a low latency, low jitter and efficient transmissions, but occa-
sional losses could be tolerated. The media streaming protocol is defined taking
into account the structure of the packets and the algorithms used to send real-
time media on a network.

There are several protocols, which allow the implementation of video surveil-
lance system in mobile phones. In particular, WebRTC and RTCP, are the most
used. This work focuses on carrying out a study of three possible implementa-
tions in order to analyze their weaknesses, strengths and conclude which one
would be the most suitable to be use on mobile devices. This proposal evaluates
times at live streaming with the use of smartphones. It takes into account the
establishment time and stream reception time from a single source, to a large
quantity of receivers. In order to perform the analysis three Android applications
have been implemented, a web service and two different multimedia services. The
study includes the implementation of three different proposals that claims to be
the innovaty solutions in videostreaming.

The first proposal that is analyzed, uses the Real Time Streaming Protocol
(RTSP) [3] based on Real-time Transport Protocol (RTP) [4] with a multimedia
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server that acts as intermediary between the two devices that do the streaming.
It is a non-connection oriented application layer protocol that uses a session
associated to an identifier. RTSP usually uses the UDP protocol to share the
video and audio data and TCP for the control (TCP is used just if it is necessary).

The second proposal implements Web Real-Time Communications (WebRTC)
protocol with a multimedia server that acts as intermediary too. WebRTC [1]
is a project maintained by Google based on RTP. This system allows real-time
communications through some Application Programming Interfaces (API) with
a high quality, low latency and low bandwidth consumption.

The last proposal is based on WebRTC and STUN (Session Traversal Utilities
for NAT) and it does not use any multimedia server. The STUN server allows
clients to find out their public address, the type of NAT they are behind and
the Internet side port associated by the NAT with a particular local port. This
information is used to set up UDP communication between the client and the
VoIP provider to establish a call. The STUN protocol is defined in RFC 3489
[2].

In particular, this paper present a comparative study of three different sys-
tems designed to evaluate times at live streaming, using Android smartphones.
Simulations analyse the time requirements for establishing and sending packets
in a videostreaming connection in each one of the proposed solutions. The re-
sults show a 20% of performance improvement of WebRTC protocol over RTSP.
However, the last analysed protocols based on STUN and without using a mul-
timedia server, provides an improvement of 38% respect to WebRTC and 49%
respect to RTSP. Hence, the obtained results show that the last proposals offer
significant improvements over previous schemes.
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Secret-key encryption functions are usually divided into two separated classes:
stream ciphers and block-ciphers depending on whether the encryption function
is applied either to each individual bit or to a block of bits of the original message,
respectively. Stream ciphers try to imitate the one-time pad cipher or Vernam
cipher [4] that remains as the only absolutely unbreakable cipher. They are de-
signed to generate from a short key a long sequence (the keystream sequence)
of pseudorandom bits.

The modified self-shrinking generator (MSSG), a decimation-based key-
stream sequence generator, was introduced by Kanso in [2] as an improved ver-
sion of the self-shrinking generator [3]. In the MSSG case, the m-sequence {ui}
generated by a maximal-length LFSR is self-decimated. The decimation rule is
very simple: given {u2i, u2i+1, u2i+2}, i = 0, 1, 2, . . ., three consecutive bits of the
m-sequence {ui}, the output sequence {sj} is computed as{

If u2i + u2i+1 = 1 then sj = u2i+2,

If u2i + u2i+1 = 0 then u2i+2 is discarded.

We call the output sequence {sj} as the modified self-shrunken sequence
(MSS-sequence). If the length of the LFSR that generates {ui} is denoted by
L, then the linear complexity LC of the corresponding MSS-sequence satisfies:
2�

L
3 �−1 ≤ LC ≤ 2L−1 − (L − 2), and the period T of such a sequence, when L

is odd, satisfies: 2�
L
3 � ≤ T ≤ 2L−1 as proved in [2]. As usual, the key of this

generator is the initial state of the register that generates {ui}.
In [1], the authors showed that the MSS-sequence can be obtained through

linear cellular automata. A cellular automaton (CA) is a discrete device where
the contents of a cell at instant t are updated following a rule or function that
involves k neighbour cells at instant (t−1) [5]. If the operations involved in such

� The first author was supported by FAPESP with number of process 2015/07246-0.
The second author was supported by Ministerio de Economı́a y Competitividad,
Spain under grant grant TIN2014-55325-C2-1-R (ProCriCiS) and Comunidad de
Madrid, Spain, under grant S2013/ICE-3095-CM (CIBERDINE). Both authors also
want to thank Feder Funds.
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a rule are composed exclusively by XOR operations, then the CA is said to be
linear.

A linear CA can be also seen as a linear transformation, where each state
xt+1 is obtained from the previous state xt. Considering the CAs in [1], this
linear transformation has the following form:

T : Fl
2 −→ Fl

2

xt = (xt
0, x

t
1, . . . , x

t
l−1) −→ xt+1 = T (xt) = xtA

= (xt
0 + xt

1, x
t
1 + xt

2, . . . , x
t
l−2 + xt

l−1, x
t
l−1),

where the transition matrix, A, is an l × l matrix with ones in both the main
diagonal and the subdiagonal and zero elsewhere.

On the other hand, let E be the one-sided shift operator that acts on the
terms of a sequence, for example, Ean = an+1 and Ekan = an+k. We claim that
the MSS-sequence {sj} based on the m-sequence {ui} is a particular solution of
the homogeneous linear difference equation

(E + 1)2
L−1

zn = 0,

whose characteristic polynomial is (1 + x)2
L−1

.
Decimation was introduced in order to break the linearity of the m-sequences

generated by LFSRs. However, in this work we see that the MSS-sequence can be
modelled as the output sequence of two different linear structures: one based on
linear CA and the other one based on linear difference equations. The previous
statement implies that MSS-sequences are sensitive to suffer a cryptanalysis that
takes advantage of their linearity.
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Abstract. The paper surveys recent theoretical results of the CzechTech
group in network systems. Several problems are scanned such as the lo-
cal dynamics impact; the role of Laplacian matrix properties; waves and
transfer functions in networks.Also, several simulation and experiments
examples are presented from different such as platoons of automated ve-
hicles for future automated highway systems, nonlinear oscillators syn-
chronization for Smart Grids and vibration suppression through networks
in new materials for future cars and airplanes.

Keywords: Networked systems, Laplacian matrix, decentralized con-
trol, collaborative control, consensus, synchronization, waves, transfer
functions, platooning, smart grids, and suppression of vibrations.

Nowadays, the world is all interconnected. Everything affects everything else.
All kinds of systems are interconnected in different networks at many levels of
the hierarchy. This networked nature becomes pervasive and past centralized
approaches fail to describe, understand, and control current industrial, commu-
nication, social and many other hypercomplex systems. That is why entirely new
decentralized and collaborative methods and architectures are to be developed
for control, decision and many other purposes and goals to design and handle
highly autonomous, heterogeneous and hybrid networked subsystems.

Quite naturally, networked systems have long been part of the mainstream
in systems and control research, development, and applications. Many research
groups are pursuing the topic at the CzechTech. This article aims to provide
a brief overview of recent achievements of this group in theory and practice of
network systems. Also, it demonstrates how the initial curiosity-driven research
can give rise to experimental, development and application effort and results.

In the paper, several topics will be enlightened including:

– The effect of various feedback types within the network [5, 6].
– How local dynamics impacts stability, performance, and scaling [4, 7].
– Laplacian matrix properties in system analysis and design [2, 3].
– Dense or sparse network? Tight or loose binding?

� The work was partly supported by the Czech Ministry of Education project LG15049.
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– Waves in networks: propagation, bouncing and absorption [1].
– Transfer functions within the network.

Fig. 1. The EU Sartre project: a platoon of Volvo driver-less cars in normal traffic.
Successful Control system design by CzechTech graduates in Ricardo Prague company.

During the survey, several simulation, experimental and application examples
from different engineering fields will be demonstrated and exploited such as

– Automated highway systems - platoons of automated vehicles.
– Smart Grids - nonlinear synchronization of oscillators.
– New materials for future cars and airplanes - vibrations suppression.
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Extended abstract

Data Mining emerges in response to technological advances and considers the
treatment of large amounts of information locked up in databases. The objec-
tive of Data Mining is the extraction of new, valid, comprehensible and useful
knowledge by the construction of models that seek structural patterns in the
data, to ultimately make predictions on future data. The challenge of extracting
knowledge from data is an interdisciplinary discipline and draws upon research
in statistics, pattern recognition and machine learning among others. Clustering
and classification are two methods used in data mining.

Clustering is a common technique for identifying natural groups hidden in
data. Clustering is a process that automatically discovers structure in data and
does not require any supervision, it is an unsupervised learning method [1]. The
grouping is done in such a way that objects in the same group or cluster are more
similar to each other than to those in other clusters. It is important to use the
appropriate similarity metric to measure the proximity between two objects, but
the separability of clusters must also be taken into account. The goal is to find
clusterings that satisfy homogeneity within each cluster as well as heterogeneity
between clusters [2].

The problem of comparing two or more sets of overlapping data as the foun-
dation for identifying different partitions of quantitative data was addressed in
[3]. A method for cluster analysis and statistical based split of the data was
presented. The clusters are formed using similarity measures based on boxplots.
Boxplots are non-parametric, they display variation in the data of a statistical
population without making any assumptions of the underlying statistical distri-
bution. The spacings between the different parts of the box indicate the degree
of dispersion and skewness in the data, and also show outliers. A boxplot is a
convenient way to graphically display the data and identify outliers. Boxplots are
useful when comparing data sets. Therefore, boxplots are a convenient tool to
study overlapping data. Once clusters are identified the multiway split selection
is forthcoming. The number of splits depends on the number of clusters found.

Classification is a process of categorization, where objects are recognized,
differentiated and understood using the training set of data. Classification is a
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supervised learning technique where a training set and correctly classified obser-
vations are available. In order to predict the class labels of a new object, hidden
relationships between attributes are discovered. There are many classification
techniques available. One of them is the decision tree model. A decision tree is
a structure that includes a root node, branches, and leaf nodes. Each internal
node denotes a test on an attribute, each branch denotes the outcome of the
test, and each leaf node holds a class label. The topmost node in the tree is the
root node. Decision tree learning creates a decision tree from the training set,
that can be used as a predictive model which maps observations about a new
object, represented in the branches, to conclusions about the object’s class label,
represented in the leaves. In data mining, a decision tree describes data and can
be used to classify new objects.

The majority of methods and techniques used to construct decision trees
are binary based. These algorithms decide the split for binary class values that
allows for the optimal decision tree. This is convenient when the class is dichoto-
mous. This paper addresses the problem of constructing decision trees where the
multi-split values assigned to the branches are found using statistical concepts
that measure the distance between partitions and allow for the formation of clus-
ters. In particular, quartiles and interquartilic range are used in the calculation
of a dissimilarity measure between clusters. The attribute selection is carried
out using discriminant analysis procedures. Given a database with p numeri-
cal attributes Xi and a class or variable of interest Y which takes class values
yn = 1, 2, . . . , c, a simple, precise and interpretable tree (predictive model) is
built using the DMT (Decision Multi-split Tree) method.

The DMT method builds a decision tree considering multi-splits or multiway
splits. A multiway split partitions the database in Z subgroups, z ≥ 2. In addi-
tion to considering multi-splits, the DMT method studies where to carry out the
multi-split in such a way as to get the most homogeneous possible subgroups.
The behavior of the data will be studied through the dispersion of the p at-
tributes. Actually we are not interested in the dispersion of the attribute Xi but
the dispersion for each class value of the attribute Xi. That is, the dispersion
conditioned by the class value for each attribute Xi. The purpose of the DMT
method is finding possible clusters of classes with similar dispersion in each at-
tribute and calculating the interval or cutting points to separate these clusters
of the most discriminatory way possible.
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SELECT Vill,NumbvarDistr,AvervarDistr,NumbPlague, NumbNosema FROM 
risk_of_beekeeping WHERE Vill=’Opo no’; 
Vill       NumbvarDistr    AvervarDistr    NumbPlague     NumbNosema 
Opo no         24               45             0        strong incidence 
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Abstract. This paper deals with a new approach to the control design
for a third-order nonlinear plant with time-delays. Starting from a pole-
assignment proportional-derivative controller for the triple-integrator plant
generalized for a constrained control and equiped by a gain schedul-
ing to respect the nonlinear plant dynamics, its structure is used for a
dynamical feedforward control that is extended by a nonlinear distur-
bance observer taking into account filtration of noisy signals and the
non-modelled time-delays always present in control circuits. By using an
example of a three-tank liquid level control in a hydraulic plant, perfor-
mance of the resulting two-degree-of-freedom model reference control of
nonlinear time-delayed systems with an integral action will be evaluated
by standard criterions.

Keywords: dynamical feedforward, model reference control, input con-
straints, nonlinear system, time-delay, nonlinear disturbance observer

1 Summary

Although the today’s control theory offers numerous sophisticated control ap-
proaches that are suitable for complex control tasks, especially in applications to
simple control loops one may still find new solutions improving significantly the
control performance [3]. Since such simple plants represent a high percentage of
all practical applications [1], there still exists a potential for a new research. Es-
pecially when considering nonlinear systems we are used to deal with different
linearization techniques to deploy linear control system design (the exact lin-
earization method based on a differential geometry [4], e.g.). However, the effect
of the nonlinear dynamics typically occurs only at sufficiently rapid transitions
appearing under sufficiently strong control actions leading to another typically
nonlinear issue - to a control signal saturation. Furthermore, the rapid changes
exhibit effect of a nonmodelled dynamics. Its identification and consideration
requires usually approaches different from the identification and control design

� This work has been partially supported by the grants VEGA 1/0937/14 and APVV-
0343-12 .
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approaches dealing with the dominant dynamics. Thus, for a succesfull design of
nonlinear control loop it is usually not enough to focuss on a single traditional
method built on a rigorous mathematical framework, but one needs a modu-
lar approach integrating several such approaches, each of them specialized in a
closer set of problems to be solved.

The proposed work is built on integration of several basic approaches to cover
all main issues of a control design: consideration of the control constraints that
exhibit the nonlinear plant dynamics and use of the disturbance observer based
PI and PID control [3] offering an increased robustness that is finally extended by
the two-degree-of-freedom model reference control. The paper will firstly review
a constrained PD controller design for a nonlinear system transformed under a
modified exact linearization to a triple integrator [2]. This primary control loop
will be later considered as a ”master” producing an ideal control input, as well
as an ideal plant output for the model reference control structure. It fulfills the
task of a dynamical feedforward control that is later governed by the second
control loop ensuring the plant stabilization and compensation of the model
imperfections. The established two-degree-of-freedom model reference control
structure is finally completed by an integral action produced by a nonlinear
disturbance observer with an inverse plant dynamics (Fig. 1). At the end the
influence of the allways present non-modelled time-delays is evaluated.
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Fig. 1. Model reference control block diagram - model control (MC), stabilizing con-
troller (SC), saturation (SAT), disturbance observer (DO), controlled system (CS)
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Extended abstract 
We introduce a prototype of an artificial vision system that leads to a first step for 

automating the classification and counting of Lego kits from the MindStorm series. 
For an human operator, it is a slow, tedious task that can be misleading because of the 
repetitive nature of the activity and the high number of pieces and the similarities 
between them. This necessity appeared during the logistic preparations of Ciberlandia 
Educational Project [1] workshops. These activities include a robot-building phase 
that requires the perfect inventory of the materials. Consequently, the frequency of 
the inventories is determined by the schedule of workshops, which can be daily, or 
even more often.

The prototype consists of the following modules: 
• Image acquisition module. It takes or captures images containing Lego pieces in a 
background and light-controlled environment. There are some requirements for the 
scenes. The objects to be treated are Lego pieces. There must be no occlusion 
between pieces. Pieces must not be in contact with each other. There must be an 
appropriate contrast between the background and pieces. 
• Detection and segmentation module. Preprocessing, detection, segmentation and 
normalization of captured images. During the image preprocessing, color conversion, 
equalization, morphological and threshold operations have been used in order to adapt 
these images to the requirements of the detection and segmentation phases. During the 
detection and segmentation phase, the Watershed segmentation algorithm [2] was 
used. Due to its impact regarding performance terms in the classification and counting 
module, a standardization process was added. That is, all abstracted pieces must have 
the same size and maintain their original aspect. 
• Classification and counting module. As many Support Vector Machines (SVM) [3] 
as categories of the kit were used. An innovative aspect is the procedure used  to 
obtain the feature vectors that feed the SVM. Two approaches were used: 

 a 'Naïve' approach, proposed by the authors, in which the feature vector is obtained 
from a cluster. This approach offers greater simplicity and shorter training and 
classification time, as shown by the results. 
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 a standard approach, using the Bag of Words (BOW) model [4]. Utilizing a word 
dictionary enables greater normalization of the results, as well as less redundancy in 
the training data. 

In both approaches, and due to the need for invariability against rotations (pieces 
are scattered), Dense SIFT, SURF Dense, SURF and Hu’s Moments image 
descriptors were used. Additionally, KAZE [5] and 'AKAZE' [6] binary descriptors 
were also used, which required the implementation of a binary clustering technique. 

Regarding the counting phase, from each classifier by category is immediate. 
The objective of the prototype is to lay the groundwork for the future classification 

and counting tool for Lego pieces. In order to do so, a wide battery of combination 
methods (procedure used to obtain the feature vector, image descriptor) and 
configuration tests (cluster size, type of SVM nucleus) were made. The purpose was 
to measure its reliability, this is, the number of correctly identified pieces, as well as 
time costs associated with the training and classification stages. 

Regarding this aspect, a maximum success rate of 98% was obtained with the 
BOW approach configuration, cluster size of 500 and KAZE binary image descriptor. 

As it was expected, the “Naïve” approach obtained an average of 31,25% and 
25,04%, lower rates comparing the BOW approach in training and classification 
times. 

It is observed that, in spite of its simplicity, the average reliability of the ‘Naïve’ 
approach is 3,74% lower comparing to the 'BOW' approach. 

Regarding our main contributions, it is necessary to emphasize the ‘Naïve‘ 
approach, as it contributes to use, improve and disseminate the new KAZE and 
AKAZE binary image descriptors, the implementation and use of a binary clustering 
technique and  the set of tests itself. 

As a future work, it is aimed to make the system tolerant to the physical contacts 
between pieces in the scene, to introduce color as an element of classification, and to 
explore new, not considered classification paradigms. 
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Abstract. We propose, test and deploy a production grade system for
the alignment of film scenes shot using a stereoscopic pair of film cam-
eras. To guarantee that every scene can be aligned, the system offers a
hierarchy of approaches: Fully automatic optical flow based alignment
method, Semi automatic computer assisted method and finally an in-
tuitive manual method. Different visualization methods are explored to
assist the alignment quality control, and allow interactive correction if
automatic results were unsatisfactory.

Keywords: stereoscopy, rectification, alignment, interactive, applica-
tion, optical flow, GUI

1 Summary

While stereoscopic movies were shot as early as 1910 [1], they always were con-
sidered a specialty until the James Cameron’s Avatar movie was released in
2009. Many other high level productions followed the lead, thus arising a need
for stereoscopic tools for professional film post-production. The work described
in this article was researched and developed for such a software tool.

Films shot natively for 3D use a rig consisting of a stereoscopic pair of pro-
fessional film cameras, mounted in either parallel or mirror configuration. The
camera pair and their lenses are mechanically aligned. However there is a limit
to the precision of the alignment, thus requiring further image alignment in the
post-production stage to avoid viewer discomfort.

Many works on stereoscopic alignment have been published, so the mathe-
matical model is already developed and it can be found in works like [2]. The
stereoscopic alignment methods eventually result in a 3x3 matrix describing the
homography relation between the image pair [3], allowing the image pair to be
rectified. However, if the automated process fails for a difficult image pair, it
would be very hard to align the images manually, as the numbers forming the
matrix have no obvious user interpretation in terms like “scale” or “rotation”.

As a different approximation, in this work we describe the homography
transformation by a set of human intuitive parameters: Scale, Rotation, Offset,
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Keysotne and Shear. Then, we use an iterative Optical Flow based algorithm to
calculate these parameters. After that we define the homography matrix combin-
ing the matrices corresponding to the above mentioned parameters, in the order
of application as usual in 3D modeling software, for better user understanding:

H = Hkeystone ∗Hshear ∗Hrotate ∗Hscale ∗Hoffset (1)

In case the automated result is not satisfactory, the user can manually se-
lect reference points with certain properties to fix individual parameters. For
example, two points on an approximately vertical line could be chosen to define
the scale rectification. Optical Flow would be still used to calculate the actual
feature match at these points. If the Optical Flow fails even at these well chosen
points, the system allows to manually match the image features and derive the
values of individual parameters of the homography.

As an example of our results, compare figures 1 and 2 to see the geometric
alignment of the scenes. Each image is a checkerboard combination of the left
and right view, making any difference easy to spot on the square boundaries.
Observe that before the alignment almost all objects are both horizontally and
vertically unaligned, seen as jagged edges on the checkerboard square boundaries.
After the geometry alignment, the only jagged edges are observable on the near
seagulls wings, due to their inter-ocular parallax.

Fig. 1. Non-rectified sample. Fig. 2. Rectified sample.
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Universidad de Málaga, Málaga. Spain munilla@ic.uma.es
4 Departamento de Sistemas Informáticos,
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Extended Abstract

This paper offers a novel solution to face one of the most controversial issues
in the world in the last years: immigration. More than four million of Syrians
have been forced to flee their country since the Bashar al-Assad regime began
in 2011 [1]. Between 2015 and 2016 more than 850.000 people sought refuge
in Europe [2], and most of them (220.000 approximately) crossed the frontiers
illegally across the Mediterranean, according to the European External Borders
Agency, Frontex [3]. Apart of Syria’s conflict, a lot of people from Africa each day
tries to cross the frontier to look for a better life in the Canary Islands or in the
mainland [4] [5]. The most used method to try to reach the Canary Islands coast
is with large fishing boats (known as pateras). The number of migrations using
boats increases each year in comparison with the number of people that cross the
frontiers walking [6]. Throughout the years many ship detection proposals have
been presented based on the use of image processing combined with different
strategies such as multiscale techniques [7], photogrammetric analysis of images
acquired by UAV [8], fuzzy logic [9], optical satellite images [10], etc. These works
show different situations where image processing and drones or Unmanned Aerial
Vehicles (UAVs) can be helpful to detect small ships by combining different
technologies. In order to propose a solution to the problem, here we define a
new system that combines real-time image processing to detect patterns in sea,
and UAVs. On the one hand, image processing is a methodology based on some
open libraries of Artificial Intelligence and Mathematics to apply various filters
to images, OpenCV and Numpy. On the other hand, UAVs are aircraft vehicles
controlled either remotely by pilots or autonomously by on-board computers.
The image processing libraries are used for the management of images and the
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application of filters to acquire a final matrix that represents some possible
pateras in the image. Besides, the described system is combined with a real-time
marine traffic database that let us know the actual GPS positions of registered
ships. The developed system has been designed to filter unregistered objects,
based on the object size estimated using trigonometric operations on the altitude
and drone’s camera meta-data like focal and camera angle. After applying various
OpenCV filters and discarding small-sized objects to each frame, we can get a
detection rate of match of real pateras of 84% in the worst case and 100% in the
best case. In comparison with other systems, we use the image processing process
in a computer to take advantage of the computing capacity instead of using the
smartphone’s CPU. Also, as aforementioned, in order to discard false-positive
cases we use a ship GPS position database to compare all the GPS positions
of registered ships in the area, with the GPS position given by the drone after
a detection of a suspicious ship. The drone takes pictures each 3 seconds and
sends it using a three-way security channel. The first security level applied in our
system is provided by the LTE connection that uses the SNOW 3G algorithm
for the integrity protection and stream cipher of the UMTS technology [11]. The
second one is given by the secure HTTPs server’s connection. Finally, the third
one is a pre-shared AES256 CBC key to encrypt the communications between
the drone and the server.
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Abstract. Model free control (MFC) represents one of possible alter-
natives to traditional approaches as PID control, disturbance observer
based control (DOBC), internal model control (IMC), etc. As one of its
central features one could mention use of finite-impulse-response (FIR)
filters in input disturbance reconstruction. The paper deals with charac-
terizing links of MFC to these approaches and proposing simple proce-
dures for tuning of such controllers for the plants approximated by the
first order time delayed models.

Keywords: Model free control, PID control, disturbance observer based
control, internal model control

1 Summary

Model free control (MFC) [1] offering as its product “intelligent” PID control
represents one of popular alternatives to such approaches as PID control [2],
disturbance observer based control (DOBC) [3], internal model control (IMC)
[4], advanced disturbance rejection control (ADRC) [5–8].

Based on mathematically complex approaches of functional analysis and dif-
ferential algebra it has been formulated within the so called flatness-based con-
trol. In order to bring the complex theory as close as possible to practice, pro-
posed intelligent PID controllers offer great simplicity for their application and
tuning. The simplest solution, the intelligent proportional (iP) “model free” con-
troller [1] is based on an “ultra local” integral model written usually as

ẏ = F + αu (1)

Thereby, α ∈ R is considered to be (in general) a non-physical constant param-
eter that may be interpreted as a gain with an estimate α. F is representing an
equivalent disturbance acting on the integrator input. It is approximated by a
piecewise constant parameter φ that may be determined from measured ẏm as

φ = ẏm − αu (2)

In calculating a mean value of this parameter by its integration over a time
interval L, the integration may be accomplished by a transfer function Qc(s) =
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(1 − e−sL)/(Ls). However, since it is just marginally stable, it is preferably
accomplished in a discrete-time form by a FIR filter

Qd(z) =
1

N

N∑
1

z−i ; N = IP (
L

Ts
) (3)

where Ts < L is the sampling period, z−1 the shift operator and IP represents
an integer part.

Let us specify a required output reference trajectory by y∗, ẏ∗ and the track-
ing error trajectory as e = y − y∗, ė = ẏ − ẏ∗. The iP control algorithm may
finally be written in the form

u =
ẏ∗ −KP e− φ

α
(4)

where KP is a chosen proportional gain.
It will be shown in the paper that the reference trajectory y∗, the controller

gain KP and the length of the FIR filter N (together with the sampling period
Ts) play the key roles in implementation of the iP control. Simple recommen-
dations for their choice based on the integral plus dead time (IPDT) and first
order time delayed (FOTD) plant models will be given.

Together with other alternatives, the iP controller will be represented in an
integrating context and it will be explained, why such a solutions may not be
based on an output disturbance reconstruction and compensation.

An experimental comparison in a real time control of a noisy nonlinear ther-
mal system will be given.
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Abstract. In this paper, a robotic gripper designed for the Italian project MARIS is presented. The gripper is
characterized by modular actuation, cable-based transmission and a force/torque sensor integrated in the wrist
interface. The wrist force/torque sensor is based on optoelectronic technology for reducing the cost, simplify the
electronics and allowing a simple integration with the other part of the system.
This gripper has been mounted on the 7-dof manipulator of the MARIS robot and used for underwater ma-
nipulation activities. In particular, the force/torque sensor is necessary for allowing the collaboration between
multiple robots, as foreseen within the MARIS project activities.

1 Design of the MARIS Gripper

The gripper designed for the Italian project MARIS [2], shown in Fig. 1(a), can operate at a depth of 50m
and can grasp cylindrical objects with diameter from 5 to 200 mm. Both precision, parallel and power grasps
can be performed. The gripper is equipped with irreversible actuators to allow maintaining the grasp without
consuming any power, and transmission system compliance is provided to adapt to object shape irregularities
and uncertain dimensions. Moreover, the gripper is equipped with a wrist force/torque sensor, as shown in detail
in Fig. 1(b). This gripper represent the evolution of previous devices developed by the same authors for previous
research projects [1,5]. It has three fingers: one opposable thumb, and two identical fingers (named right and left
finger respectively). The thumb has two links only: the proximal link, connected to the palm by a revolute joint
(proximal joint) with a rotational axes parallel to the palm plane, and a distal link connected to the proximal
link by a revolute joint (distal joint) whose rotational axes is also parallel to the palm plane. The right and left
fingers differ from the thumb by the connection of the finger to the palm: in this case, an additional joint (palm
joint) with rotational axis perpendicular to the palm plane is introduced between the palm and the proximal
link, allowing the rotation of the whole finger with respect to the palm perpendicular axis. This arrangement
allows performing both parallel grasps as well as precision grasps, by means of opposition of the fingertips.
The gripper has 8 joints, each one driven by an independent closed-loop cable actuation. On the basis of an
analysis of the required gripper capabilities, and in order to reduce the overall weight, only 3 (identical) motors
are used for the actuation. Obviously, couplings among the joints is present: these couplings are implemented
in a very simple way by connecting in parallel the cable driving system of the three joint groups (i.e. distal,
proximal and palm joints) to the same motor.
The finger phalanges are manufactured in ABS plastic for reducing the weight and increasing the buoyancy,
whereas anodized aluminum has been adopted for the structural parts, such as the wrist flange and the palm
structure. The gripper weight is about 4.5 daN in air, and about 1 daN in water. The gripper is also provided
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Reference Sensor

Distal
Link

Proximal
Link
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System

Force/Torque
Sensor

Palm Joint
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Actuator Shaft
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(a) The gripper mounted on the reference sensor during
wrist force/torque sensor calibration.

Complaint Elements

LEDPDs

O-ring
Sealing

Acquisition
Board

(b) Detailed view of the wrist
force/torque interior.

Fig. 1. Detailed view of the gripper and of the wrist force/torque sensor.
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(a) (b)

Fig. 2. The MARIS UVMS during grasping operations in the underwater environment.

with a camera with a resolution of 1024x768 pixel and 30 fps. Moreover, a couple of high-power LED capable of
3000 lumens each have been integrated in the gripper palm to allow proper camera operation in the underwater
environment.
The gripper has been designed with a modular actuation approach, and is driven by three electric motors, the
Faulhaber EN 2250 BX4 CCD brushless DCmotor with integrated motion controller and CAN interface, capable
of continuous power of 12W and provided with a 14:1 gearbox, guaranteeing a maximum torque of 1 Nm in
continuous operation and of 1.54 Nm in intermittent operation. An additional worm gear 20:1 speed reducer is
connected to the motor output shaft in order to obtain a proper torque/speed ratio between the motor and the
load axis together with a more suitable arrangement of the motor for reducing the actuation encumbrance. The
actuator housing is designed to allows replacing the motor very rapidly in case of fault. Moreover, a reduction
ratio of 2.6:1 is achieved by means of the different radii of the driving and the joint pulleys adopted in the cable
transmission. Considering a 20% torque loss due to friction along the cable transmission, the maximum normal
force applicable by each finger in continuous operation is about 150 N, which can be considered satisfactory for
the typical operations of the MARIS project.
The wrist force/torque sensor is implemented by means of optoelectronic components, and its working principle
is based on the modulation of the current flowing through a PhotoDetector (PD) as a consequence of the
variation of the relative position of a infrared light source (LED), and in particular of the angle of view between
the optoelectronic components and the length of the optical path, the reader can refer to [3, 4] for a complete
analysis of the system. The sensor allows detecting the deformation of the gripper wrist mechanical structure
caused by the contact with the grasped objects or the environment, allowing the estimation of both the forces
and the torques applied to the gripper.
The gripper has been mounted on the 7-dof manipulator the MARIS Underwater Vehicle Manipulator Sys-
tems (UVMS) is provided with and has been successfully used during autonomous grasping and transportation
experiments, as show in Fig. 2.
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After a short introduction to the history of mechanical computing the prin-
ciples of Konrad Zuses (1910–1995) developments of the so-called Z1–Z4 will be
discussed.

Before the emerging of Zuse’s devices the (electro-)mechanical calculators
operated with gear wheels, sprocket wheels or step rolls on the decimal base. As
an employee of an aircraft company Konrad Zuse was bored by simple statical
calculations. Therefore in 1935 he began his considerations for automatic pro-
cessing of the forms and at last he developed another type of calculator based
on the dual system with floating point numbers. The arithmetical unit and the
storage unit (with 64 words) of the Z1 were ingeniously built by metal plates
with cutouts (realized by hand with a jigsaw) which were arranged in several
layers and moved by vertical rods. The data were input as decimal numbers on a
console and the program by a punch tape. In principle the functioning was given
but with a very limited reliability. Nevertheless the soundness of the concept was
proved.

For his second machine (Z2) Zuse used electromechanical relais for the arith-
metical unit but still a mechanical storage unit.

Of overwhelming interest is the Z3, the “first fully automatic program con-
trolled and freely programmable in a binary floating point working computing
device” (F.L. Bauer in [4]1) which Konrad Zuse completed in 1941. The follow-
ing quotation [6] underlines the significance of this machine: “. . . the Z3 was the
first machine in the world that could be said to be a fully working calculator
with automatic control of its operations.”

During the war it has been destroyed by the bombing of Berlin.
The next machine Zuse built (Z4) had a relay arithmical unit but again a

mechanical storage because a realization with relays resulted in an inadequate
size and weight. He brought essential parts of the Z4 on an adventurous flight
through Germany in the last weeks of the war into the Allgäu where he completed
it. It was rented to the ETH Zürich and worked there quite reliable during several
years.

The influence of Z22, a computer built in the company he founded, on the
establishing of Informatics at German universities will be described.

Zuse’s construction of control computer devices and his early idea of an array
computer will only be mentioned.

At last the question “Who constructed the first computer ?” will be touched.

1 Translated by the author
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Corresponding to the title here we refrain from mention the scientific work
not directly connected to the development of computing devices.
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The Great Art of Ramon Llull — the Ars Magna — must be seen as one of 
the basic philosophical approaches to formalisation of thought, language, and 
knowledge; conceived and written in the late 13th century by a lay-monk 
whose life alone would be worth a Hollywood movie. 
 
In this paper I will take a brief look at Llull’s life and work, before explaining 
the four main parts of his Ars Magna. Finally, I will try to give a new perspec-
tive on how the Ars Magna still might be a viable and valuable approach to 
understand some of the challenges and possibilities found in computer science 
and ethics. 
 

Llull was born in 1232 in Palma de Mallorca, a melting pot for different cul-
tures and religions at the time. Being educated at the king’s court, Llull 
learned the trade of the troubadour as well as reading and writing in Catalan. 
He became a devout Christian later in life only after he had married. Jesus 
showed himself to Llull on several occasions, and eventually Llull resumed 
his rather debauched life and decided to dedicate the rest of his life to three 
purposes, which were to become a missionary and die for Christ, to develop 
and write the Ars Magna, and to build monasteries which should teach various 
languages  [1,2]. 
 
The rest of his life, Llull spent travelling around the Mediterranean in an ef-
fort to convince Muslims, especially, of the truth of the Christian faith. He 
soon discovered that the main challenge was to explain the divine Trinity to 
non Christians. Furthermore,  he realised that culture and language barriers 
must be taken into account when he tried to explain the Christian faith. In-
stead of focussing on the differences, Llull sought out the similarities, going 
as far as copying the worshipping style of Muslims. 
 
Legend has it that Llull was stoned to death in the city of Tunis in 1316 by an 
angry mob of Muslims, unable to dismantle his arguments for the primacy of 
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the Christian faith. His dead body was brought back to Mallorca, and the peo-
ple of Mallorca have since tried to have Llull canonised as a saint. 
 

A few years before his death Llull began to write the most thorough and final 
version of his Ars Magna, the Ars Generalis Ultima [3]. The books explain 
the different figures of the Ars, its principles, questions, descriptions, and 
combinations. 
 
Figure A, which is the divine figure, contains the nine divine or basic princi-
ples. It is made up by two or three concentric circles on top of each other. The 
inner circles contain the nine letters B to K (J is missing in the Latin alphabet 
and the outer circle has the nine principles written on it. The combinations of 
letters with principles are used to construct logical arguments and syllogisms. 
 
The centre of the figure T is made up by three triangles on top of each other. 
Each triangle points at three different letters in the inner circle around the 
triangles. Each letter has a principle attached. The outer circle explains the 
relative principles. 
 
The third figure as well as the fourth figure are combinatoric figures, contain-
ing pairs of two letters (third figure) or possible pairs of three letters (fourth 
figure, in which the different circles can be moved to find new combination of 
the nine letters). 
 
Finally, the alphabet of the Ars Magna together with an extensive list of pos-
sible combinations and their explanations are part of the Ars Generalis Ulti-
ma. 
 
Llull saw his Ars as a tool for an amiable and logical discussion among peers. 
The divine principles as well as the relative principles were common ground 
for the theological and philosophical trained religious leaders. Through the 
design of the different figures in his Ars, Llull allowed a discussion which 
was removed from the holy scriptures and their interpretation, instead revolv-
ing around understanding the very nature of belief, life, and God as such. 
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Llull was an inspiration for later scientists, most notably Giordano Bruno, 
Athanasius Kirchner, Agrippa of Nettesheim and Gottfried Wilhelm Leibniz, 
whose dissertation De Arte Combinatoria begins with a discussion of Llull’s 
Ars Magna. Umberto Eco also mentioned Llull in his book The Search for the 
Perfect Language in which Eco describes the quest for developing or discov-
ering the most basic language which would enable people to understand or 
translate everything easily into another language. The same quest can be 
found in the work of artificial intelligence and knowledge representation, 
which seeks to formalise language and knowledge in a way which can be 
translated into a computer program. 
 
And as Fidora’s and Sierra’s [4] anthology Ramon Llull: From the Ars Magna 
to Artificial Intelligence shows, Llull’s influence and relevance is profound in 
today’s work on topics ranging from conceptual graphs and logical analysis, 
social choice theory and adaptive reasoning to Llull’s influence on Peirce’s 
pragmatic thinking. 
 
Llull is important, even now, on a whole other level. His ethical considera-
tions when he wanted to convince people of the one true faith can be found in 
modern philosophers like e.g. Knud E. Løgstrup and Zygmunt Bauman. By 
using a list of commonly acknowledged principles and combinatoric rules, 
Llull turns missionary persuasion into a Habermasian dream of communica-
tion among equals. 
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At the end of the 19th century, applied (or technical) mechanics, as one of
the basics of technical development, found itself a desolate state, due largely to
the refusal of its practitioners to recognize the influence of kinetics on (spatial)
motion. They had failed to keep up with developments in the science underlying
their craft and were unable to keep pace with the speeds of such systems as
the steam engine. On the other hand, theoretical (or rational) mechanics was
already well established, mainly (but not restrictively) in conservative astrody-
namics. Into this critical situation, two scientists began to bild a bridge, from
two different sides: August Föppl (1854-1924) and Felix Klein (1849-1925).

August Föppl represents Technical Mechanics. He had studied Civil En-
gineering and taught fifteen years at the vocational school in Leipzig. In 1892
he attained a professorship for agricultural engineering in Leipzig. Two years
later he moved to Munich where he stayed until his death in 1924. It is remark-
able that he already introduced vector analysis, and he was the first one to give
an explanation to the word wide unbelieved gyro experimental results from Carl
Gustav de Laval (1845-1913) [1] (later also investigated by Jeffcott (1877-1937)).

The five years older Felix Klein was a mathematician with strong interests in
Rational Mechanics. He obtained his first chair (geometry) in Erlangen, 23 years
old, from where he moved 1875 to Munich (analytical geometry), 1880 to Leipzig
(geometry) and 1886 to Göttingen (mathematics). Together with his assistant
Arnold Sommerfeld (1868-1951), he published a famous book on gyrodynamics
[2]. The Gyro is the typical representative for spatial dynamics.

Through Klein’s influence, Karl Heun (1859-1929) attained a professorship
in Karlsruhe 1902. Heun had studied mathematics in Halle and Göttingen and
earned his habilitation degree 1886 in Munich where he stayed for three years as
a private lecturer and then changed to Berlin as a senior teacher. There he met
a group of engineers whose problems had grown seemingly insurmountabe. Karl
Heun, with his paper from 1900 [3], set the course towards analytical mechanics.

In Karlsruhe, Georg Hamel (1877-1954) became Heun’s assistant, dur-
ing which time period Hamel published his habilitation thesis [4]. Heun’s and
Hamel’s contributions were strongly based on Lagrangian mechanics. It was due
to Felix Klein that outstanding scientists like Heun and Hamel could eventually
bring engineering and natural science back together.

Over the centuries. In the middle of the 19th century, technical universities
had been founded all over europe, mainly based on the french école polytechnique
from 1794 where Joseph Louis de Lagrange (1736-1813) was teaching from 1797
on, after he had left Berlin ten years before (where he was Euler’s successor).
Already in 1764 he had won the french academy award [5]. In [5] he formulates
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for the first time
∫
δrT (r̈dm− df) = 0: the Lagrange-Principle (which up to the

time being has been confused with d’Alembert’s Principle [6] which has nothing
in common). This breakthrough is impressively demonstrated in his Analytical
Mechanics [7] where he calls it the “general formula of dynamics” being the basis
for his (so-called) analytical methods – but also for the later (so-called) synthe-
tical method(s). No question: Lagrange’s Principle from 1764 is a milestone in
dynamics and represents the basis of mechanics as modern as can be.

“Practical application of mechanics at first needs to understand its basics”
says Föppl 1899, [1], and needs adequate mathematical treatment. However,
as Heun puts it 1900, [3], “in view of complex kinetic problems, the intensive
knowledge of Lagrange [rational mechanics], Gauss [numerical integration] and
Riemann [projective geometry] will lead to success rather than the tedious search
in integral tables and engineer calendars. We should, however, not forget that
these ingenious mathematicians had been far away from technical applications;
the translation of their ideas into a “homespun” form which is needed here
[technical mechanics] is by no means an easy task”.

In 1905, Klein initiated the institute of applied mechanics in Göttingen. Its
directors became two of Föppl’s students, namely Ludwig Prandtl (1875-1953),
the famous fluid dynamicist, followed by Max Schuler (1882-1972) who developed
the gyro compass. Under their guidance, Kurt Magnus (1912-2003) approved his
PhD (1937) and habilitation theses (1943). (After WWII, he was deported to
the USSR, more than seven years imprisoned and forced to do reseach on rocket
control). Magnus founded the second chair of mechanics in Munich (1966). His
book from 1971 [8] comprises the development up to that time, Gyrodynamics
representing spatial dynamics at its best. He underlines: “I abstain from special-
ized mathematical tools when the desired equilibrium between effort and success
gets lost”. Clearly, things are going on and sometimes need special tools, but it
is not constructive to burden the whole consideration with side views. This goes
along with Klein’s statement at the very beginning [9]: “The exact university
sciences have lost contact with the living world in a threatening manner. They
look for fame in a self-chosen isolation”.

The circle is closed, the 19th century crisis in engineering is overcome. Let
us wait for the next.
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Nicolas Rashevsky: Mathematical Biophysicist
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Nicolas Rashevsky was a pioneer in applying mathematics to biology. He is
perhaps best known for his creation of neural net models and his applications of
these models to a wide variety of problems in physiology and psychology.
His journal, the Bulletin of Mathematical Biophysics (renamed Bulletin of Math-
ematical Biology), and his two volume tome, Mathematical Biophysics (Dover,
1960), inspired others to use mathematical models in biology.

Here we give a brief description of Rashevsky’s career and discuss his lasting
(or not so lasting) influence.
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Abstract

It is normally accepted that the beginnings of modern computing connectio-
nism can be traced to McCulloch’s and Pitt’s paper of 1943 [1]. The important
points of their historical contributions is however mislead by the drift that de-
velopments on theoretical computer architectures took after the 50’s. The so
called Artificial Neural Nets and subsequent connectionist philosophy were ac-
tually fixed by Rosenblatt’s Perceptrons and his detractors, plus the more recent
adenda of multi-layer perceptrons and back propagation adjusting techniques.
They clearly used the basic idea of threshold logic and computation but evolved
away from McCulloch-Pitts proposals, towards and in a computer tool of many
times questionable power, just as parametric classifiers.

What is apparent, however, is that the Macy’s Foundation Meetings from
1943 to 1945 , started by Wiener and McCulloch, and all chaired by the late,
provided for the roots of many of present day concepts and ideas for the so called
Computational Neurosciences.

On an other side, A.I. appears in the 50’s by the hand of McCarthy and
Minsky, mostly influenced by mathematical and logician of the caliber of Gor-
don Pask, Von Neumann and Donald McKay. McCulloch, again, stood aside, in
spite of this strong friendship and relations to all of them, even helping seriously
in the creation of the MAC Project of Minsky and the A.I. laboratory of MIT
in Tech. Square. He always thought however that Good Old-Fashioned Artificial
Intelligence (GOFAI) and its successor, Knowledge Engineering contributed no-
thing to brain understanding, but rather were in most cases “toys or even little
monsters”.

By a quick reminder of McCulloch’s late years activity (1965-1969) we shall
try to show how the basic contributions to the computer-brain paradigm of
McCulloch came mostly from the two important early papers, the one in 1943
and “How We Know Universals” in 1947. We shall end by reminding some still
open questions since his last meetings in Europe (Lisbon, july 1968): on com-
mand and control, consciousness, intention, multi-functionality and reliability in
the nervous system.
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Abstract

We argue that Kurt Gödel exercized a major influence on computer science.
Although not immediately involved in building computers, he was a pioneer in
defining central concepts of computer theory. Gödel was the first to show how
the precision of the formal language systems of Frege, Peano and Russell could
be put to work to prove important facts about those language systems them-
selves, with important consequences for mathematics. As Hilbert’s collaborator,
Paul Bernays put it, in his famous Incompleteness Proof Gödel did the “home-
work” that the people in Göttingen working on Hilbert’s Program to prove the
consistency of mathematics missed. (Hilbert’s Metamathematics assumed that
all mathematical proofs could be treated as coding problems, and enciphering is
applied arithmetic.) The core of Gödel’s Proof also gave exact definitions of the
central concept of arithmetic, namely of the recursion involved in mathematical
induction (with help from the great French logician Jacques Herbrand). This
immediately led to whirlwind developments in Göttingen, Cambridge and Prin-
ceton, the working headquarters of major researchers: Paul Bernays and John
von Neumann; Alan Turing; and Alonzo Church, respectively. Turing’s and von
Neumann’s ideas on computer architecture can be traced to Gödel’s Proof. Es-
pecially interesting is the fact that Church and his lambda calculus was the
main influence on John McCarthy’s LISP, which became the major language of
Artificial Intelligence.
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Nikola Tesla - A Tribute to his Inventions
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2Johannes Kepler University Linz, Linz, Austria

Nikola Tesla (1856 - 1943) can be considered as one of the most important inven-
tors of the 19-th century. His contributions to the invention and development of electro-
magnetism and electrodynamics are outstanding. Tesla contributed by various patents to
other areas of engineering including telecommunications, remote control, and mechanic
engineering.

By his studies at the Technische Hochschule Graz, Austria, during 1875 - 1878, and
at the University of Prague in 1880, he got the necessary scientific knowledge for his
further work. Following his stay in Budapest and Strasbourg, he emigrated in 1884 to
the United States to make there his fortune as an engineer and inventor. After a short
sketch on Teslas life, the lecture focus on his contribution to AC-power engineering and
also to his invention and development of high frequency apparatus of different kind,
which today are considered as a part of radio engineering.

With the invention of the polyphase induction motor together with the related dy-
namos in 1888, Nikola Tesla gave an important contribution to the field of AC-technology.
The Westinghouse Company bought from Tesla in 1889 the whole package of AC-
patents and manufactured appropriate AC machines based on it. The installation of
Teslas polyphase induction dynamos at the Niagara hydro power plant in 1896, can be
considered as a highlight of success of AC-technology. The plates fixed on the dynamos
showing thirteen patents altogether, contain nine which refer to patents of Nikola Tesla.

Tesla investigated different methods for the generation of high frequency electrical
currents. Already in 1890, he developed a high frequency alternator with a special kind
of armature which allowed AC generation up to 16 kHz. Later such dynamos came in
heavy use for transmitters of oversee-long wave transmitting stations. Another method
for the generation of high frequency currents, considered by Tesla, was the use of a
Hertzian spark-gap together with a resonance circuit and a ironless step-up transformer,
today considered as a ”Tesla coil”. Due to this invention, Tesla can be viewed as one
of the inventors of wireless transmitters and radio technology, together with Marconi,
Lodge, and Popov. However, Teslas interest was not the wireless transmission of in-
formation but that of electrical energy. However, his experiments in New York and
Colorado Springs toward that goal, brought no practical success. By lack of financial
means, the Wardencliffe project at Long Island could not brought to an end and Tesla
had in 1905 to close his laboratory there. This was the end of Teslas plan to establish
a ”world system” for the wireless distribution of electric energy. It is important to no-
tice that Tesla also developed, patented (Patent No. 68,809), and demonstrated publicly
in 1898, a multi-frequency radio-controlled boat that he called telautomaton due to a
wireless secure communication between transmitter and receiver.

The renowned Tesla expert, Professor Aleksandar Marinčić of the Faculty of Elec-
trical Engineering, University of Belgrade, Serbia, wrote the following ”Nikola Tesla
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did not belong to the group of great theoreticians who develop new frontiers of science,
or to the class of great practitioners who invent many useful things for our lives. He
belonged to a group of pioneers who opened up new field of technology”.
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2001.
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Abstract

The development of electrical engineering, a century ago, can be considered as
one of the most interesting chapters of the history of technology in Europe and
North America. The inventors of this time, such as Edison, Tesla, Siemens, Mar-
coni, Morse, Bell, Heaviside, Gramme, and others, are still of strong biographical
interest to us.

This lecture should bring the scientific work and the life of a man to our
rememberings, a man which is known in Europe only in special scientific circles:
Charles Proteus Steinmetz, as he called himself with his americanized first name.
Steinmetz, born 1865 in Breslau (Germany), now Wroclaw(Poland), received his
fundamental scientific education in old Europe. However, the American continent
gave him the chance to apply his talents in full breath, not forcing him to a
certain personal life style. In contrary, he could fully keep his most interesting
individuality.

His work and inventions concerned the problems which had to be solved by
the advent of the practical use of alternating currents. In the construction of dyn-
amos and motors it became necessary to fight against eddy currents which caused
losses of power. Steinmetz with his early work on the hysteresis of iron cores of
such machines contributed to the solution.. Another important problem which
occurred in the use of alternating currents was the design of proper networks for
transmission. Steinmetz showed that the use of complex numbers allowed a new
characterization of resistors, inductances and capacitors for alternating current
circuits such that the Ohm’s law was still applicable.

In the history of the General Electric Company the time of 1902, where
General Electric was founded and Steinmetz joined the company, until the year
1923, the year in which Steinmetz died, has been called the “Steinmetz era”.
His inventions, his many books, written for his students at the Union College in
Schenectady give enough reasons to consider Charles Proteus Steinmetz as one
of the most important electrical engineers of the past.
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Important Papers Published by Steinmetz in Early Years

– Das Gesetz der magnetischen Hysteresis und verwandte Phnomene des mag-
netischen Kreislaufes. ETZ , XIII. Jahrgang, Berlin 1892.

– Die Anwendung komplexer Gren in der Elektrotechnik. ETZ XIV. Jahrgang,
Berlin 1893.

Monographies and Textbooks by Steinmetz

– Theory and Calculation of Alternating Current Phenomena, New York 1897.
– Theory and Calculation of Transient Electric Phenomena and Oscillations,

New York 1909.
– Radiation, Light and Illumination, New York 1909.
– Electric Discharges, Waves and Impulses, New York 1914.
– Theory and Calculation of Alternating Current Phenomena, New York 1916.
– Theory and Calculation of Electrical Circuits, New York 1917.
– Engineering Mathematics,New York 1917.
– Four Lectures on Relativity and Space, New York 1923.
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Abstract

This paper explores the contributions of Guglielmo Marconi and Hugo Gernsback
and shows how the interaction of their individual efforts developed a revolutio-
nary system that was to accelerate a flow of information communications, for-
ming a network which would ultimately lead to creating the current information
superhighway. In the early days of wireless, the world’s environment was primed
and ready for realization of the potential of wireless communications. Marconi
assembled a team of technology specialists, developing equipment which quickly
paved the way for strengthening the signal and propelling his vision of forming a
system of worldwide wireless to fruition. Gernsback provided equipment and the
“how to” expertise to the common man, and united experimenters and amateur
radio operators through his magazines, EI company offerings, and establishment
of the Wireless Association of America and the Radio League of America. To-
gether their efforts, although their separate visions may have been driven by
self-serving ambitions, provided an altruistic system that was to create and unite
a network of wireless communication and operators ready for deployment when
needed during wartime and beyond.
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Modified Maxwell’s equations
physical

shape
varying of their dipole momentum in time
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Coexistence of multiple infectious agents in
epidemic models and perturbation analysis of

related LD-QBD processes
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Calle Nicolás Cabrera 13-15, 28049 Madrid, Spain

antonio.gomez@icmat.es

http://www.icmat.es/antonio.gomez-corral

Abstract. We adapt arguments from the paper by Caswell [1] to level-
dependent quasi-birth-and-death (LD-QBD) processes, which constitute a
wide class of structured Markov chains. Specifically, we provide the per-
turbation analysis of various probabilistic characteristics of finite LD-
QBD processes, including first-passage times and hitting probabilities,
the maximum level visited by the process, and the stationary distribu-
tion. We illustrate the approach by means of the multi-type versions of
SI and SIS epidemic models.

Keywords: epidemic model · hitting time · matrix calculus · perturba-
tion analysis · QBD process

Recently, Caswell [1] uses matrix calculus to provide the sensitivities and elas-
ticities of the dynamics of absorbing continuous-time Markov chains (CTMCs) to
arbitrary parameters, which may correspond to either the transition rates them-
selves or functions of these rates that have substantive meaning. More concretely,
Caswell [1] derives formulas for the sensitivity and elasticity of the moments of
the time to absorption, the time spent in each transient state, and the number of
visits to each transient state before absorption, being the resulting expressions
applied to a model for the progress of colorectal cancer. The results in [1] are
closely related to the investigation of absorbing Markov chains in discrete-time,
with applications to demographic and ecological problems in [2].

In this talk, the aim is to complement the general treatment of Caswell
[1, 2] by taking advantage of the sparsity of the underlying matrices arising
when analyzing a class of structured CTMCs. Specifically, the interest is in
level-dependent quasi-birth-and-death (LD-QBD) processes, which are CTMCs
in two-dimensions, the level and the phase, such that the process does not jump
across several levels in one transition. In analyzing LD-QBD processes, matrix-
analytic methods [4, 6] are popular as modeling tools that allow us to construct
and study, under a unified and algorithmic tractable framework, a variety of
stochastic models, such as epidemic models, inventory problems, reliability sys-
tems, retrial queues and two-species competition processes, among others. The
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starting point in our analysis is the paper by Gaver et al. [3], where the emphasis
is upon obtaining numerical methods for evaluating stationary distributions and
moments of first-passage times in finite LD-QBD processes.

The results to be presented here deal with perturbation analysis of finite LD-
QBD processes as an important tool for understanding how certain parameters
–inherently linked to the dynamics of the model– determine the properties of the
process, as well as in predicting how small changes in the environmental condi-
tions will modify the outcome. We present an efficient computational approach
to the perturbation analysis of finite LD-QBD processes in terms of

(i) First passage times to a certain level L(0) and related hitting probabilities;
(ii) The maximum level visited by the process before reaching states in level

L(0); and
(iii) Stationary measures.

Our results are motivated by, but not restricted to, epidemic models, whence
we include two examples describing the spread of two infectious agents among a
finite population of individuals, under the assumption that each infectious agent
confers immunity against the other agent. In the context of the resulting SI1, I2
and SI1, I2S epidemic models analyzed by Saunders [7] and Kirupaharan et al.
[5], respectively, first-passage times permit us to study the length of an out-
break, the stationary distribution is a long-run description of the epidemic, and
the maximum level visited by the LD-QBD process is seen as an important mea-
sure in studying infectious peaks during an outbreak. In terms of these random
indexes, the perturbation analysis allows us to quantify the effects of changes in
the contact and recovery rates (or functions of these rates) on the spread of the
infectious disease.
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Abstract

Features of the neuronal dynamics can be explained as consequences of several
correlated causes. For instance, spike-frequency adaptation is often explained as
a consequence of the dynamics of membrane neuronal gates or of the action of
ionic currents, as those related to voltage-dependent potassium channels ([6],[7]).
Moreover, the membrane voltage is affected by dynamics evolving on different
time scales, as, for instance, that of slow calcium dependent channels. Briefly,
by considering all involving dynamics, the value of membrane voltage cannot be
represented by a Markovian process, but models with correlations are mandatory.
Recently, some models have been proposed to describe the no-memoryless neu-
ronal voltage by using fractional derivatives. In ([10]), taking into account the
action of membrane conductances and in order to describe the timing adaptation,
the following fractional Leaky Integrate-and-Fire (LIF) model is proposed:

Cm

dαV

dtα
= −gL(V − VL) + Iinj, if V > Vth, then V → Vreset (1)

where V is the neuronal membrane potential, α is the order of the fractional
derivate (0 < α ≤ 1) and the injecting current Iinj includes a Gaussian white
noise. When V > Vth a spike is generated. The fractional stochastic approach
for neuronal modeling can be also found in ([1], [2], [9]) in which some memory
effects and correlations are involved.
Alternatively, correlated inputs can be used to model the firing activity em-
bodying other evolving phenomena. The following neuronal stochastic model
with time correlated inputs is considered in ([8]):

θ
dV

dt
= −V + η(t), (if V > Vth, then V → Vreset) (2)

where the temporally correlated (colored) inputs η(t) is a Gaussian stochastic
process such that

E[η(t)] = 0, E[η(t)η(s)] =
1

2τ
exp

{
−
|t − s|

τ

}
.

� Workshop “Stochastic Models and Applications to Natural, Social and Technical
Systems”
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Furthermore, in order to take into account the adaptation phenomenon due to
the effect of variations in the calcium concentration, in [6] a time-inhomogeneous
LIF model is proposed for the neuronal activity, by using the following stochastic
differential equation:

dV (t) = −

[
V (t) − ρ(t)

θ(t)
− μ

]
dt + σdW (t) (3)

where ρ(t) and θ(t) are the time-dependent resting potential and decay time
and W (t) the standard Brownian motion. Even though uncorrelated inputs are
considered, time dependent functions are adopted to explain the action of multi-
ple time-scale dynamics. In this case, the theory of Gauss-Markov and the First
Passage Time problem turned out especially useful (see [3]-[6]).

Due to the property to include different scales and ranges of time, the frac-
tional stochastic models seem to be more general and powerful than models
including colored noise and modified LIF models. Here, the models (1)-(3) are
studied and related results about firing densities will be carried out by using
numerical procedures and simulations. Comparisons and suitable relationships
between the above models will be provided. The use of fractional Brownian mo-
tion W (t, α) (and fractional noise) in place of W (t) in LIF-type models (3) will
be investigate.
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Estimating the exceedance probability in
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Abstract

Potential health effects of air pollution have been object of a deep study in
recent years. Exposure to pollutants such as airborne participate matter has
been associated with increases in mortality and in respiratory disease. These
effects have been found in short and long term studies. In response, the European
Union has developed an extensive body of legislation which establishes health
based standards and objectives for a number of pollutants in air.

On the other hand, air quality data, such as all environmental data, are tipi-
cally characterized by some stylized facts, such as non-stationarity, non linearity,
seasonality, conditional heteroscedasticity and missing data. In particular, miss-
ing values make difficult to determine whether the limits set by the European
Community on certain indicators of air quality are fulfilled or not. Indeed, due
to missing values, the number of exceedances per year of PM10, that is particu-
late matter 10 micrometers or less in diameter, and other air quality indicators
is often heavily underestimated and no environmental policy is applied to pro-
tect citizen health. In this perspective it becomes fundamental to estimate the
probability that each indicator has to have exceeded the admitted limit.

In this paper we propose a procedure for estimating the probability of ex-
ceeding the legal limit for a certain air quality indicator. In particular we fo-
cus on the probability for PM10 at a certain day t to exceed the value of 50
micrograms/m3.

The suggested procedure combines a local estimator for the trend-cycle and
a GARCH model with exogenous components as an estimator of the detrended
time series. The first choice is justified in order to have flexible local structures
which are not influenced by missing values outside the estimation window. The
latter choice appears to be necessary since the detrended time series might show
a non linear structure due both to the intrinsic characteristic of the data and
to the cycle-trend estimation step. Indeed, the difficult task of selecting tuning
parameters in that step might possibly induce neglected nonlinearities in the
detrended series. Also, GARCH model is able to capture heteroschedasticity in
the data. Finally, we choose to include exogenous variables in the model in order

� (Workshop “Stochastic Models and Applications to Natural, Social and Technical
Systems.”)
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to include the natural dependence from data of PM10 in near areas due to same
geographic and weather conditions.

Finally, a bootstrapping procedure is implemented in order to estimate the
probability to observe an exceedance of an established limit.

In order to validate the procedure a simulation study is performed. An ap-
plication to real data is also presented and discussed.
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We deal with sharp bounds of the rate of convergence for a wide class of
finite continuous-time Markov chains.

As it is known, the problem of finding sharp bounds of the rate of convergence
to the limiting characteristics for Markov chains is very important for a number
of reasons:
(i) it is easier to calculate the limit characteristics of a process than to find the
exact distribution of state probabilities, (see, for instance [14]);
(ii) the best bounds of perturbations require the corresponding best bounds on
the rate of convergence, see [3, 5, 6, 13];
(iii) sharp bounds of the rate of convergence are required to obtain truncation
bounds which are uniform in time, see [11].

The general approach is closely connected with the notion of logarithmic
norm and the corresponding bounds for the Cauchy matrix. It was first stud-
ied for birth-death processes (with possible catastrophes), see details and refer-
ences in [1, 2, 10], and for Markovian queueing models with batch arrivals and
group service, see [12]. An essential part of this approach is the special trans-
formations of the reduced intensity matrix. This transformation was proposed
in [8] and applied to general inhomogeneous birth-death models in [9]. Here we
apply this approach and the same transformation to two new classes of inho-
mogeneous continuous-time Markov chains describing combined queueing sys-
tems with state-dependent arrival intensity and batch service; and vice versa
for queueing system with batch arrivals and state-dependent service, see, for
instance, [7] and [4]. The first study of the corresponding countable models was
carried out in [15]. The situation of finite state space provides a possibility of,
first, to simplify the reasoning and, second, to obtain essentially more precise
bounds.

Acknowledgments. The research is supported by the Russian Foundation for
Basic Research, projects no. 15-01-01698,15-07-05316, and by Ministry of Edu-
cation and Science.
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Abstract

Stochastic queueing networks are successfully used to describe a variety of dif-
ferent real systems, such as telecommunications systems, computer systems, call
centers and manufacturing systems (cf., for instance, [1]–[12]). In an open net-
work, there is at least one node through which the customers enter the network
and at least one node through which the customers leave the network. To define
an open queueing network, must be specified the external arrival process, the
routing of customers among the different queues in the network, the number
of serves at each queue, the service time distribution and the service discipline
at each queue. In particular, a tandem network consists of some finite number
of queueing systems in series. For instance, in manufacturing systems, a serial
production line consists of machines and buffers; between any two subsequent
machines there is a buffer and between any two subsequent buffers there is a
machine.

In this paper, we consider a tandem network consisting of an arbitrary but
finite number R of queueing systems, where R is a discrete random variable
that assume values 1, 2, . . . ,m according suitable probability distributions. The
component Cj (j ≤ m) of the tandem network consists of an infinite buffer space
to hold the customers waiting and of a service center with a single server and it is
modeled via a birth-death process. For fixed R = r, the tandem network satisfies
the following assumptions: (i) there is only one job class in the network; (ii) the
overall number of jobs in the network is unlimited; (iii) the customers arrive
to the first queueing system from an external source according to a Poisson
process of rate λ; (iv) the service discipline at all nodes is FCFS (first-come,
first-served) and there is a single server available to each node; (v) the service
times at Cj are exponentially distributed with mean [μj(nj)]

−1 when there are
nj customers in Cj just before the departure of a customer. Figure 1 shows a
tandem network that consists of the components C1, C2, . . . , Cr (r ≤ m). The
individual components Cj can be modeled in a variety of different ways and also
the network can be constituted by very different type of systems to be mixed
together in the same tandem network.

� (Workshop “Stochastic Models and Applications to Natural, Social and Technical
Systems”)
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λ μ1(n1) μ2(n2)
. . .

. . .
μr(nr)

Fig. 1. Tandem queueing network with state dependent service rates.

The network in Figure 1 is an extension of the Jackson tandem network and
the system’s state probability distribution can be still expressed as a product-
form solution. Denoting by (N1, N2, . . . NR) the vector that describes the state
of the tandem network in equilibrium regime, we analyze the distribution of the
total number of customers N = N1 + N2 + . . . + NR in the network both for
different choices of the birth-death processes making up the network, that for
suitable probability distributions of the random variable R. Finally, performance
measures of the tandem networks are obtained and compared.
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Extended Abstract

Various extensions of Stochastic Petri Nets (SPNs), e.g. generalised SPNs [6],
have been introduced to model complex and concurrent systems in many ar-
eas of science. In biochemistry, quantitative models of genetic networks can
be expressed as SPNs [4]. In engineering, generalised SPNs are used to study
various reliability and performance aspects of manufacturing processes, com-
puter networks and communication protocols [1, 2]. Assuming certain restrictions
on the structure of SPNs, their dynamics can be described using a finite-state
continuous-time Markov chains (CTMCs) [6]. This allows modellers and design-
ers to perform quantitative analysis and verification of SPSs using well-known
formal methods for CTMCs (see e.g. [5]).

Traditionally, formal analysis of SPNs assumes that transition rates are
known a priori. This is often not the case and one has to consider ranges of
parameter values instead, for example, when the parameters result from impre-
cise measurements, or when designers are interested in finding parameter values
such that the model fulfils a given specification. In this paper, we tackle the
parameter synthesis problem for SPNs, described as follows:

“Given a time-bounded temporal property describing the required behaviour and a
parametric SPN (pSPN) whose transition rates are functions of the parameters,
automatically find parameter values such that the satisfaction probability of the
formula meets a given threshold, is maximised, or minimised”.

Importantly, this problem requires effective reasoning about uncountable sets
of SPNs, arising from the presence of continuous parameter ranges. In particular,
we focus on pSPNs representing uncountable sets of extended SPNs. We show
that, under this mild restriction, we can describe the dynamics of a pSPN by a
parametric CTMC (pCTMC) [3]. The parameter synthesis problem for pSPNs
can be then reduced to the equivalent problem for pCTMCs and thus, we can
employ existing synthesis algorithms that combine computation of probability
bounds for pCTMCs with iterative parameter space refinement in order to pro-
vide arbitrarily precise answers. We further demonstrate that pSPNs provide
an adequate modelling formalism for designing complex systems where parame-
ters of the environment (e.g., request inter-arrival times and component failure

� This work has been supported by the Czech Grant Agency grant No. GA-24707Y
and the IT4Innovations Excellence in Science project No. LQ1602.
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(a) pSPN for the Google File System [2] (b) Synthesised parameters

Fig. 1: Example of pSPN synthesis. Left: red boxes with question marks indicate para-
metric rates. Right: parameters satisfying the property (green), not satisfying (red),
and uncertain (yellow).

rates) and of implemented software (e.g. service rates) can be meaningfully ex-
pressed as intervals. We also show that sSPNs can be used for in silico analysis
of stochastic biochemical systems with uncertain kinetic parameters.

Figure 1 (left) illustrates a pSPN describing the model of Google File Sys-
tem [2] with parameters affecting the failure rate of chunk servers and their
repair rate from a hardware failure. The right part illustrates the outcome of a
synthesis experiment, namely the parameter regions for which the probability of
reaching a certain service level within a given time interval is above 75%.

The main contribution of the paper can be summarised as follows:

– formulation of the parameter synthesis problem for SPNs using pSPNs
– automatic translation of pSPNs into pCTMCs allowing to exploit existing

synthesis algorithms
– two case studies from the biological and engineering domains, through which

we demonstrate the effectiveness of parameter synthesis in the automated
design and parametric analysis of pSPNs.
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Abstract

Dynamic models to describe growth phenomena play an important role in sev-
eral fields such as economy, biology, medicine, ecology. For this reason numer-
ous efforts are oriented to the development of progressively more sophisticated
mathematical models for the description of a particular type of behavior. In
this context, stochastic models seems to be able to provide realistic explanation
of biological variables. In particular, stochastic processes characterized by sig-
moidal sample-paths capture main features of several growth phenomena such
as carrying capacity, i.e. the maximum population size of the species that the
environment can sustain indefinitely.

We consider a diffusion model based on a Gompertz deterministic growth
characterized by a sigmoidal shape with a carrying capacity depending on the
initial size of the population. Specifically, let {X(t), t ≥ t0} be a time non-
homogeneous diffusion process defined in R+ characterized by the following
stochastic differential equation:

dX(t) = me−βtX(t)dt+ σX(t)dW (t), X(t0) = x0 a.s., (1)

where m,β are positive constants representing the natural growth parameters,
σ > 0 describing the width of random fluctuations and W (t) is a standard
Wiener process.

In real-life situations, intrinsic growth rates of the population can be modify
by means of exogenous terms generally depending on time. Examples of such
situations could be therapeutic treatments in tumor growth (see for instance [4])
or suitable food treatments in growth of animals (see [2]). In order to model such
situations, we modify the drift of X(t) by introducing a time dependent function
C(t) to model the effect of an exogenous factor (namely therapy), obtaining the
stochastic process XC(t) such that

dXC(t) = [m− C(t)]e−βtX(t)dt+ σX(t)dW (t), XC(t0) = x0 a.s.. (2)

� (Workshop “Stochastic Models and Applications to Natural, Social and Technical
Systems.”)
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Generally, in experimental studies the effect of a new therapy has to be tested so
the term C(t) is usually unknown. Further, the knowledge of such functional form
is fundamental since it allows to introduce an external control to the system and
to explain how the therapy acts. Moreover, the study of some problems related
to the process XC(t), i.e. modeling and forecasting, requires the knowledge of
C(t). For these reasons, the functional form of C(t) has to be estimated.

In this paper, firstly we analyze some characteristics of the considered dif-
fusion processes, XC(t) and X(t); secondly, we propose a two step estimation
procedure when data from a control group and from one or more treated groups
are available. In the first step from the control group, modeled by means of (1),
the parameters m,β and σ are estimated by maximum likelihood method (see
[7] and [8]). In the second step the function C(t) is estimated making use of
some relations linking the process X(t) describing a control group (untreated)
and XC(t) modeling the treated group. The idea is to take the model X(t) as a
starting point and then to use the information provided by the treated group to
try approximate the function C(t). Therefore, after estimating the parameters of
X(t), C(t) is estimated by the trajectories of the treated groups and by suitable
relations between the two models.

Finally, in order to evaluate the goodness of the proposed procedure a simu-
lation study is presented.

References

1. Albano G., Giorno V., Román-Román P., Torres-Ruiz F.: On the first exit time
problem for a Gompertz diffusion. In Cybernetics and Systems 2010 (Trappl R.,
ed.). EMCSR 2010. Austrian Society for Cybernetics Studies, Vienna, 175-180, ISBN
978-3-85206-178-8 (2010)

2. Albano G., Giorno V., Román-Román P., Torres-Ruiz F.: On the therapy effect for
a stochastic Gompertz-type model. Math. Biosci. 235, 148-160 (2012)

3. Albano G., Giorno V., Román-Román P., Torres-Ruiz F.: Inferring the effect of
therapy on tumors showing stochastic Gompertzian growth. J. Theor. Biol. 276,
67-77 (2011)

4. Albano G., Giorno V., Román-Román P., Román-Román S., Torres-Ruiz F.: Esti-
mating and determining the effect of a therapy on tumor dynamics by means of a
modified Gompertz diffusion process. J. Theor. Biol. 364, 206-219 (2015)

5. Blasco A., Piles M., Varona L.: A Bayesian analysis of the effect of selection for
growth rate on growth curves in rabbits. Genet. Select. Evol. 35, 21-41 (2003)

6. Di Crescenzo A., Spina S.: Analysis of a growth model inspired by Gompertz and
Korf laws, and an analogous birth-death process Math. Biosci. (to appear)
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Abstract

Stochastic processes with jumps play a relevant role in many fields of applica-
tions. For example, in [2] birth-and-death processes with jumps are analyzed as
queuing models with catastrophes, in [1], [5], [6], diffusion processes with jumps
are studied in order to model an intermittent treatment for tumor diseases, in
[3] a non-homogeneous Ornstein-Uhlenbeck with jumps is considered in relation
to neuronal activity. In these contexts, a jump is a random event that changes
the state of the process leading it to another random state from which the dy-
namics restarts with the same or different law. We consider diffusion processes
and we assume that jumps occur at the random times chosen according a fixed
probability density.

Let {X̃k(t), t ≥ t0 ≥ 0} (k = 0, 1, . . . ) be a diffusion stochastic process.
According to [4], we construct the stochastic process with random jumps X(t)
as follows. Starting from the initial state ρ0 = x0 at time t0, the process X(t)

evolves according to the process X̃0(t) until a random jump occurs that shifts the

process to a random state ρ1. From here, X(t) restarts according to X̃1(t) until
another jump occurs resetting the process to ρ2 and so on. In general, the effect
of the k-th jump (k = 1, 2, . . .) is to shift the state of X(t) in a certain level ρk,
randomly chosen according to a probability density function (pdf) φk(·). Then,
the process evolves like X̃k(t), until a new jump occurs.

X(t) consists of independent cycles I1, I2 . . ., whose durations are indepen-
dent random variables I1, I2, . . ., representing the time intervals between two
consecutive jumps. For k = 1, 2, . . ., the random variable Ik is distributed with
pdf ψk(·). We denote by Θ1, Θ2, . . . the times in which the jumps occur. We
set Θ0 = t0 that corresponds the initial time and for k = 1, 2, . . ., let γk(τ)
be the pdf of the random variable Θk. The variables Ik and Θk are related,
indeed Θ1 = I1 and for k > 1 it results: Θk = I1 + I2 + . . . Ik. Hence, the
pdf γk(·) of Θk and the pdf ψk(·) of Ik are related, indeed γ1(t) = ψ1(t) and
γk(t) = ψ1(t) ∗ ψ2(t) ∗ · · · ∗ ψk(t), where “∗” denotes the convolution operator.
Furthermore, ρ0 = x0 and ρk is the return state in correspondence of the k-th
jump, for k ≥ 1. In Fig. 1 a sample path of X(t) is shown.

In the paper we study X(t) by analyzing the transition pdf, its moments
and the first passage time problem for X(t) through constant boundaries. We

� (Workshop “Stochastic Models and Applications to Natural, Social and Technical
Systems.”)
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Fig. 1. A sample path of the diffusion process with jumps X(t).

consider some particular cases when the inter-jumps Ik are deterministic or
exponentially distributed. Moreover, the case of deterministic return states is
esaminated.

Finally, we apply the obtained results to diffusion processes of interest in the
applications.
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Abstract. For a continuous stochastic process X(t) with X(0) = 0, let
us consider the running maximum process S(t) := maxs∈[0,t] X(s); it was
found in [6] a connection between its mean a(t) = E[S(t)] and that of the
first-passage time (FPT) τr of X through a threshold r > 0. Precisely,
assuming that a(t) is strictly increasing (i.e. the inverse a−1 exists), it
was shown that, for any non-decreasing function g : [0,+∞) −→ [0,+∞),
it results:

E [g(τr)] ≥
∫ 1

0

g(a−1(rt))dt, (1)

and that this bound is sharp. Of course, while the right-hand side of (1)
is finite for any bounded and sufficiently regular g, the left-hand side can
be infinity. In particular, for any integer n, one gets:

E [(τr)
n] ≥

∫ 1

0

(
a−1(rt)

)n
dt. (2)

Notice that the exact calculation of themoments of the FPT is not always
possible, while the mean of the maximal process is available, or estimable
by empirical observations, in many cases (see e.g. the discussion in [6]);
thus, inequality (2) is very useful, since it provides lower bounds to the
moments of the FPT of X through the level boundary r > 0, in terms
of the mean of the running maximum process.
In this paper, motivated by the result of [6], we aim to calculate the func-
tion a(t) = E

[
maxs∈[0,t] X(s)

]
for integrated Gauss-Markov processes,

in particular, for integrated Brownian motion and integrated Ornstein-
Uhlenbeck process. In the cases when it is possible to calculate exactly
E [(τr)

n] , we compare it with its lower bound given by (2).
Actually, the interest in the study of integrated Gauss-Markov processes
relies on the fact that they have many important applications in Bi-
ology (e.g. in the framework of diffusion models for neural activity), in
Queueing Theory, in Economy, Mathematical Finance, and other applied
sciences (see e.g. the discussion in [1], [2]).
Now, we recall the definition of Gauss-Markov process, and its integrated
process. Let m(t), h1(t), h2(t) be continuous functions of t ≥ 0, which
are C1 in (0,+∞), and such that h2(t) �= 0 and ρ(t) = h1(t)/h2(t) is
a non-negative, differentiable and increasing function, with ρ(0) = 0. If
B(t) = Bt denotes standard Brownian motion (BM), then for t ≥ 0 :

Y (t) = m(t) + h2(t)B(ρ(t)), (3)
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is a continuous Gauss-Markov process with mean m(t) and covariance
c(s, t) = h1(s)h2(t), for 0 ≤ s ≤ t.
Besides BM, a noteworthy case of Gauss-Markov process is the Ornstein-
Uhlenbeck (OU) process, and in fact any continuous Gauss-Markov pro-
cess can be represented in terms of a OU process (see e.g. [9]).
For a continuous Gauss-Markov process Y, its integrated process, starting
from X(0) is defined by X(t) = X(0) +

∫ t

0
Y (s)ds.

In this paper, we make use of the results of [1], in which, assuming
Y (0) = 0, we have studied the distribution of the FPT of X through a
boundary r, with the conditions that X(0) = x, that is:

τr(x) := inf{t > 0 : X(t) = r|X(0) = x}; (4)

moreover, for r2 > r1 and x ∈ (r1, r2), in [1] we have studied the distri-
bution of the first-exit time (FET) of X from the interval (r1, r2), with
the conditions that X(0) = x, that is:

τr1,r2(x) := inf{t > 0 : X(t) /∈ (r1, r2)|X(0) = x}. (5)

Notice that the distribution of τr is related to that of the running max-
imum S(t) = maxs∈[0,t] X(s), since P (τr ≤ t) = P (S(t) ≥ r); as for the
distribution of τr1,r2 , one has τr1,r2 = min{τr1 , τr2}, with P (τr2 ≤ t) =
P (S(t) ≥ r2) and P (τr1 ≤ t) = P (mins∈[0,t] X(s) ≤ r1).
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A probabilistic generalization of the Taylor’s theorem was proposed and stud-
ied by Massey and Whitt [6] and Lin [5], showing that for a nonnegative random
variable X and a suitable function f one has

E[f(t+X)] =

n−1∑
k=0

E[Xk]
f (k)(t)

k!
+ E[f (n)(t+Xe)]

f (n)(t)

n!
,

where Xe is a random variable possessing the equilibrium distribution of X .
This result was employed by Di Crescenzo [2] in order to obtain the following
probabilistic mean value theorem:

E[g(Y )]− E[g(X)] = E[g′(Z)][E(Y )− E(X)],

valid for nonnegative and stochastically ordered random variables Y and Y ,
where the random variable Z is a generalization of Xe, and has density function

P(Z ∈ dx)

dx
=

P(Y > x)− P(X > x)

E(Y )− E(X)
.

Various related results have been exploited recently, such as the fractional
probabilistic Taylor’s and mean value theorems (see Di Crescenzo and Meoli
[4]), and a quantile-based version of the probabilistic mean value theorem (see
Di Crescenzo et al. [3]). The latter result involves a distribution that generalizes
the Lorenz curve, and allows the construction of new distributions with support
(0, 1). Specifically, let X be an absolutely continuous random variable with finite
non-zero mean, with distribution function F (x) = P(X ≤ x), with quantile
function given by Q(u) = inf{x ∈ R : F (x) ≥ u}, 0 < u < 1, such that Q(0) = 0,
and with quantile density q(u) = Q′(u), 0 < u < 1. Then, if g : (0, 1) → R is
n-times differentiable and g(n) ·Q is integrable on (0, 1) for any n ≥ 1, then

E[{g(1)− g(U)} q(U)] =

n−1∑
k=1

1

k!
E

[
g(k)(U)(1 − U)kq(U)

]
+

1

(n− 1)!
E

[
g(n)(XL)(1 −XL)n−1

]
E[X ],

where U is uniformly distributed in (0, 1), and where XL is a random variable
with probability density function P(XL ∈ du)/du = Q(u)/E[X ], 0 < u < 1.
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Stimulated by the above mentioned results, we construct new relationships
for the comparison of means values of distorted random variables. For the role of
distortion functions in applied contexts involving risk theory and mathematical
economics, we recall for instance the recent contributions by Balbás et al. [1] and
Sordo et al. [7], [8]. Our results are based on the quantile-based version of the
probabilistic mean value theorem, and deserve interest in utility theory. They
can be applied also for assessing stochastic dominance among risks.
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Motivation and Literature Review. With the beginning of the fourth indus-
trial revolution, also called industry 4.0, high adaptability and resource efficiency
of organizations are becoming increasingly important [3]. Within so-called smart
enterprises, which are a major reference point within industry 4.0, information
should be changed in real time and all involved agents should be connected [3].
Therefore, also in the field of optimization in production and logistics, a combi-
nation of interrelated problem models is gaining growing importance [1]. With
the introduction of the simultaneous optimization of more than one production
and logistics optimization problem, the ability to react and respond quickly to
changing external and internal influences should be improved.

One already existing combination of two logistics optimization problems is
the so-called Location Routing Problem (LRP) [2, 4]. It consists of the Facility
Location Problem (FLP), which is a strategic logistics optimization problem, and
the Vehicle Routing Problem (VRP), an operational optimization problem. As
the determination of facility locations influences routing costs to other facilities
or customers, there is a codependence between the FLP and the VRP. There-
fore, by combining these two optimization problems, potential synergies can be
exploited [2, 4]. In the surveys of [2] and [4] about the LRP, different problem
model formulations and also solution methods already exist. Concerning heuris-
tic solutions, [2] state that there have already been successful approaches by
splitting up the LRP into a FLP and a VRP, for example through the use of
population-based algorithms.

However, considering the idea of integrated solution approaches in the context
of industry 4.0, not only an interconnection should exist. There should rather be
a continous exchange of information between problem models. As for example
the utilization of production and also warehouse departments is becoming in-
creasingly dynamic, organizations are expected to become more flexible. Decision
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situations regarding the temporary rental of warehouses should be supported.
Therefore, a system which provides information for more than one problem in-
stance and is supportive over time is needed. As a consequence, a methodology
considering the high adaptability requirements of smart factories is developed. It
is expected that limitations concerning solution quality and run time may occur.

Methodology. The approach of this paper is splitting the LRP into its basic
models and solving them with existing metaheuristics. Based on this, by intro-
ducing new combination strategies, the basic models should be united again.

– Model Splitting: The LRP is divided into the basic models FLP and VRP.
For both problem models, established solution approaches have to be found,
which are generically applicable to guarantee a decision support for various
problem instances appearing over time. IBM CPLEX Optimizer is used for
exactly solvable parts. Moreover, existing evolutionary algorithms which are
already implemented in the framework HeuristicLab [5], are applied.

– Solution Merging: Within a second stage, the two single solutions are merged
again. By having more than one optimization run, the result of the secondly
solved problem serves as an input for the first problem model. Different out-
comes of both problem models are compared and the best ones are selected.

With this general approach, correlations between the splitted problems are
examined. The focus is set on dependencies between the solution qualities of
single problems. Influences of one result on the respective other one are analyzed.

Acknowledgments The work described in this paper was done within the
COMET Project Heuristic Optimization in Production and Logistics (HOPL),
#843532 funded by the Austrian Research Promotion Agency (FFG).
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The (r|p)-centroid problem is a competitive location problem where two play-
ers, the leader (firm A) and the follower (firm B), enter the market sequentially
and compete in providing goods or services to customers. The leader enters the
market first with p facilities and seeks to minimize the maximum market share
captured by a future competitor. The follower opens r facilities at the locations
that maximize its market share. In this work goods are assumed to be essen-
tial, which implies that minimizing the maximum market share captured by
the follower is equivalent to maximize the leader market share. The choice rule
that represents the behaviour of the customers can be modeled using different
functions [1]. We consider the use of a S-shaped function (see Figure 1).

The amount of demand at point ck captured by firm B is wkB = wkfk(δk)
where f is a customer choice function, wk is the demand of the customers at ck
and δk = dkA − dkB being dkA and dkB the distances from ck to firms A and B.
We consider the S-shaped choice functions given by:

fk(δ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if δ ≤ ak

2
(

δ−ak

bk−ak

)2
if ak < δ ≤ ak+bk

2

1− 2
(

δ−bk
bk−ak

)2
if ak+bk

2 < δ ≤ bk

1 if δ > bk

being ak < bk two limit values corresponding to each customer point ck.
We consider the linear formulations of the leader and follower problems and

solve the leader-follower (or (r|p)-centroid) problem applying a similar scheme
to the one described in [2, 4] but replacing the exact solution algorithm for the
series of leader problems by a kernel search heuristic.

The proposed matheuristic algorithm to solve the given leader-follower prob-
lem includes the following steps:

� Partially financed by the Spanish Government, grants ECO2014-59067-P and
TIN2015-70226-R

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

80



Fig. 1. A S-shape function for f(δ)

Step 1 Initialization.
1.1 Select s feasible leader’s solutions Xi, i = 1, ..., s. Solve the follower’s

problem for Xi (i.e.; the (r|Xi)-medianoid problem), i = 1, ..., s. An
upper bound of W ∗ is W = min

i
S(Xi), where S(X) is the optimal value.

1.2 Let F = {Yi}qi=1 be an initial family of good follower candidates.

Step 2 Iterations. Repeat, until a stop rule condition is satisfied:
2.1 Solve the leader’s problem using family F of solutions for the follower

applying the kernel search heuristic [3]. Let X be the solution obtained.
2.2 Solve the follower’s problem for X. If S(X) < W then set W = S(X)

and X∗ = X. Set F = F∪{Y (X)}, where Y (X) is the (r|X)-medianoid.

The leader’s problem is solved at step 2.1 using a kernel search procedure [3]:

1 Solve the LP-relaxation of the leader problem for family F .
2 Build the initial kernel as the set of the non-zero variables. Sort the other
variables and build a sequence of disjoint variable buckets with the same
fixed length.

3 Solve a MILP problem on the initial kernel.
4 Repeat until a certain number of buckets have been analysed.

a) Solve a MILP problem on the current kernel plus a bucket.
b) Update the current kernel.

The computational results of the application of the algorithm to an example
is used to show the performance of the matheuristic.
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Over the last years the increased air pollution and the awareness for sustain-

ability has lead to a steady growth of the market for privately owned electric
vehicles. While so far the high acquisition costs and the limited battery range of
these vehicles hinder the wide-spread use, car-sharing systems with electric cars
could potentially decrease the use for conventional vehicles in urban areas [5].
Such car-sharing systems offer cars in a pre-defined area which can be rented
by customers to perform their desired trips. Compared to systems using conven-
tional cars, in electric car-sharing systems charging stations have to be available
within the operational area to recharge the battery of the vehicles. In this work,
we consider station-based (in contrast to free-floating) systems in which cars can
only be rented and returned at specific stations. The most important strategic
decisions when introducing such a system in a new area are where to place the
stations, how many charging slots to install, and how many electrical cars to
deploy. For being able to make a statement about the viability a demand model
is needed which gives a forecast of the customer requests, i.e., when the potential
customers want to use a shared car and where they want to go. As the customers
are usually willing to walk a short distance to or from a station which is close to
their desired starting or ending point, each customer request has a set of poten-
tial starting and ending stations. In this work, we model the strategic decisions
on the locations of stations, the number of charging slots per station, and the to-
tal number of deployed cars with respect to a limited budget as a combinatorial
optimization problem and solve it heuristically using a variable neighborhood
search. An overview of this and similar optimization problems arising in the
area of electric car sharing systems is given by Brandstätter et al. [3, 4].

Simulation-based Trip Acceptance

We approach this problem as a bi-level optimization problem, where we make
the strategic decisions on the upper level (using the aforementioned variable

� This work has been partially funded by the Austrian Federal Ministry for Transport,
Innovation and Technology (bmvit) in the JPI Urban Europe programme under grant
number 847350 (e4share).
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neighborhood search) and compute the set of customer requests which can be
accepted by the system based on the upper level solution in the lower level prob-
lem. As the problem of finding the set of acceptable requests maximizing the
profit is itself a difficult optimization problem, we developed several heuristics
based on a greedy criterion which are described in [1]. They all use a time dis-
cretization and generate a time-expanded location graph in which vehicle paths
through space and time are iteratively computed. All state-of-the-art approaches
(e.g., [2]) assume, however, a best-case scenario in which the customers behave
in such a way that the system’s profit is maximized. This means that when there
are two requests at the same time at the same station, the more profitable trip
would be chosen. In addition, if there are multiple possible stations where a trip
can end, the one which is most promising for following trips is selected. As these
assumptions are rather unrealistic we focus in this work on a more reasonable
computation of the profit. Therefore, we assume that the choice of which trip out
of concurrent requests at a station is accepted by the operator and the ending
station of the trips are random variables. The profit of the strategic decision
on the upper level then depends on the realization of these random variables
and we aim to maximize the expected profit. We approximate this expected
profit by Monte-Carlo simulations in which each random variable has a uniform
probability distribution over its possible realizations.

We tested our approach on real-world data from Vienna, Austria. Open-
StreetMap data is used for the underlying road network and we assume poten-
tial locations for stations at, e.g., supermarkets. The customer demand model is
based on real taxi data. Computational results show that although the expected
profit of the simulation-based strategy is lower than using the other strategy and
more time-consuming to compute, the price of a more realistic profit estimation
is not too high and can pay off in a real-world scenario. For future work we plan
to also consider relocation of vehicles which can influence the strategic decisions
and is in many practical systems a major factor of the operational costs.
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Background and Motivation1 Variable interaction networks can be used to
describe dependencies between variables of a system [1], [2]. A variable inter-
action network is a directed graph where each observed variable of the system
is represented by a node and dependencies between variables are represented as
edges. Variable interaction networks are related to graphical models [3]; building
variable interaction networks based on data is therefore closely related to struc-
ture learning of graphical models. Variable interaction networks have so far been
used primarily for visualization with the aim to gain a better understanding of
complex systems (see e.g. [1], [2], [4], [5]). In these applications, statistical mod-
els (e.g. symbolic regression models) have been used to identify related variables
and to describe empirical dependencies.

Our aim is to use graphical models not only for visualization purposes but
also for estimation, simulation, or control in settings where the underlying sys-
tem has multiple inputs and multiple dependent outputs as well as internal
state variables. Ideally, we would like to identify the network of dependencies
and derive the structure of the graphical model which can be used for above
mentioned purposes. For this we need to solve several problems, one of which is
the evaluation of alternative structures for graphical models especially for struc-
ture learning. In this contribution we answer the research question: How can we
quantify and compare the correctness of structures of graphical models composed
of multiple individual sub-models?

Methods First, we extend and formalize our definition of the specific type of
graphical model starting from the the concept of variable interaction networks.
Roughly speaking, the model distinguishes between independent and dependent
variables and consists of a set of functions – one for each dependent variable –
which are used to estimate dependent variables based on other independent and

1 The authors gratefully acknowledge financial support by the Austrian Research Pro-
motion Agency (FFG) within the COMET Project Heuristic Optimization in Pro-
duction and Logistics (HOPL), #843532.
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dependent variables. In the full paper we elaborate on the necessary precondi-
tions concerning the underlying system, the observed data, and the modeling
algorithm to make structure learning feasible.

Assuming multiple different methods for generating graphical models from
data, we want to determine which of those produces the best structure. This can
be calculated exactly only if the optimal system structure is known and therefore
the learned structures can be compared with the known system structure.

We assume that the modeling methods produce an ordered list of input vari-
ables for each dependent variable. For instance variables can be sorted by rel-
evance, explained variance, or the probability that the variable is necessary for
explaining the dependent variable. We propose to use one of three indicators
to evaluate and compare these variable rankings: (1) Gini coefficient [6], (2)
Spearman’s rank correlation, and (3) normalized discounted cumulative gain
(NDCG) [7]. The Gini coefficient can be used to quantify the discrimination be-
tween necessary and unnecessary inputs (binary classification) [6]. Spearman’s
rank correlation coefficient and NDCG make it possible compare the estimated
ranking with the ideal ranking if this is known. The later puts more weight on
correctly ordering variables and is better suited.

Results We compared different regression algorithms including linear regression
(LR), random forest regression (RF) and symbolic regression (SR). For our set of
non-linear synthetic systems with 10, 20, and 50 variables RF is the best method
to discriminate between relevant and irrelevant variables and outperforms the
other methods especially for the high-dimensional problems. RF also produced
the best variable rankings with highest NDCG values. The full results will be
given in the full paper.
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1 Introduction

Within this paper, we focus on the development of algorithms capable of pro-
viding route suggestions to multiple simultaneously traveling users such that the
(negative) impacts of the routes among each other are minimized. We refer to
this kind of routes as system-aware routes. E.g., if multiple travelers are concur-
rently following the same route in a street network, it is most likely that traffic
congestion occur. If the same set of travelers is, however, distributed over multi-
ple roads/routes, the traffic flow is maintained and negative effects like increased
CO2 emissions are reduced.

Today’s routing and navigation devices are, in most cases, not connected
with each other, meaning that each user request is handled separately—even
if the routing requests are all processed on a centrally operated infrastructure.
However, dependent on the availability of traffic data, some devices adapt route
suggestions based on observed (or typical) traffic conditions. This behavior leads
to a so-called user equilibrium (UE) [5] where each traveler cannot reduce her
individual travel time choosing another route.

In contrast to an UE, a system optimum (SO) [5] consists of a traffic state
where the average travel time is minimized. Obviously, this statement is equiv-
alent to the observation that in a SO the overall travel time, i.e. the sum of all
travel times, is minimized or the (overall) traffic flow is maximize. Negative en-
vironmental impacts caused by traffic congestion are reduced as well. Reaching
a SO requires cooperative travelers as well as supporting technologies sharing—
among others—(traffic) information with each other.

First solutions to the basic underlying problem of finding a shortest route in
a given network reach back to the late 50ies [2]. There were significant improve-
ments in the last decade, especially with respect to speeding-up techniques via
pre-processing, cf. [3] or [1] for a more comprehensive survey,. There is, however,
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only one other work focusing on the system-optimal traffic assignment [4] and—
to the best of our knowledge—no other work focusing on the computation of a
system optimum with respect to individual routes.

2 Computing System-Aware Routes

The basic problem of finding a route ri for user i ∈ U , with U denoting the set
of users, minimizing the (negative) impacts on all other users j ∈ U , j �= i, can
be modeled by:

min α · l(ri) + β ·
∑

j∈U\{i}
ei(rj) (1)

s.t. ri is a route from o(i) to d(i), (2)

where function l denotes the length of a route, o(i) and d(i) denote the origin
and destination of traveler i and function ei estimates the delay of one route
due to another route, i.e. extra travel time due to congestion. Coefficients α and
β can be used to (relatively) weight the actual route length to the effects on
other routes. It is obvious that this formulation requires an iterative solution
procedure if all mutual impacts shall be minimized. Therefore, we suggest a
second, alternative formulation leading directly to a SO:

min
∑
i∈U

l(ri) (3)

s.t. ri is a route from o(i) to d(i), for all i ∈ U (4)

In the presentation, we introduce two algorithmic approaches for solving the
two stated problem formulations where for the first an iterated local search is ap-
plied and for the second a dynamic program is suggested. Experimental results—
including a comparison of the practicability of the approaches—conclude the
presentation.
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1 Introduction

Logistics and transport management systems for perishable products have oper-
ational specificities associated with demands, handling, storage equipment and
transport infrastructure. Models to solve the problems of collecting, sharing and
distributing these products must adapt to new objectives and constraints. The
quality assurance of service and perishable products constitutes the main crite-
rion for the optimization of supply and distribution chains of this kind of goods.
In this work we address specifically the problem of planning the collection of fresh
milk from local farms through a fleet of refrigerated trucks. The scattered farms
of small-scale family type have limited isothermal facilities for storing milk. In
these circumstances the collection by the industry demands a precise temporal
organization to preserve the quality of the product [4]. The collection planning
is done in weekly periods [2]. The problem to determine the most appropriate
routes for collecting milk from a set of known farms in a given planning period of
several days, including a time window for each pick up, is modelled as Periodic
Vehicle Routing Problem with Time Windows (PVRPTW).

2 Periodic Vehicle Routing Problem with Time Windows

The PVRPTW, first mentioned in [3], consists of generation of a limited number
of routes for each day over a given planning horizon with the aim to minimize
the total travel cost while satisfying the constraints on vehicle capacity, route
duration, customer service time windows, and customer visit requirements [5, 6].

With respect to our application in milk collection, we consider a special
version of the PVRPTW with an objective function focused on quality of service.
The quality of service is improved by reducing the time that farms have to wait
to be served within their time windows. This new objective is based on the

� E-mail: aexposito@ull.es, raidl@ac.tuwien.ac.at, jbrito@ull.es, jamoreno@ull.es.
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variable sik, the time when vehicle k arrives at farm i, ei and li are respectively
the earliest start time of service and the latest start time of service at the farm
i, and n is the number of farms. The objective function is defined as follows:

min
1

n

∑∑ sik − ei
li − ei

(1)

The objective function formulation helps milk quality not to be reduced by
decreasing the collection milk time during the hours established by the farms.

3 Solution method

Since PVRPTW is an NP-hard problem and VRPs in general are known to
be also difficult to solve in practice, metaheuristic methods are appropriated to
optimize our model for the milk collection problem and real-world process. We
propose a hybrid GRASP-VNS metaheuristics [1] to solve the proposed prob-
lem. This hybrid approach uses GRASP as outer framework for diversification
and VNS for intensification, i.e., for locally improving and post-processing con-
structed solutions. The construction phase mechanism of GRASP locates the
best position in which to insert a candidate for all routes, minimizing the ob-
jective function above, in order to generate the candidate list. Regarding VNS,
we use a composition of several neighborhood structures; 2-opt, k-swap chain,
k-move chain and change visit combination. In order to help the hybrid GRASP-
VNS finding high quality and feasible solutions, we consider infeasible solutions
during the search. Capacity, duration, and time window constraints may be
violated and are penalized accordingly. As a specific focus of our work, we ex-
perimentally compare different kinds of penalty functions.
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Extended Abstract

Certain optimization problems are often the construct of multiple subproblems
being combined. Solving these subproblems instead of the actual ”master prob-
lem” can have some advantages. If the subproblems can be reduced to standard
problems, it is possible to use already existing solvers, whereas a specialized
solver would have to be implemented for the master problem. Also when using
multiple solvers, one solver can generate one part of the solution and thus is able
to reduce the problem for another cooperative solver.

The NP-hard Traveling Thief Problem (TTP) [1] is one example. The prob-
lem definition states that a thief wants to steal items that are stored at different
locations. Each item has a certain value and consumes a certain amount of space
in the thief’s backpack, which has limited storage space. The thief must visit all
locations in a round-trip which starts and ends at his hideout. He has to be more
careful and thus must move slower the more items he carries and the longer he
is buccaneering, the more it costs. The goal is to steal those items in that round-
trip so that the overall profit gets maximized. This problem can be divided into
a Traveling Salesman Problem (TSP) and a Knapsack Problem (KSP). The TSP
optimizer is used to generate profitable tours, whereas the KSP optimizer is used
to yield good item selections. Both problems are then solved in collaboration [2].

To manage a collaborative optimization approach, the concept of ”orchestra-
tors” is used, which can be seen in Figure 1. Orchestrators are entities that are
able to steer subproblem optimizers in two different ways:

– They can recalculate actual solution qualities of subproblems.
– They can adapt the problem parameters to yield better solution qualities for

the original problem instances.
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Fig. 1. The orchestrator steers the TSP and KSP optimizers. A meta optimizer is used
to optimize problem variegation parameters, e.g. KSP weights or TSP coordinates.

By changing a subproblem’s fitness landscape, the respective optimizer con-
verges to other areas of the search space that it would have ignored in the original
problem instance, because solutions in this area would be evaluated as weak right
away. Depending on the chosen orchestration strategy, the orchestrator will in-
teract with the optimizers on a quality adaptation or problem variegation basis,
for which it is necessary to define according routines. These routines are problem-
specific, therefore specialized orchestrators have to be provided for each problem
that will be divided into subproblems. We implement a specialized orchestrator
for the TTP to be used within the HeuristicLab optimization environment [3].

Connecting different subproblem optimizers to orchestrators can be done us-
ing so called optimization networks. Such networks are composed of multiple
nodes that are able to communicate with each other. The goal is to design a
network node (i.e. ”orchestrator node”) as a generic approach to orchestration
in such optimization networks. At first, a well-conceived architecture is created,
which makes it possible to implement problem-specific orchestrator nodes with
little effort. A specific TTP orchestrator is then used to steer the overall op-
timization approach. We will experiment with both techniques and different
orchestration routines. In the end we compare the achieved results and conclude
with possible future work on this matter.
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1 Introduction

Maritime container terminals are complex infrastructures to manage in trans-
port industry due to their high degree of uncertainty arisen from the limited
and changing information. The containers in a maritime container terminal are
moved around the terminal by means of internal delivery vehicles, known as
automated guided vehicles, in short AGVs.

The main objective of this work is to optimize the usage of the available
AGVs in a maritime container terminal in terms of working time. This opti-
mization is contextualized in scenarios that change dynamically and in which
synchronization is required.

2 Internal Delivery Vehicle Synchronization Problem

The Internal Delivery Vehicle Synchronization Problem, IDVSP, pursues to man-
age the available fleet of AGVs efficiently in a maritime container terminal. Let
J be the set composed of jobs, which have to be performed by a fleet of inter-
nal delivery vehicles, denoted as V . A job refers to the movement of a certain
container from some source position towards another target position, both posi-
tions are known in advance. Performing a job involves moving an AGV towards
its source position, picking up the relevant container, moving towards its target
position, and lastly delivering the container.

The feasible solutions of the IDVSP are composed of routes to be followed by
the internal delivery vehicles in V and with the aim of performing the existing
jobs, J . The route of a given internal delivery vehicle departs from a known initial
position on the yard and visits consecutively the source and target positions of
the subset of jobs assigned to it on a specific order. It is worth mentioning that

� This work has been partially funded by the Spanish Ministry of Economy and Com-
petitiveness with FEDER funds (projects TIN2012-32608 and TIN2015-70226-R).
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all the jobs included in J must be performed by an internal delivery vehicle. In
this environment, the objective of the IDVSP is to minimize the time required
by the vehicles when performing the jobs. That is, minimizing the makespan of
the underlying schedule.

In contrast to the classic Vehicle Routing Problem (VRP) [2], the IDVSP
takes into account synchronization when picking up and dropping off containers.
In those cases in which several AGVs try to access simultaneously to a given
position, they are queued in such a way that only one of them can perform its
assigned job. In those scenarios in which synchronization is not required, the
IDVSP addressed in this work can be easily reduced to the VRP with pick-ups
and deliveries [1]. Thus, it can be claimed that it is also NP-hard.

3 Optimization Approach

In order to solve the IDVSP, an efficient algorithmic technique based upon the
framework of the well-known Variable Neighbourhood Search [3], in short VNS,
is here proposed. The first step of the algorithm is to build at each iteration an
initial solution by means of a constructive method. This assigns a similar number
of jobs to each vehicle randomly. Departing from this solution, the proposed
algorithm performs an exploration of its different neighbourhoods, with the goal
of finding the best of its local optima.

Before exploring each neighbourhood, the solution applies a shaking process,
which generates a random neighbour of the solution using the current neighbour-
hood. This allows to start the local search to find the local optima from different
solutions at each iteration. Whenever the local optimum obtained improves the
best solution, the exploration of the neighbourhoods starts again. In other case,
the algorithm continues with the exploration of the next neighbourhood until all
available neighbourhoods have been examined. The neighbourhood structures
used in this work are Interchange, Reinsertion, and Two-opt.

In order to assess the suitability of our VNS, we have analysed its performance
in comparison with three algorithmic techniques: a local search, a random search
and a multi-start search with multiple environments. The experiments are done
in a wide range of realistic scenarios. The computational results indicate that
our approach returns high-quality solutions in all the scenarios by means of short
computational times.
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1 Introduction

Maritime terminals are highlighted infrastructures which are nowadays handling
about 10 billion tons of goods worldwide, according to the United Nations Con-
ference on Trade And Development1. They are aimed at enabling the transship-
ment of freights between different transportation means. However, their main
objective is to serve the incoming container vessels, which arrive to the terminal
with the goal of loading and unloading containers efficiently.

This work presents a Variable Neighbourhood Search for the optimization of
the transshipment of containers at maritime container terminals. Its objectives
are to minimize (i) the departure times of the container vessels arrived to the
port and (ii) the costs derived from moving containers around the terminal.

2 Transshipment of Containers

The transshipment operations at maritime terminals refer to the movement of
containers carried out between the sea-side and the yard of the infrastructure
[2]. This way, every time a vessel arrives to port, a subset of its containers are
unloaded from it and later stored on the yard. Similarly, a set of containers is
loaded into the vessel to be transported to the next port along its shipping route.

In this work, we pursue to solve a variant of the Berth Allocation Problem
[4] in which the objective is to determine a berth for each incoming vessel that
satisfies its particular requirements (i.e., dimensions, time window, service con-
straints, etc.). In this environment, the container vessels arrived to the terminal
has to be assigned to a berth while their services have to be carried out within

� This work has been partially funded by the Spanish Ministry of Economy and
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their time windows. Additionally, only one vessel can be served in a berth at
once. Lastly, it is required to determine an appropriate position on the yard
for the containers to unload. It is worth mentioning that the position of each
container to (un)load has a great impact on the service of the vessel due to the
growth of the times required to move the containers aroud the terminal [1].

3 Variable Neighbourhood Search

This work proposes an efficient meta-heuristic approach based upon the well-
known framework of the Variable Neighbourhood Search [3] (VNS) with the aim
of solving the optimization problem introduced previously.

The proposed meta-heuristic approach generates solutions by means of a
greedy procedure. This is aimed at assigning a berth for each incoming vessel
according to its particular characteristics and the availability of the functional
areas of the terminal. Simultaneously, this procedure schedules the vessels into
each berth in such a way that their time windows are satisfied. Once the ini-
tial solution is obtained, this is improved by means of an adaptive exploration
scheme of its neighbourhood, which is defined on the basis of three neighbour-
hood structures: (i) re-insertion of vessels, (ii) swap of vessels, and (iii) inter-
change of container destinations on the yard. In addition, an effective shaking
scheme is proposed to diversify the search and reach promising regions of the
solution space.

The optimization approach proposed in this work has been coded in Java SE
8. It has been tuned and tested on a computer equipped with an Intel 3.16 GHz
and 4 GB of RAM. The test problem instances have been generated according to
realistic features of large maritime container terminals. In this regard, the com-
putational experiments indicate that our approach is able to report high-quality
solutions in short computational times. The results show that the approach is
able converge to (near-)optimal solutions in a reduced number of iterations while
keeping a high level of diversification. Finally, the results are robust when the
varying the characteristics of the problem instances to solve, which indicates
that the approach is suitable for being applied in realistic environments.
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Extended abstract

Classically, designing electrical drives that are (simultaneously) optimal with
regard to given criteria – e.g., energy efficiency, costs, fault tolerance, etc. – is
a two step procedure. In the first step, a domain expert defines the complete
geometric specifications of future designs. This means that the human expert
actually creates / chooses a parametric model that will act as a generic template
for any subsequent electrical drive that aims to solve the given task. In the
second step, a (usually multi-objective) optimization method is employed to find
those sets of parameter combinations that, when applied on the chosen generic
template, produce (Pareto-)optimal design instances.

Even when carrying out the optimization part via state-of-the-art solvers, like
hybrid multi-objective evolutionary algorithms (MOEAs) [6] and particle swarm
optimization [1], one can easily argue that the truly creative part of the design
process remains with the domain expert. When the wrong parametric model for
the task at hand is chosen, no amount of optimization will be able to deliver
good results. Thus, by imposing hard constraints in variable space, a choice for
a parametric model actually entails restrictions on the shape of possible designs.

Direct topology optimization [3] is an alternative approach that, when ap-
plicable, seems better suited to fully benefit from the explorative strength of
modern MOEAs and recent advances in simulation software and computation
power [4]. In this case, the domain expert only needs to define the boundaries of
the design region and to choose a discretization factor. This results in a grid in
which each cell can be parameterized from a limited set of values. The simplest
of such sets contains only two elements: iron and air. The task of the MOEA
is to find those grid configurations (i.e., discrete matrices) that encode Pareto-
optimal solutions. All in all, since the optimization problem is formulated in a far
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less restrictive manner, the optimization algorithm also “becomes responsible”
for the more advanced / creative part of the design automation process.

In order to gain insight regarding the performance of MOEAs on direct topol-
ogy optimization problems, we performed several experiments. Firstly, we ap-
plied classical MOEAs like NSGA-II [2] and SPEA2 [5] with basic genetic op-
erators suitable for a discrete encoding: binary crossover and bit flip mutation.
Interestingly, very good Pareto fronts and convergence behaviors were obtained
in a second series of tests when adopting a rather counter-intuitive real encoding
of the topology matrices that facilitates the use of more advanced optimization
methods that also integrate differential evolution operators and decomposition-
based search space exploration strategies.
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1 Introduction

The Algorithm Selection Problem (ASP) is introduced in [5] seeking to answer
the question ”Which algorithm is the best option to solve my problem?” un-
der those cases where the decision-maker or solver counts with more than one
algorithm for a given problem. Formally, the ASP can be defined as follows:
having a problem instance x ∈ P , with given features f(x) ∈ F , the objective
is to perform a selection mapping S(f(x)) in the algorithms space A, with the
goal of selecting the algorithm α ∈ A that maximizes the performance mapping
y(α, x) ∈ Y such that y(α, x) ≥ y(a, x) , ∀a ∈ A. Thus, the principal components
of the algorithm selection model are: the problem space P , the feature space F ,
the selection mapping S of P on the algorithm space A and the performance
space Y . The importance of tackling this problem is provided by: (i) No Free
Lunch (NFL) theorem, (ii) the big number of available algorithms, and (iii) the
need of trying to obtain the best possible solution, and not only a correct one.

In the related literature, some systems have been proposed. The Machine
Learning Toolbox (MLT) project [2], continued in Statlog [3] and METAL [1],
aims to select the best algorithm for a given dataset. Furthermore, in [1] a help-
ing system for aiding the selection of machine learning algorithms, according to
the dataset is proposed. They obtain meta-features that allow to compare differ-
ent datasets and, by means of that, obtain a reduced group of datasets similar to
the one at hand. Those reduced groups are later used to give a recommendation.
In [7] a multilayer perceptron network (MLP) is used to select the best optimiza-
tion algorithm to solve the quadratic assignment problem. However, the above
mentioned contributions and systems are focused on recommending or choosing
algorithms for a particular problem. That is why a meta-learning ([4]) based
system may be appropriate and necessary for those scenarios where a ranking
of algorithms sorted according to a provided criterion for any supported input
problem is necessary. On the other hand, a drawback appearing in algorithm
selection systems is the so-called cold start (see [6]). It concerns the disadvan-
tage that arises in those cases where the system involved in the selection of the
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algorithm for providing a solution has not enough information to give an appro-
priate recommendation or selection. An extreme case of this problem happens
when the system has not past information for comparing the input stream.

2 Contribution

Bearing the previous discussion in mind, the main goal of this work is two-fold.
On the one hand, a novel meta-learning-based approach that allows to select,
from a pool of algorithms, a suitable algorithm for solving a given logistic prob-
lem (e.g., vehicle routing problem, berth allocation problem, facility location,
etc.) is proposed. On the other hand, the proposed approach is enabled to work
within cold start situations where although the system do not have previous in-
formation of an introduced logistic problem, it may count with information from
a similar problem or from a generalization of it. In doing so, a tree structured
hierarchy that allows to compare different metric dataset to identify a particular
problem or variation is presented.
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1 Motivation and Method

We present a new NP hard grouping problem derived from a real world problem
where transports lots have to be formed from various items. This problem is
challenging even for state of the art optimization algorithms, as we show by
attacking real world test instances using a variety of algorithms.

Both memetic algorithms (MA)[1] as well as estimation of distribution algo-
rithms (EDA)[2] have attracted a significant amount of research interest in re-
cent years. To solve this problem efficiently we propose using a hybrid algorithm
that aims to combine these two approaches with an evolutionary algorithm. The
algorithm presented in this paper uses five main operations:

– Creation heuristic

– Selection, Crossover and Mutation

– Sampling from a bivariate model

– Path-relinking procedure

– Local improvement procedure

The encoding used is the Linear-Linkage-Encoding [3] with the crossover and
mutation operators described in [4].

In order to find a good hybridization we need to understand the role of
and the interplay between the different heuristics. To that end we analyse the
influence of the different operators on the results as well as on the characteristics
of optimization runs, by testing different combinations and looking at the fitness
and diversity of the population over time.

2 Problem

Given is a set of items that need to be assigned to an ordered set of groups. We
want to find the assignment to the smallest number of groups with the lowest
total cost.
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I = {i}Ni=1 Set of items
S = {s}Ss=1 Ordered set of transport lots
Gp = (I, R) Weighted undirected graph of pairwise grouping costs
Gd = (I,D) Directed graph of item dependencies

min |S|+
∑
s∈S

C(s) (1)

s.t. (a, b) ∈ R ∀s∈S ∀a∈s, b∈s (2)

S(a) ≤ S(b) ∀(a,b)∈D (3)

The function C(S) → R calculates the costs of a group lot using the weights
on Gp. If a edge in Gp has a high weight placing the two items connected by
that edge in the same group is unfavourable. Two items that do not share an
edge in Gp must not be in the same group which is ensured by constraint 2.
Constraint 3 guarantees that every item that depends on another one is either
in the same group or in a group with a bigger index than the item it depends
on. The function S(I) → Z maps an item to the index of the group it belongs
to.
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1 Introduction

There are many different kinds of cutting stock problems (CSPs) occurring in
practice and in theory having in common that they ask for a set of patterns,
where each pattern is a collection of elements, to satisfy given element demands
while minimizing the costs of the patterns. The classical CSP only considers
fixed costs for each individual pattern, but in many practical applications an
additional cost factor are setup costs arising whenever the machine has to be set
up to cut a different pattern. Thus, finding a solution involving a small number
of different types of patterns is often preferred.

Most approaches to solve CSPs generate many candidate solutions yielding,
if collected, a large and diverse set of patterns. We formalize an extension of the
weighted set covering problem which exploits all these collected patterns by de-
riving an optimal combination of a subset of them resembling a feasible, possibly
new incumbent solution. Solving this subproblem can be seen as a kind of solu-
tion merging. It can be applied either as a post-processing or as an intermediate
step to also lead the pattern construction in a more promising direction. We
investigate this extension specifically on K-staged two-dimensional CSPs with
setup costs.

The merging problem is defined as follows. Given is a set of elements E =
{1, . . . , n} with a demand vector (di)

n
i=1 ∈ Nn and the set of collected patterns

P . The actual structure of the patterns is not relevant here, but each pattern
p ∈ P has an associated element vector (epi )

n
i=1 ∈ Nn indicating how often an

element i ∈ E occurs in p. Every pattern p ∈ P has associated production costs
cPp and setup costs cSp. The goal is to find amounts a = (ap)p∈P ∈ N|P | such that

c(a) :=
∑
p∈P

cPp · ap +
∑

p∈P : ap>0

cSp

is a minimum and the demands are satisfied, i.e.
∑

p∈P epi ·ap ≥ di, i = 1, . . . , n.

2 Related Work

In [1] a similar approach is considered for the one dimensional CSP, where each
pattern has the same production and setup costs. An integer linear programming

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

104



(ILP) model is proposed and solved by CPLEX. In an older work Foerster and
Wascher [2] present a two phase approach with a pattern reduction in the second
phase. A more theoretical analysis of a general weighted set covering problem
is done in [3], where no concept like setup costs were considered. We use the
methods described in [4] as base algorithm yielding the collection of patterns.

3 Solution Approaches

Similarly as in [1], we can solve our problem directly with an ILP solver. Since
this exact approach does not scale very well we also consider a greedy heuristic.

This greedy approach starts with no selected patterns and selects promising
patterns until all demands are satisfied. To decide in a greedy manner which
pattern we choose next we keep track of the unsatisfied demands (ui)

n
i=1 which

get initialized with ui = di. To rate the quality of a pattern we use a size value
vi ∈ R for each element i ∈ E. In the one-dimensional case this is the length, in
the two-dimensional case the area of the element. In each step, we select a best
pattern p together with an amount a according to the following rating

r(p, a) :=

∑n
i=1 max (a · epi , ui) · vi

a · cPp + cSp · δp
where δp = 1 if pattern p is not already in the solution and δp = 0 if p was
already added in a previous step. We add a pattern p with a maximal rating
r(p, a) with amount a to our current solution and recalculate the ui values. We
stop when ui = 0 for all i.

We compare the greedy algorithm with the exact ILP approach on real-world
instances. Results indicate that the greedy approach is substantially faster, scales
much better, and nevertheless yields solutions of almost equal quality.

The greedy approach is further extended with the preferred iterative looka-
head technique (PILOT) resulting in better solution qualities for some instances,
however, at the cost of longer running times. Furthermore some considered ex-
tensions are disallowing overproduction of elements, i.e. satisfying demands ex-
actly, limiting the number of patterns for one setup, and limiting the amount of
different sheet types.
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1 Introduction

In classical radiotherapy cancer treatments are provided by linear accelerators
that serve a dedicated treatment room exclusively. In contrast, particle therapy
uses beams that are produced by either cyclotrons or synchrotrons that can serve
up to five treatment rooms in an interleaved way. Several sequential activities
like stabilization not requiring the beam have to be performed in the treatment
room before and after each actual irradiation. Using several rooms and switching
the beam between the rooms thus allows an effective utilization of the expensive
particle accelerator and increased throughput of the facility.

In a typical midterm planning scenario a schedule for performing the thera-
pies over the next few months has to be determined. Midterm planning for clas-
sical radiotherapy has already attracted some research starting with the works
from Kapamara et al. [1] and Petrovic et al. [3]. Due to the one-to-one corre-
spondence of treatment rooms and accelerators it suffices to consider a coarser
scheduling scenario in which treatments have to be assigned only to days but
do not have to be sequenced within the day. In a recent work [2] we studied a
simplified problem formulation addressing the midterm planning of the particle
therapy treatment center MedAustron in Wiener Neustadt, Austria, which of-
fers three treatment rooms. Our approach consisted in decomposing the problem
into a day assignment and a sequencing part, and we provided a construction
heuristic, a GRASP, and an Iterated Greedy (IG) metaheuristic. The aim of the
current work is to extend the proposed model and to provide and utilize a mech-
anism that quickly predicts the behavior of the sequencing part with reasonable
precision, allowing in particular an improved day assignment.

2 Particle Therapy Patient Scheduling Problem

In the Particle Therapy Patient Scheduling Problem (PTPSP) therapies consist-
ing of daily treatments (DTs) on 8 to 35 subsequent days have to be planned.
Each therapy has a window of days at which it is allowed to start. There is a
minimal and maximal number of DTs that have to be provided each week, a
lower and upper bound of days that are allowed to pass between two subsequent

� We thank EBG MedAustron GmbH, Wiener Neustadt, Austria, for the collaboration
on particle therapy patient scheduling and partially funding this work.
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DTs, and a required break of at least two consecutive days each week. Moreover,
DTs should be provided roughly at the same time within each week. Each DT
consists of either five or seven consecutive activities having associated process-
ing times and requiring individual resources such as the particle beam, room,
and anesthetist. Resources have each day a regular and an extended availability
period at which they can be used, where the use of the latter one results in
additional costs. The availability periods of resources can be further interrupted
by so-called unavailability periods.

A schedule assigns all DTs of a given set of therapies to days and determines
starting times for the associated activities considering all operational constraints.
The considered objective minimizes the use of extended availability periods, the
finishing day of the therapies, and the variation of the starting times of the DTs.

3 Solution Approach and Time Estimation

Our solution approach consists of decomposing PTPSP into the Day Assign-
ment (DA) in which DTs are assigned to days and the Time Assignment (TA)
in which for each day starting times for the respective DTs activities are deter-
mined. Clearly, those two levels are dependent on a large degree. Determining
the usage of the resources’ availability periods for a given candidate set of DTs at
a specific day is of crucial interest in any method determining an optimized DA
as well as any constructive heuristic for the TA. Optimally solving the associated
subproblem, however, would in general require to completely solve the underly-
ing scheduling problem, which is very time-expensive if practically possible at
all. Therefore, we investigate different efficient ways to estimate the use of the
resources’ availability periods with reasonable accuracy and study the impact
on the greedy heuristic, GRASP, and IG.

Furthermore, in [2] we did not yet regard the requirement that each therapy’s
DTs should be provided at roughly the same time. This allowed a more inde-
pendent calculation of the TA for each day. We now extend our methods to also
address this soft-constraint. The main idea is that in the underlying construc-
tion heuristic the days are now considered sequentially and DTs are assigned
preferably to starting times that are close to starting times of previous DTs.
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The Radiotherapy Patient Scheduling Problem (RPSP) is concerned with
the assignment of irradiation treatment appointments to patients diagnosed with
cancer. A radiation therapy consists of a pre-treatment phase and the treatment
phase itself, which in turn consists of multiple daily treatments (DT) requiring
numerous resources as well as staff capacity simultaneously. Some of those daily
treatments are followed by optional imaging activities or doctoral assignments.
Optimizing the associated irradiation appointments is crucial in order to treat as
many patients as possible during the restricted availability times of the resources,
where usually each resource has a maximum capacity of one patient at a time.

The outlined problem can in general be classified as a Job Shop Schedul-
ing Problem. However, various of its characteristics require advanced scheduling
techniques: First, we consider multiple alternative (and preferred) resources with
multiple non-availability periods during the planning horizon. Second, we incor-
porate optional activities into the model. These activities need to take place,
e.g. once a week, with the exact day of execution to be optimized. Third, all
treatment activities of a patient are tied together using minimum and maximum
time lags, whose violation results in a penalty within the objective function.
Further, the starting times of the recurring irradiation treatments should re-
main relatively stable over all treatment days aiming at an increased degree of
convenience for the patients. Additionally, the irradiation treatments need to
take place a minimum and maximum number of times per week (i.e. not neces-
sarily every day), which additionally adds to the problem complexity. Finally, we
aim at minimizing the idle times of the main resource – the particle accelerator
– while simultaneously minimizing time window violations.

The base problem of scheduling recurring radiotherapy treatment activities
has already been fairly studied in the literature. While some papers only focus on
the assignment of treatment days and neglect the scheduling of starting times on
each day (e.g. [5], [6]), others schedule the daily treatment activities to time slots
with a predefined duration of e.g. 15 or 30 minutes (“block scheduling”, e.g. [1],
[2]). Lately, Maschler et al. have proposed a more detailed scheduling approach
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to solve the advanced radiotherapy scheduling problem arising in ion beam facil-
ities using both a GRASP and an iterated greedy approach [3]. They incorporate
both a day and time assignment phase, but do not deal with alternative resources
or optional activities. Petrovic et al. [4] have first used population-based meta-
heuristics to schedule exact starting times without considering continuity in the
daily start of the treatments for each patient.

The large variation in treatment durations and the strong competition for
the resources in our case highly suggests a detailed scheduling approach, yield-
ing exact, “to-the-minute” treatment starting times. Therefore, we design two
construction heuristics that use classical priority rules known from the literature
as well as more specific rules tailored to the problem at hand: The first heuristic
schedules activities chronologically, while the second heuristic allows to fill avail-
ability gaps occurring from non-availability periods on the resources. In order to
reduce penalties from time window violations and thereby increase feasibility, we
further analyse repair strategies. Additionally, we develop a local search based
metaheuristic solution approach based on the constructive scheduling schemes.
Our main focus lies on the efficient usage of the bottleneck resource – the particle
accelerator – while simultaneously minimizing the violation of soft time window
constraints. Finally, the underlying chronological scheduling approach necessi-
tates the formulation of an LP model to evaluate stable time violation penalties
after the schedule construction has finished. First computational results on small
and medium sized real world inspired instances are promising.

Keywords: Radiotherapy Scheduling, Metaheuristics, List Scheduling, Optional Ac-
tivities, Alternative Resources, Stable Activity Times and Time Windows
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We provide new results of theoretical as well as experimental investigations
of so called landscape of the discrete solution space for the job-shop scheduling
problem. The problem is the leading, strongly NP-hard case from the schedul-
ing theory with many excellent practical applications, already for the makespan
criterion, not restricting our considerations to the mentioned one, [4]. The ex-
ceptional hardness of the problem can be justified by the well-known job-shop
benchmark ft10 stated in 1963, that has only (!) 10 machines and 100 operations,
and which had to wait 26 years to be solved by the branch-and-bound scheme.
That’s why, a huge number of job-shop approximate algorithms has been devel-
oped by years as a reasonable alternative for exact methods, expressing various
degrees of the success, [1]. In the job-shop literature one can find many various
approaches, beginning from B&B schemes, through approximation schemes, up
to GA,TS, SA, and other straight and/or hybrid metaheuristic constructions.

In the nineties, Tabu Search (TS) approach made the breakthrough in think-
ing about efficient approximate solution methods, [3]. The algorithm TSAB,
designed in 1993, [6] appeared among a few TS procedures dedicated for the
job-shop. Surprisingly, it found optimal solution of ft10 in a few seconds and
provided, for instances up to 2,000 operations, solutions of very high accuracy
in a time of minutes on a standard PC. TSAB has been developed creatively,
combining the block approach with other theoretical properties known in the
scheduling. After the primal and the most spectacular success of this TS imple-
mentation, there have been designed several further algorithms for the flow-shop,
hybrid flow-shop, and flow-shop buffer-constrained problems. Amazing proper-
ties of these algorithms remained unexamined till now, although many authors
by brute force implemented these ideas without deeper analysis of their useful-
ness, [9]. Following the common usage the question “why TS is so good?” gets
the particular significance. Capricious behaviour of approximate methods, al-
ready on standard benchmarks, incline scientists to define and identify factors of
the instance hardness, which allow one to differentiate hard cases from easy. An-
other research stream examines nature of the solution space and the landscape,
seeking properties responsible for the success/failure of an algorithm, [5]. We
hope, that understanding strange properties of the solution space may explain
the reasons of TS successes.

Theoretical research refers to various measures of the distance between so-
lutions of the job-shop problem perceived as a composition of permutations.
They uses metrics based on Cayley, Ulam, Kendall, Hamming distances between
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component permutations and the relative error of the goal function value. The-
oretical distribution of the measure is also shown. In the experimental research
we examine correlation between criterion value and the distance in the space and
distribution of local extremes located on search trajectories in case of various
solution algorithms. Roughness of the landscape has been defined formally and
verified. Experimental distributions of relative distance to the optimal (best)
solution found for various strategies used in the approximation algorithms are
also provided by using common job-shop benchmarks. The interpretation of the
space throw new light on the process of solving hard combinatorial optimization
problems as well as on Tabu Search (TS) phenomenon. We hope that the study
not only will explain the path of TS towards the success in the considered case,
but also detect vital factors and provide insights for future designers of solution
algorithms for hard discrete optimization problems, [7].

In the research we analysed, among others, the structure of the job-shop
solution space in the context of new theoretical results as well as experimental
findings, especially for: various classes of the schedules, distance measure be-
tween solutions, solution feasibility ratio, modelling redundancy, distribution of
solutions in the space, distribution of local extrema, transformation of the space
with dimensions reduction, space landscape, space size, space simulation, tra-
jectories going through the space. All considerations are legitimized by suitable
theoretical findings and illustrated by results of experimental numerical tests,
with the use of sequential/parallel computing environments, [2,8].
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This work proposes several variants of the Variable Neighborhood Search
metaheuristic [5] for solving a parallel machine scheduling problem with depen-
dent setup times. In this problem there are n independent jobs to be processed
in m identical machines. Each job has an associated processing time pj and
each machine has associated setup times sij for processing job j after job i, with
sij 	= sji, in general. There is a setup time s0j for processing the first job on each
machine. Each machine can process a job at a time and all machines have to be
used. The aim of the problem is to assign jobs to machines and to determine the
order in which jobs have to be processed on the machines in such a way that the
sum of the completion times is minimized. That is, the objective is to minimize
the Total Completion Time (TCT).

Little research has been done when parallel machines and dependent setups
are considered. Bettayeb et al. [3] minimize the weighted flow time on a parallel
machine system with family set-up times. They obtain lower bounds for a B&B
algorithm. Nessah et al. [6] study a parallel machine scheduling problem with
sequence-dependent set-up times and precedence constraints with the objective
of minimizing the TCT. They solve small instances using a B&B algorithm, while
for larger instances use the limited discrepancy search heuristic. For a similar
problem, Gacias et al. [4] propose dominance conditions and define an exact
B&B procedure and a climbing discrepancy search heuristic.

To the best of our knowledge, Baez et al. [2] is the only published work
addressing the problem at hand. They proposed two mathematical formulations
for the problem which have a better performance than a classical formulation

� This work has been partially funded by the Spanish Ministry of Economy and Com-
petitiveness with FEDER funds (project TIN2015-70226-R).
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based on m-Travelling Salesman Problem, consuming less computational time
and solving to optimality instances up to 50 jobs.

The main contribution of this work is to propose the first metaheuristic ap-
proach to solve the addressed problem, which will allow to solve larger instances
in short computational times. Particularly, we design and implement a General
Variable Neighborhood Search and a Random Variable Neighborhood Decent.

We use classical movements to define neighborhoods, such as inter and intra
machine movements of jobs. However, it should be remarked that when the
objective function is to minimize the total completion time, local movements
impact the completion time values of a large number of jobs, then the direct
evaluation of a simple movement is, in general, very time-consuming. For this
reason we develop efficient strategies to explore the defined neighborhoods.

In order to test our algorithms, we have considered two groups of instances
from the literature; the one proposed by Vallada and Ruiz [7] and the one gen-
erated by Avalos-Rosales [1], using the same procedure of the previous group.
Note that these instances were created for unrelated parallel machines. Given
the fact that we are working with identical machines, we have used the data of
the first machine in each instance. We have compared the obtained results with
the bounds provided by the mathematical formulations developed by Baez el at
[2].
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Extended Abstract

Machine learning enables computers to learn from and make predictions on data.
A common task in machine learning is regression analysis where a model describ-
ing the relationship between several independent and one dependent variable is
built. Another important task is feature subset selection [1] that determines
which of the available independent variables should be used in the model. Both
problems are interrelated in the sense that only if the most appropriate feature
subset is selected, the resulting regression model achieves optimal prediction
accuracy.

Whenever multiple, interrelated and dependent machine learning problems
are considered in combination we use the term integrated machine learning.
Integrated machine learning problems, consisting of at least two interrelated
subproblems, can be solved using the concept of optimization networks.

Optimization networks are a general framework to solve interrelated problems
holistically [2]. This is enabled by combining the individual subproblems through
so-called orchestrators. Orchestrators define how individual subproblems inter-
act and influence each other. Accordingly, an optimization network consists of
multiple nodes, each representing a subproblem and the corresponding solver,
that are connected by orchestrators.

An example for integrated machine learning is the problem of learning the
most accurate linear prediction model on data containing 10 independent vari-
ables and one dependent variable. In total it is possible to create 1024 (210)
different linear models, ranging from the most simplistic model without any
variables at all to the most complex one that contains all available input vari-
ables. In this example an exhaustive search of all possible feature subsets is still
feasible due to the low number of independent variables. However, in practice the
size of the data does not allow an exhaustive enumeration of all possible feature

The authors gratefully acknowledge financial support by the Austrian Research Pro-
motion Agency (FFG) within the COMET Project Heuristic Optimization in Pro-
duction and Logistics (HOPL), #843532.
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subsets, as there are 2n possible combinations for a dataset with n independent
variables.

This integrated machine learning task can be represented as an optimization
network. The feature subset selection can be modeled as binary optimization
problem, where the binary vector encodes the selected feature subset. The re-
gression problem of creating a linear model can be solved deterministically using
linear regression. The orchestrator passes the binary vector to the linear re-
gression algorithm and triggers model creation. The prediction quality of the
resulting model is handed back to the selection problem and acts as a quality
indicator for the concrete subset. The depicted optimization network is solved
using a sequential optimization approach [3], where each selected feature subset
triggers the linear regression algorithm. However, depending on the relationship
between the subproblems other more collaborative approaches are suitable as
well.

A benefit of using optimization networks to model integrated machine learn-
ing problems is that the solvers for the individual subproblems can be easily
exchanged. For example, the feature subset selection problem can be solved by
exhaustive search. If that becomes infeasible any optimization algorithm that
works with binary encodings can be used, such as local search, variable neigh-
borhood search, or genetic algorithms. Furthermore, the composition of networks
consisting of individual subproblems enables the reuse of existing algorithms and
problems, thus reducing the formulation, definition, and implementation effort.
Another important aspect is that certain combinations of subproblems can only
be solved in unison to achieve globally valid optimization results due to conflict-
ing individual optimization objectives.

To the best of our knowledge optimization networks have only been applied
to combinatorial optimization problems, mostly in the context of production and
logistics [2]. In this contribution we demonstrate the suitability of optimization
networks for integrated machine learning problems on the basis of two case stud-
ies. In the first case study, we use an optimization network that combines feature
selection, hyperparameter optimization, and regression analysis. The second case
study combines goal seeking and regression analysis, where optimal input pa-
rameter values have to be calculated to reach specified target goals.
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Over the last decade, the coinciding rise of three factors has led to revolution
in data analytics. These factors are the exponential growth of available data,
advances in machine learning algorithms, and ubiquitous and cheap computing
resources, either via cloud computing or GPU technology. While this revolution
has given rise to systems that rival human performance on auditory and visual
perception tasks [1], several of the underlying algorithms (most notably the
optimizers that implement the learning in the systems) are sequential in nature,
and thus form an inherent limitation to the speedups possible even with parallel
hardware.

While optimization methods traditionally employed in machine learning al-
gorithms operate iteratively, performing several passes over the entire dataset,
this has become harder as increasing data volumes may not fit into the limited
memories of special-purpose hardware, such as GPUs. This problem gave rise to
stochastic versions of algorithms (such as stochastic gradient descent), where up-
dates are performed in a online manner for each data point, and to minibatches,
where limited portions of the entire dataset are processed sequentially.

The algorithmic task of training machine learning models on minibatches is
interesting and highly relevant in a related, but entirely different setting: privacy-
preserving distributed machine learning [2]. In this field, the research interest is
on building data models when the data cannot be pooled, mostly for security or
privacy reasons.

It is tempting to view model training on minibatches as a trivial way to par-
allelize and distribute machine learning algorithms: Train several (distributed)
models in parallel, each on their own minibatch, and then somehow combine
these models. It is exactly this model combination that is, theoretically, far
from trivial, as most parametrizations of trained machine learning models rep-
resent minima of error surfaces. It is initially not clear how the positions of
several minima, each corresponding to one minibatch model, can be combined
in a meaningful manner into a minimum corresponding to a better model of the
entire dataset.

Recently, substantial progress has been made on this problem, most notably
with a proof that minibatch models trained with stochastic gradient descent on
convex error surfaces can be combined merely by averaging their parametriza-
tions [3]. The objective of this paper is to expand on this averaging idea by
iterating the process, and to evaluate its performance also on non-convex opti-
mization problems trained with higher ordermethods, such as conjugate gradient
and quasi-Newton algorithms. The code in Algorithm 1 gives a top-level view of
this approach.
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Algorithm 1 Parallel (distributed) minibatch training

Split data into M minibatches patch1,. . . ,patchM // omit in distributed setting
Randomly initialize θ (model parameters)
for k = 1 to N do

for j = 1 to M do in parallel
βj = trainmodel(θ, patchj) // obtain new parameters βj

end parallel for
θ =mean(β1, . . . , βM ) // communication overhead in distributed setting

end for

We investigate the effect of parameter-averaging parallel minibatch training
on two standard machine learning tasks, one representing a convex optimization
problem relevant to privacy-preserving machine learning in medical contexts
(training a logistic regression model), and one representing a non-convex opti-
mization problem relevant to large-scale parallel machine learning (training an
autoencoder).

Table 1 shows a performance summary of parallel minibatch training for a
sparse autoencoder [4] on a sample of 8 × 8 pixel patches taken the CIFAR-10
dataset. The total number of minimizer iterations was set to 400. Therefore,
every call to trainmodel in Algorithm 1 used 400/N minimizer iterations. One
can observe the viability of the proposed approach, as the average reconstruction
error (over all test patches) increases only slightly when combining minibatch
models.

Table 1. Mean reconstruction error of 5 000 test patches for an autoencoder trained
on 10 000 patches according to Algorithm 1, divided into M = 10 minibatches, for
varying number of outer loop iterations N . For comparison, the first entry gives the
mean reconstruction error of a model trained on the full dataset.

full model N = 10 N = 20 N = 30 N = 40
0.53378 0.55822 0.56016 0.58246 0.59408

The full paper will present the results of a more thorough investigation of
minibatch training for logistic regression and sparse autoencoder models.
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Surrogate models in the widest sense are (statistical) models used to ap-
proximate problems, that are expensive or difficult to evaluate. These problems
include simulation code, physical experiments or problem functions with dis-
continuities, local optima or plateaus, that cause difficulties for optimization
algorithms [1]. An approximation of such expensive functions can serve multi-
ple purposes. An easier to evaluate model can be used in optimization tasks in
order to decrease computational time and budget needed or to make optimiza-
tion feasible at all in the first place. Additionally the construction of a surrogate
model can create an improved understanding of the original problem and the
processes involved. This work will concern itself with the comparison of different
surrogate models, sampling plans and modelling approaches which is of special
interest if surrogate models shall be used in combination with existing heuristic
optimization algorithms.

Widely used types of models are polynomial and linear response surfaces,
Gaussian process models [7] or Radial basis functions [4]. Additionally, func-
tion approximations via regression with artificial neural networks (ANNs) and
support vector machines (SVMs) have been proposed [2]. As a consequence a
more generalized form of regression (i.a. symbolic regression) could be used as
a surrogate model. These models vary not only in the type of regression func-
tion they are using, but also in whether they are used as global models where a
single model is created from all available data points or as local models which
only hold sway over specific areas [3] of the search space and use only subsets of
the previously sampled points. Another major difference in the use of surrogate
model assisted optimization lies in the selection of sampling points, where the
underlying expensive fitness function is evaluated. Wang and Shan [8] identify
three main strategies. In the sequential approach, all sample points are evaluated
at the beginning, an optimization is performed on the surrogate and the best
found solution is evaluated to ensure validity. The adaptive approach, evaluates
new samples during the optimization process to continuously improve the model
and the direct sampling approach where additional information from the meta
model like the Expected Improvement [5] is used to select the next sample point.

Several authors [6] already gave comprehensive reviews about the uses and
approaches of surrogate modelling. Many papers presenting new strategies or
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algorithms tend to compare their new approach to a ”standard” one. Unfor-
tunately these standard approaches are rarely, if ever, the same or based on
the same implementation. This work focuses on reimplementing the before men-
tioned surrogate functions, search space localities and sampling strategies within
a single optimization framework HeuristicLab in order to allow a fair and equal
comparison. Comparisons will be made on a set of widely used benchmark func-
tions with variable dimensionality in order to assess the performance of different
methods in high dimensional scenarios. The main focus lies on the compatibil-
ity of surrogate evaluation with existing gradient free optimization approaches
like genetic algorithms, evolutionary strategies, simulated annealing and particle
swarm optimization is explored.
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1 Extended Abstract

Offspring selection (OS) [1] is a generic extension to the general concept of a
genetic algorithm [2], [3] which includes an additional selection step after re-
production: The fitness of an offspring is compared to the fitness values of its
own parents in order to decide whether or not a the offspring solution candidate
should be accepted as a member of the next generation or not. The origins of
offspring selection were laid in the SEGA algorithm [4] where a certain user
defined birth surplus of individuals is generated in order to accept the best indi-
viduals as members of the next generations in a coarse grained parallel genetic
algorithm. In the successor of SEGA, the SASEGASA algorithm [5], offspring se-
lection was already inherently included as selection procedure in the algorithm’s
demes, which are called village populations within SASEGASA. The implemen-
tation of this selection procedure within a single population GA was published
as offspring selection the first time in 2005 [1].

Since then offspring selection has been applied successfully for combinato-
rial optimization problems, simulation based optimization as well as in a lot
of symbolic regression and symbolic classification applications when being com-
bined with genetic programming. Summaries of offspring selection applications
in various fields are given for example in [6], [7], and [8].

After a short summary of the the classical offspring selection GA the full
paper will present an algorithmic extension that aims to improve the runtime
characteristics of the method significantly without losses in terms of quality.
The efficiency gain of the method is achieved by the integration of early ter-
mination criteria in the evaluation of solution candidates that are expected to
fail the offspring success criterion. This strategy is evaluated for symbolic re-
gression and symbolic classification using benchmark problems that are solved
using genetic programming with OS. For such data based modeling problems
the ratio of not successful solution candidates is usually very high, especially for
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large scaled data analysis problems where the runtime bottleneck is the evalu-
ation function and the ratio of non-successful solution candidates is especially
high due to the application of strict offspring selection [6]. As the focus of this
algorithmic extension is to improve runtime performance, this increase has to be
quantified. Computation time on a certain machine is a practical but often not
objective measure as the results depend on the concrete implementation and on
the framework and its overhead. Especially in the field of stochastic optimization
where solution evaluation is often the most time consuming step, the effort of
the algorithm is measured on the basis of solution evaluations. As the algorith-
mic enhancement proposed in this work aims to achieve savings in runtime by
partial solution evaluation, effort will be measured as the fraction of training
data samples that are actually evaluated.
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Extended Abstract

Schema theorems provide a mathematical foundation for the ability of genetic
programming (GP) to find good solutions to problems from many fields. A
schema represents a genotypic template that partitions the search space into
subspaces of programs, characterized by distinct structural properties. In this
paper we adopt the schema definition of Poli [1] with wildcards represented by
the symbols {=, #}, where ’=’ matches any internal node with the same arity
and ’#’ matches any valid subtree. For example, the schema (= x1 #) represents
the subspace of all programs that consist of a function of two arguments, where
the first argument is x1 and the second argument can be any other subtree.

The main assumption is that GP solutions are formed from schemas with
above-average fitness and low defining length, denoted as building blocks. In
this context, genetic operators such as selection, crossover and mutation can be
analyzed in terms of their effect on schema transmission probabilities from one
generation to the next. Exact schema theorems have led to important insights
such as new crossover operators for GP (one-point and uniform crossover), a size
evolution equation for controlling bloat, more suitable problem representations
or better population initialization methods [1]. However, schema theorems have
some practical limitations. In typical scenarios the complexity of the equations
makes it difficult keep track of all quantities involved [2]. This paper works around
such limitations by using tree pattern matching to empirically measure schema
frequencies in GP populations.

The implementation poses two specific challenges: firstly, our tree matching
algorithm must support unordered trees with wildcards, in accordance to the
adopted schema definition, and must be fast enough to enable the analysis of
large GP populations. Secondly, we require a reliable method for finding relevant
schemas to be matched against the population.

The authors gratefully acknowledge financial support by the Austrian Research
Promotion Agency (FFG) within the COMET Project Heuristic Optimization in
Production and Logistics (HOPL), #843532.
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We overcome the first issue by implementing the bottom-up variant of the
algorithm for the tree homeomorphism decision problem by Götz et al. [3],
adjusted to enforce a stricter matching by requiring nodes to have the same
parent, the same children and be on the same level in the tree.

We approach the second issue starting from a basic assumption: trees of
common parents (ancestors) will share a common genetic template. We use
genealogy graphs to record hereditary relationships and positional information
about inherited subtrees [4]. In the case of crossover, two individuals with the
same root parent will inherit the same overall structure. Their genotypes will
differ only in the positions given by the crossover cutpoints. We produce schemas
by replacing subtrees at cutpoint positions in the root parent with wildcards.

We tested the methodology using a standard benchmark problem1 and off-
spring selection GP with a population of 500 individuals. Figure 1 shows the
frequency and structure (in polish notation) of the top schemas from generations
5, 10, 15, 20 (shown in the plot legend in this order from top to bottom). We
notice that schema frequency increases as the algorithm converges, and that the
schemas capture formula terms such as x1x2, x3x4, x5x6, x3x6x10. Therefore
schemas identified by this method contain the relevant building blocks for the
problem. The approach may be used to analyze premature convergence and loss
of diversity, or to provide empirical validation of schema theoretic findings. A
complete analysis will be given in the full version of this paper.
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Fig. 1. Frequency of the most common schema at each generation.
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Extended Abstract

Evolutionary algorithms and in most cases metaheuristic optimization algo-
rithms in general offer several parameters which can be changed in order to
adapt an algorithm’s search behavior. For example, in a simple genetic algo-
rithm the population size, the number of generations, the mutation rate, the
number of elite solutions, the selection scheme, and the crossover and mutation
operators can be configured. These parameters offer a high degree of flexibility
and make it possible to tune an algorithm according to a specific application
scenario. However it is also well-known that the performance of evolutionary
algorithms is very sensitive regarding these parameter values. Small changes of
parameters often result in drastic changes of an algorithm’s search characteris-
tics. Additionally, many parameters strongly influence each other and therefore
cannot be treated independently. Appropriate parameter tuning consequently
is a non-trivial task and is of major importance when applying evolutionary
algorithms [1].

Nevertheless, it is a surprising fact that parameter tuning is often not suffi-
ciently considered. Many publications which describe the application of evolu-
tionary algorithms on specific optimization problems do not provide any infor-
mation about the way how the used parameter settings have been obtained. It
seems that many researchers and especially newcomers in the field simply treat
evolutionary algorithms as black boxes and choose an algorithm’s parameter val-
ues rather unsystematically by trail and error. Thereby they miss the chance to
gain deeper insights into the complex interplay of parameter configurations and

The work described in this abstract is part of the COMET project Heuristic Op-
timization in Production and Logistics (HOPL) #843532, funded by the Austrian
Research Promotion Agency (FFG).
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algorithm behavior which would help to identify and explore promising param-
eter settings in a more efficient way.

In order to improve this situation, a significant research focus has been put
on automated parameter tuning and algorithm configuration in the evolutionary
computation community within the last years. Methods such as the irace pack-
age [2] for example represent powerful algorithms to efficiently tune parameters
of optimization algorithms for different problem instances or even problem types.
However, although automated parameter tuning techniques help to find suitable
parameter configurations, they usually do not provide suitable feedback on the
interrelationship of parameter settings and algorithm behavior. Therefore, they
do not help users to gain a better understanding of the applied optimization
algorithm and of the impact of its parameters.

The goal of this contribution is to present an interactive analysis and vi-
sualization approach which helps users of evolutionary algorithms (especially
newcomers or students) in the exploration of different parameter settings and in
understanding their influence on algorithm behavior. We will extend our heuristic
optimization environment HeuristicLab1 in such a way, that algorithm perfor-
mance characteristics (i.e. obtained solution quality, variation of solution quality
and required effort) can be easily computed for large numbers of test runs. Then
we will implement a new interactive run analysis chart in HeuristicLab, which
enables users to explore and compare different parameter configurations regard-
ing these performance values. Each parameter setting is thereby represented as a
single data point of its associated performance measurements and convenient fil-
tering and coloring makes it possible to analyze even a very large number of runs.
By this means users can for example easily identify clusters of parameter con-
figurations which result in similar algorithm behavior. In order to demonstrate
the usability of our approach, we will also create and publish a large reference
data set of test runs obtained with a canonical genetic algorithm and with an
offspring selection genetic algorithm [3] for different instances of the traveling
salesman problem and will present a comprehensive analysis of the influence of
different parameter configurations on the behavior of these algorithms.
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In the paper we present some methods of empirical research of optimization
problems’ solution space, for which solutions are represented by permutations.
Sampling the feasible solutions set we determine a histogram of frequency of
incidence of local minima measuring its distance to the neighborhood graph’s
center. On its basis we verify a statistical hypothesis on normal distribution
occurrence of local minima. Due to this research we can significantly reduce the
area of the searching process during a local search metaheuristics work, focusing
the searching process on Big Valley. We propose an algorithm with changeable
diameter of the search.

In many good optimization algorithms, exact ones as well as approximate,
one take advantage of many, usually specific for the considered problem, prop-
erties of the cost function and the space of feasible solutions. Combinatorial
optimization problems have no classical analytical properties, such as convexity
or differentiability and they have a huge number of local extrema. Addition-
ally, the size of the solution space grows very fast (relative to the size of the
data) which excludes the application of ’brute force’ methods. Therefore it is
necessary to research the landscape of the solution space (fitness landscape)
– connections between values of the cost function and distances in the space.
There are several measures of distance for the permutations (Hamming, Spear-
man rank correlation, Kendall’s tau, Cayley, Ulam) and some of them have a
close relationship with moves usually used in the neighborhood generation inside
local search metaheuristics. Fitness landscape is defined in the literature [3] as
a triple (S, F, d), where S is a solution space, F cost function, and d distance
measure between solutions. In addition, many advanced heuristic methods, e.g.
paths relinking [2], are used to evaluate the distance between solutions. Such
properties of fitness landscapes, for some scheduling problems, were described
and applied in algorithms proposed in works of Smutnicki [4] and Bożejko [1].
The new knowledge about relationship between distances and cost function will
be used in the method which we propose here.

The idea of the proposed tool is narrowing the search area and the use of
this knowledge in the construction of neighborhood in the local search method,
i.e. tabu search or simulated annealing. Firstly, we need to sample the solution
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space until a number of local extrema is found (e.g. hundred). This sampling
can be done stochastically, or in a deterministic way during the first phase of
the local search metaheuristic work – when the local search algorithm finds a
new best solution, it is added to the local extrema ’sample’ set. This is the first
step. The second step determines the so-called central solution, a local extremum
which has the shortest distance to the farthest element of the local extrema set.
Then – the third step – we determine a histogram of frequency (distribution)
of distances measured from the central solution to each element of the local
extrema set. The distribution should be normal N (m,σ), and it can be checked
by applying statistical test (e.g. Kolmogorov - Smirnov). From this research we
have an average value m and standard deviation σ. So we can assume, that
approximately 99.97% of local extrema lies between m − 3σ and m + 3σ from
the central solution. The last step consists in researching, during the local search
metaheuristics, only this area.

Preliminary numerical experiments done on the job shop scheduling problem
confirm that such a method executes less need less number of steps to achieve the
same quality of solutions, comparing to classical algorithm without the proposed
mechanism.
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Abstract

Type 1 Diabetes Mellitus is a chronic disease characterized by elevated blood
glucose due to a lack of insulin and, only in Spain, affects over 600 thousand
people. Patients with this disease need lifelong, both measure their glucose and
insulin injected subcutaneously. In clinical practice, blood sugar can be mea-
sured by continuous glucose monitors and insulin is injected either manually
or by continuous subcutaneous infuser or insulin pump. On the other hand, a
completely autonomous glycemic control would require a predictive model to
estimate the future progress of blood glucose. With this information, a control
algorithm would determine the dose of insulin to be delivered by the insulin
pump. Current predictive models only consider measurements under controlled
conditions of patients, which in most cases do not reflect the real-life or the
patient characteristics. Glucose value prediction as a function of the insulin and
food intakes is a difficult task that diabetics need to do everyday.

Evolutionary Computation (EC) and Machine Learning (ML) had shown
promising results in previous works [1]. In this work Grammatical Evolution
(GE) techniques are applied for the prediction of glucose using the values mea-
sured by Continuous Monitoring Glucose systems. We obtain more reliable and
individualized predictive models of the glucose regulatory system, eliminating
restrictions such as linearity or limitation on the input parameters.

Taking glycemia, food intakes, levels of fatigue, stress, etc. .. as inputs, we
can generate reliable predictive models of the levels of blood glucose. In the case
of modeling the glycemia of diabetic patients with GE, the phenotype of an
individual is the model expression for prognosis. We need to create a grammar
to guide the optimization process towards a model expression for prediction. We
apply a grammar which considers that the prediction for time t may depend
on the previous values of glucose, carbohydrates ingestion and insulin injection
following the work in [2]. We implemented the GE process in Java using the
ABSys JECO library (https://github.com/ABSysGroup/jeco) using compilable
phenotypes to speed up the evaluation of individuals.

Our goal is to identify models (predictors) for the following target variables
that describe the future glucose values after 30, 60 90 and 120 minutes.The
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Fig. 1. Clarke Error Grid Analysis Results for 60 (left) and 120 (right) minutes for
Patient 1

predictors were training and tested using real data of 10 patients from a Public
Hospital of Spain. We have analyzed experimental results in terms of Root Mean
Squared Error (RMSE) and Error Grid Analysis (EGA) for the eight in-silico
patients. EGA is commonly used in Endocrinology to test the clinical significance
of differences between measurements and real value of blood glucose [3] and
uses a cartesian diagram to represent the values of the prediction versus the
reference (actual) values. The EGA graph is divided into five zones (A to E),
depending on the severity of the missprediction. The values included in zones
C to E are potentially dangerous, since the measure or prediction is far from
being acceptable and the indicated treatment will be different from the correct.
Figure 1 represents the results for one of the patient for predictions of 60 and 120
minutes. Experimental results show that symbolic regression with GE combined
with a preproccesing of the Data make prediction of glucose with few values (less
than 3%) on the dangerous zones of the Clarke EGA chart. Results for other
patients are quite similar in quality.
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In this work we deal with the following problem in constructive algebraic ge-
ometry: Parametric representations of geometric objects, as curves or surfaces,
may have unnecessarily huge integer coefficients. Our goal is to search for an al-
ternative parametric representation of the same object with significantly smaller
integer coefficients. We have developed and implemented an evolutionary algo-
rithm that is able to find solutions to this problem in an efficient as well as
robust way, and we published that algorithm in [1]; in this paper we analyze the
fitness landscapes associated with this evolutionary algorithm.

More precisely, we are given a (proper) parametrization of a curve, expressed
as

P(t) =

(
p1(t)

q(t)
, . . . ,

pr(t)

q(t)

)
(1)

with pi, q ∈ Z[t] coprimes. Our goal is to find a, b, c, d ∈ Z, with ad−bc �= 0, such
that we can substitute t by (at+ b)/(ct+ d) and the height (i.e., the maximum
coefficient in absolute value) of

P
(
at+ b

ct+ d

)
(2)

is minimal. In [1] we presented an evolutionary algorithm that is able to solve
this problem. Roughly speaking, this algorithm works in two phases: First, par-
tial solutions are identified and collected in the set Ωe. Each element o in Ωe is
defined as o = (o1, o2) ∈ Z2 with gcd(o1, o2) = 1. Second, the best combinations
of elements in Ωe for composing the final complete solution of the given problem
have to be found. Using (o1,o2) ∈ Ωe × Ωe with o1 = (a, c), and o2 = (b, d),
the associated complete solution candidate is So1,o2

:= (a, c, b, d). In order to
measure the quality of a complete solution candidate s := So1,o2 we use the
notion of complete quality as the height of the resulting parametrization after
substituting t by (at+ b)/(ct+ d). This second phase of the algorithm is imple-
mented as an evolutionary algorithm that finds the best combination of partial

The authors gratefully acknowledge financial support within the projects MTM2014-54141-P
(Ministerio de Economı́a y Competitividad and European Regional Development Fund ERDF)
and HOPL (Austrian Research Promotion Agency FFG, #843532).
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solutions. We here work on ordered copies of Ωe, denoted as Ωord
e . As we use

an evolutionary process to find optimal combinations of partial solutions, the
fitness function that evaluates these partial solutions is of essential importance.

In this work we analyze the effect of the use of various fitness functions for
partial solutions. We can for example use the following fitness function:

Qualityp(o,P) = gcd(P1(o), . . . , Pr(o), Q(o)), (3)

where Pi, Q are the homogenizations of pi, q, respectively. Figure 1 shows exem-
plary fitness landscapes of combinations of elements in Ωe for a given problem
where partial solution candidates are unordered (shown left) or ordered bymeans
of their evaluation according to that function (shown right).

 
 

Fig. 1. Fitness landscape for combinations of elements of Ωe for a parametrization P(t)
defined in [1]. Each cell (x, y) represents the fitness of combination of x ∈ Ωe (right
x ∈ Ωord

e ) and y ∈ Ωe (right y ∈ Ωord
e ).

For analyzing the characteristics of the fitness landscapes formed using fitness
functions we use the metrics described in [2]. Concretely, we will use trajectory
based metrics (random walks, adaptive and up-down walks, and neutral walks),
use metrics describing the characteristics of the surface (e.g. the ruggedness),
and estimate the hardness of the resulting problem by measuring how hard it
becomes to solve the composed problem, i.e., how much effort has to be done in
the second phase of the algorithm to find (nearly) optimal solutions.

Using these metrics and measures we characterize the fitness landscapes re-
trieved using different partial fitness functions for a series of benchmark problem
with varying size and hardness. Those partial fitness functions that lead to better
fitness functions will then be used instead of other ones that lead to suboptimal
orderings of the partial solution candidates that make it difficult or impossible
for the evolutionary algorithm to find optimal complete solutions.
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Motivation and Previous Work According to the No-Free-Lunch (NFL) the-
orem one heuristic may outperform all others only with respect to a certain sub-
set of problems and instances [1]. To each problem instance there are associated
fitness landscapes that can be used to characterize the instance through measur-
ing certain properties. An often stated property of landscapes is its ruggedness
[2, 3] with several measures linked to it [4]. In exploratory landscape analysis
(ELA) [5] such measures are approximated involving sampling techniques such
as random, adaptive, up/down, or neutral walks [2]. The downside of some ex-
isting techniques is that they must be performed independently of each other
and require quite some time to compute. In an application it might not always
be possible to obtain a thorough analysis on the landscape beforehand. When a
solution needs to be given in short time, we would rather seek to gather land-
scape information within an algorithm run. In this work, we analyze how the
performance of heuristics or operators, as they come to application during the
optimization, may be used to characterize landscapes. By embedding this analy-
sis in the optimization run, the metaheuristic will not only yield a good solution,
but also report useful data on the observed landscape features, which has the
potential to point the user at a more suitable method to apply next.

Method In this work we will focus on the well-known path-relinking (PR) [6]
heuristic as a basis for obtaining landscape information. PR can be said to per-
form a kind of directed walk in the landscape, computing a best-improvement
path between two known points. If the two points are randomly sampled and
of average quality, the path most likely follows a U-shaped pattern as shown
in Fig. 1 (assuming a minimization problem). We will describe several char-
acteristics that can be computed from such results and which can be used to
discriminate problem instances. An algorithm instance that uses path relinking
could thus identify similarities to other problem instances while it is running,
and potentially reconfigure its parameters.
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Fig. 1. 50 different directed walks between randomly sampled solutions on landscapes
of different generators of the quadratic assignment problem.

Outlook We will describe several measures that can be obtained from directed
walks and put these into relation with measures from existing sampling tech-
niques in the context of problem similarity and algorithm selection. We will
show how a performance observer can use previously recorded information in
order to detect the problem instance while an algorithm instance is running to
solve it. The study is performed for permutation-based combinatorial optimiza-
tion problems.
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Motivation In this work we will present a method for the classification of sys-
tem states in real-time by analyzing a continuous stream of data, which describes
a system’s behavior progressively. The motivation for such a method stems from
the idea of Predictive Maintenance (PdM), which aims for sophisticated schedul-
ing of maintenance, mostly for production plants in the industrial area. Instead
of fixed maintenance intervals, service actions are planned based upon previous
and current system states in order to predict and successively prevent outages
which leads to less redundant maintenance procedures and less necessary over-
hauls. As in [1], we assume that identified gradual shifts or more abrupt changes
in historic sensor time series, which are not directly derivable from input vari-
ables and therefore caused by hidden impacts, might link to defective system
behavior and therefore the need for maintenance. One major challenge regard-
ing the observation of a continuous data stream, representing a system’s in and
output is the volume of time series data generated [2]. Furthermore, the neces-
sity for maintenance can be raised by an previously unknown number of different
kinds of misconducts which might occur.

Method In order to deal with the challenges stated above, we propose the
employment of the Genetic Programming (GP) based Sliding Window Sym-
bolic Regression (SWSR) approach [1], which enables to learn prediction models
based on stream data partition-wise by moving a window over the data. More-
over, SWSR provides indicators for the detection of so-called regime changes
and shifts in system dynamics. However, for the eventual classification of system
states this work proposes to shift the task of model building into an offline phase,
during which several data streams, representing various possible system behav-
iors, are analyzed. The outcome of this phase are models, which consequently

The work described in this paper was done within the project “Smart Factory Lab”
which is funded by the European Fund for regional development (EFRE) as part of
the program “Investing in Growth and Jobs 2014-2020”.
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can be interpreted and classified as different system states (e.g. class 1: neutral,
class 2: potentially defective, class 3: total outage, etc.) by domain experts. As
an additional or alternative system state classification method, we introduced
an automatic state detection strategy which we will amplify in the full paper.
Subsequently, the classified models are pooled to an ensemble, which is capable
of making more robust and trustworthy predictions especially in case of volatile
environments [3, 4].

On top of the preparatory ensemble construction the actual online classifica-
tion method of data streams has been enabled. Therefore, we consider a stream
of previously unseen data, for which the following ensemble voting process aims
to determine the correct class:

1. Read data from stream and pass the system’s input parameters to each of
the learned regression models in the ensemble

2. Compare the predicted model outputs with the factual system output, read
from the stream; If the calculated squared Pearson correlation coefficient R2

is above a certain user-defined threshold, the model votes for the class it has
previously interpreted to

3. The class with the majority of votes is determined as winning, if a user-
defined threshold of clearness [4] is reached

The technique presented in this paper has been implemented using the open-
source optimization environment HeuristicLab1. In reference to an exemplary
real-world PdM scenario our approach has shown promising results when tested
with an adapted variant of the synthetic data set introduced in [1], which simu-
lates a time-dependent process with multiple input variables, one output variable
and several hidden state changes, causing shifts and changes in data time series.
In the full paper we elaborate on the details of the training and ensemble voting
procedure as well as on our findings on the test data set.
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Networked embedded systems of different forms and shapes are the build-
ing blocks for the Internet of Things (IoT). The security of these systems is
of paramount importance for the function of the Internet already. Despite the
constraints in memory, processing, and power, the network connectivity is often
more than ample. IoT devices often have network access interfaces of 100 Mbps
or even 1 Gbps. This combined with the exploding number of Internet-connected
devices gives rise to new forms of attacks.

The two most severe distributed denial of service (DDoS) attacks ever faced
on the Internet, with an aggregate traffic volume of more than 1.1 Tbps occurred
in 2016. These attacks became feasible due to the availability of numerous vul-
nerable and compromised IoT systems, including devices such as digital video
recorders (DVRs), IP cameras, and smart thermostats.

The resource constraints of these embedded systems make it difficult to in-
tegrate network security mechanisms that are commonplace in enterprise IT
environments. Furthermore, the former are often part of smart homes and smart
environments. In these settings, the consumers opt for a set-and-forget approach.
Software updates and upgrades are in many cases impossible to realize.

In this modus operandi, it is crucial to engineer defenses that are preventive
in nature. Most of the IoT systems are, from a network perspective, “sitting
ducks”, i.e., they are easily accessible from the network and passively receive all
kind of attacks aiming to compromise them.

Moving-target defense (MTD) is an approach to improve the standing of de-
fending information systems in general by breaking this attacker-defender asym-
metry [3]. The key assumption for MTD is that the attackers will first perform
a reconnaissance to identify possible targets. Then, at a next phase, they launch
their (targeted) attack. Under this assumption, MTD dictates to mobilize the
available resources, so that the attackers hit wrong or non-existent targets and
thus, succeed in defending the systems; collect evidence of their behavior; and
provide enough time to deploy network-wide defenses (e.g., honeypots) for fur-
ther studying their practices and delaying further attacks [4].

While host- and application-level MTDs are hard to realize in embedded
systems, network-level ones (e.g., time-varying topology) are considered feasi-
ble [2]. IPv6 and IPv4 network address shuffling, i.e., periodically changing the
network addresses of the devices in a coordinated way, is an example network-
level MTD [1].
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In this paper, we augment existing literature by exploring the capability of
modern IoT systems to handle network address shuffling. More specifically, we
study the performance overhead and the impact of periodically changing network
addresses and ports in Linux-based IoT systems (namely, Raspberry Pi and
Carambola2) under different probing and network scanning activity scenarios.

Fig. 1. Address change opera-
tions per second and device

Fig. 2. Total number of IP addresses

Our findings indicate that network address shuffling is feasible in IoT environ-
ments. However, special care must be taken when implementing such techniques.
The number of possible IP address changes per second varies significantly per
device, as depicted in Figure 1. The simultaneous use of multiple IP addresses
has an impact in the performance, especially in the case of IPv6, as depicted
in Figure 2: the more addresses already in use, the more time to add new ones.
Interestingly enough, Carambola2, running OpenWRT with a clock rate of 400
MHz clearly outperforms the stronger Raspberry Pi B+ clocked at 700 MHz,
reaching the figures of Raspberry Pi 2, which is clocked at 900 MHz and has
four cores.
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Abstract. Biometrics have become important for authentication on mod-
ern mobile devices. Thereby, different biometrics are differently hard to
observe by attackers: for example, veins used in vein pattern authentica-
tion remain hidden when not using specialized hardware. In this paper we
propose a low cost mobile vein authentication system based on SIFT fea-
tures. We implement our approach as vein recording and authentication
prototype, evaluate it using a self recorded vein database, and compare
results to other vein recognition approaches applied on the same data.

Keywords: mobile authentication, NIR, SIFT features, wrist veins

1 Introduction

Modern mobile devices have access to, store, and process much private informa-
tion, such as with messaging (email, SMS), contacts, access to private networks
(VPN, WiFi), or even mobile banking. Thus, most mobile devices provide local
access protection mechanisms, such as PIN, password, or fingerprint authentica-
tion. The used authentication information could thereby be observed and used
in replay attacks by attackers. However, some biometrics are more difficult to
observe by attackers, as they remain hidden without special sensing technology.

Vein pattern authentication has gained popularity for being contactless, while
users’ veins largely remain hidden within the visible spectrum of light. To dis-
cover vein patterns, near infrared (NIR) light and cameras with an optical NIR
bandpass filter are usually used [2, 6]. As NIR light is not visible to neither
humans nor regular cameras, capturing vein patterns is more difficult for at-
tackers than e.g. observing face information used for face authentication. Most
vein capturing approaches use finger, hand dorsal, palm, or wrist veins [1, 7].
For mobile users, wrist veins have the advantage of being easily accessible: in
the future, wrist vein authentication could be done e.g. by smartwatches, which
would not require any effort and/or changes in behavior for the user. Existing
vein recognition approaches use e.g. fast spatial or 2D correlation [5, 3], or spec-
tral minutiae [1]. In this paper we present another approach: we combine low
cost mobile wrist vein recording with SIFT features for vein authentication.
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2 Mobile Wrist Vein Authentication With SIFT Features

The aim of this paper is to advance mobile vein authentication by combining
low cost mobile vein recording with SIFT features for authentication [4]. We
record vein images from a NIR sensitive camera with NIR LEDs, then apply
image filtering and segmentation with local thresholding to obtain vein pattern
images. From obtained vein patterns we derive SIFT descriptors as reliable vein
pattern keypoints. For two given vein patterns, those can be compared to decide
if both patterns have been originated by the same person, which thereby enables
vein authentication. We evaluate our approach using a self recorded wrist vein
image database and compare it to other approaches, such as vein pattern image
correlation.

3 Current Results

We have implemented a mobile vein pattern recording and authentication proto-
type using an external NIR sensitive USB camera with 24 NIR LEDs. Currently,
the thereby recorded mobile wrist vein database contains 10 individuals, which
we plan on extending to more than 30 individuals. First experimental results
show a reliable recognition of individuals with well visible veins. From extracted
SIFT features of two vein patters, we currently use the mean of the closest fea-
tures across both patterns a basis for the authentication decision. Our approach
thereby seems to only require 4 images per individual to correctly distinguish
between vein pattern images originated by the same person and those originated
by different people. Applying vein pattern 2D image correlation on the same
dataset seem to lead to slightly worse results, thereby would be in favor of using
SIFT features.

We plan on further improving and fine tuning our vein authentication, as
well as deepening the underlying evaluation to obtain a more broad and repre-
sentative basis for conclusions.
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Peter Ťapák, Mikuláš Huba
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Abstract. The paper deals with the altitude control of a laboratory
model of an unmanned aerial vehicle. Ultra local models are used for the
system approximation. Several kinds of filters are used in the closed loop
for measurement noise reduction and control signal oscillation mitigation.
Several variations of PD and PID controllers are used to control the
altitude of the model. The results of the real experiments are evaluated
by integral criteria to analyze power efficiency.

Keywords: UAV, altitude control, ultra local model

1 Introduction

The unmanned aerial vehicles (UAV) have been very popular for several years
already. It is very common practice to use PD controllers for attitude stabiliza-
tion and altitude control. In this paper, the control of very simplified laboratory
model of an UAV consisting of a platform with only one propeller is presented.
The plant construction was inspired by papers [3],[1]. The altitude of the plat-
form is measured by an ultrasonic sensor. Since the most popular UAVs, multi-
copters, do spend a lot of time in hover mode while performing their tasks, the
altitude control of this vehicle ranks among the tasks requiring special attention.
The altitude control algorithms presented in this paper use ultra local models
(see e.g.[2]) of the plant for tuning. The least squares method was employed in
identification process. The controller performance has been evaluated taking into
account the total variance of control signal, in other words the sum of all control
signal changes which gives the reader nice overview on power consumption. The
finite impulse response filter, binomial filter of second, third and fourth order
have been applied to the process variable measurement to reduce measurement
noise and enhance power efficiency.

2 Plant parts

The parts which the model consists of were chosen to be the same as can be
used on a real multicopter. However, the cheap ones were used, because there
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was no need to lift a lot of payload. The BLDC motor A2212 was used for the
copter propulsion. The motor came with the electronic speed controller (ESC)
and a pair of propellers. To measure the platform altitude the SR04 ultrasonic
sensor was bought. When seeing the components above, it is not a surprise that
the Arduino UNO R3 microcontroller is used to control the monocopter.

3 Real time control and measurement

The sampling time was chosen to be 20ms as it is the sampling time of the motor’s
ESC and it is sufficient to measure the platform altitude by the ultra sonic
sensor up to 1m. However this has brought difficulties in measurement filtering
especially when applying filters of higher orders with small time constants.

4 Conclusion

The carried out experiments show that the developed identification method
yields results applicable in control of a broad range of UAVs. The parameters of
ultra local models were easy to find and yielded sufficient approximation for the
appropriate control loop design.
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With the current massive use of multicore processors, concurrent programming has

become widespread. Such programming is, however, far more challenging since apart

from errors that one can cause in sequential code, various synchronization-related errors

specific for concurrent code can appear too. What is worse, such bugs are common but

difficult to find since they often manifest under some very specific conditions only.

Therefore, advanced approaches for finding such errors are highly needed.

A traditional, yet still dominating approach to finding errors is testing. However, for

testing to be effective even in the context of concurrent code, special care must be taken

to cope well with the nondeterminism of thread scheduling. First, to steer the testing

process, various coverage metrics are often used. In the case of testing of concurrent

code, traditional coverage metrics (such as statement coverage) are not sufficient since

they do not reflect how well the concurrent behaviour has been exercised. Instead, one

needs to use specialised metrics, such as coverage of concurrently executing instruc-

tions, synchronisation coverage, or coverage of internal states of dynamic analysers

while chasing for various concurrency-related bugs [4].

In order to maximize coverage under a suitable concurrency coverage metric, one

has to cope with the nondeterminism of thread scheduling. For that, simple repetitive

execution of the same tests in the same environment does not help much [3]. Indeed,

despite the scheduling is nondeterministic, some schedules may occur only rarely for

the given configuration. One way to resolve this problem is to use the approach of noise

injection [2, 3] which influences the thread scheduling by injecting different kinds of

noise (e.g., context switches or delays) into the execution of a concurrent program.

However, there are many heuristics for generating noise and for deciding where to place

it, which are, moreover, heavily parametrised. Finding the right values of the parameters

of noise generation together with the right test cases and suitable values of their possible

parameters forms the so called test and noise configuration setting problem (TNCS

problem).

If the TNCS problem is not solved properly, the use of noise can even decrease

the obtained coverage [3]. However, solving the TNCS problem is not an easy task

either. Sometimes, its solution is not even attempted, and purely random noise genera-

tion is used. Alternatively, one can use genetic algorithms or data mining [3, 1]. These

approaches can outperform the purely random approach, but finding suitable test and

noise settings can be quite costly. The aim of this paper is to make the cost of finding

a suitable test and noise setting lower.

The approach which we propose is based on the facts that (1) maximizing coverage

under different metrics may have different costs, and (2) there may exist correlations

between test and noise settings suitable for maximizing coverage under different met-
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rics. Moreover, these correlations may exist even between metrics for which the process

of maximizing coverage is expensive but which are highly informative for steering the

testing process, and metrics for which the process of maximizing coverage is cheaper

but which are less efficient when used alone for steering the testing process.

We suggest to optimize the testing process in the following way. Given some expen-

sive but informative metrics, one may find suitable values of test and noise parameters

for maximizing coverage under these metrics by experimenting with coverage under

some cheap metric (or a combination of such metrics) and then use this setting for test-

ing with the expensive metrics. We show on a set of experiments that this approach can

indeed increase the efficiency of noise-based testing.

Our contribution is thus threefold: (1) An experimental assessment of the costs of

maximizing coverage under different concurrency metrics. (2) The observation that test

and noise settings suitable for testing under cheap and more expensive metrics may cor-

relate and its experimental confirmation. (3) The idea of how to exploit such correlations

for more efficient noise-based testing, together with its experimental evaluation.

We have performed our experiments on a set of multi-threaded benchmark pro-

grams whose size ranges from 0.3 kLOC to 12.7 kLOC. The experiments include the

following steps. First, we evaluate the cost of maximizing the coverage under different

metrics and classify them as cheap or expensive. Then, we derive a predictive model to

predict settings suitable for maximizing combined coverage under three expensive met-

rics based on two cheap ones (such combinations are a natural answer to the fact that

no coverage is the best of all). Finally, we show that this approach can indeed improve

the efficiency of the noise-based testing process.

To create the above mentioned predictive model, we use the common lasso algo-

rithm. The model has (roughly) a 0.8 correlation rate with a fitness function summa-

rizing coverage under the three expensive metrics (each normalized wrt the maximum

coverage obtained under the respective metric). We show that, on average, finding a suit-

able TNCS solution this way speeds up the testing process by about one third and makes

the results twice more stable compared with random noise-based testing. Moreover, we

achieve slightly better results in coverage of the expensive metrics too. The methodo-

logy used in this paper has many applications, not only in the concurrent domain.
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In this work, we explore a possibility of improving existing methods for ver-
ification of parallel programs. We particularly concentrate on safety properties
of well-structured transition systems (WSTS), a general class of systems which
include for instance Petri nets, lossy channel systems, or various broadcast and
mutual exclusion protocols. Our work has relevance mainly to recent methods
originating from the backward reachability analysis [1] such as [5, 4, 2], that are
based on finding an inductive invariant of the system. A safe inductive invari-
ant is a set of configurations of the system with the three following properties:
(a) contains its initial configurations; (b) does not intersect with the undesired
configurations; and (c) is closed under the transition relation. The properties
together are an inductive proof of safety of the system.

The algorithms of [5, 4, 2] all learn an invariant of the same form: as the
complement of an upward-closed set representing a set of undesirable configura-
tions. They build-up the invariant by iterative steps, adding parts to the current
invariant approximation in order to satisfy inductiveness. To accelerate the pro-
cess, they overapproximate the so far constructed part of the invariant using
abstraction. The abstraction is regulated by variations of counterexample-guided
refinement (CEGAR). The basic variant of CEGAR runs the program within
the abstract domain and in the case of reaching an error configuration, the error
path, so called counterexample, is analyzed. If there is a corresponding real run
in a system then they found an error. Otherwise, the error path is spurious and
we have to find a way how to refine the abstraction to prevent it from gener-
ating the error path again. The abstraction refinement here corresponds to a
refinement of the current overapproximation of the so far constructed part of
the invariant.

We conjecture that heuristics for finding more succinct invariants would help
to improve the overall performance of the discussed methods [5, 4, 2], for the
following reasons: the invariant approximations are the most costly data that
the methods work with, and so the price of the analysis depends directly on the
size of the invariant representation. Moreover, the more succinct invariants can
be usually found by less invariant building steps. The methods [5, 4] attempt to
guess succinct invariants in a certain way. However, the search for the compo-
nents of an invariant and the choice of overapproximation are to a large degree
greedy and uninformed. Therefore, the inferred invariants are far from optimal
and contain much more information that is needed to prove inductiveness.

� This work was supported by the Czech Science Foundation project 16-24707Y.
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To show that there is a possibility to find more succinct invariants we have
experimented with the method presented in the article [2](GBR). It uses back-
ward analysis to explore the state space of the counterexample abstract runs. It
iterates operation pre starting from the set of concrete error configurations. It
uses uninformed greedy breadth-first search strategy which leads to unnecessar-
ily verbose invariants.

We have modified GBR in such way that it analyzes spurious counterexam-
ples in a rather depth-first manner. In order to decide which parts should be
added to the invariant and how to overapproximate them, we analyze complete
abstract paths leading to error configurations, so called minimal counterexample
runs. We then hope to determine a minimal (most succinct and the most gen-
eral) reason that the run is spurious. The minimal reason has a potential to be
a part of the minimal inductive invariant since 1) it is necessary to refute the
examined spurious counterexample run and 2) it is a “minimal” such “reason”
(we note that the minimal reasons are in the essence inductive interpolants). In
contrast to the breadth-first greedy strategy, many useless candidates for parts
of the invariant and unsafe overapproximations can be this way avoided.

We so far propose only a naive method for the analysis of minimal runs.
It is sufficient to generate more succinct invariants, but it is not yet optimized
for overall efficiency: From each minimal run, we randomly select a subset of
components of transition preconditions appearing in it and use it to extend the
invariant.

We have implemented this method in a prototype tool in Python. We have
implemented also the original algorithm GRB and compared the size of generated
invariants on several verification tasks from the benchmark of MIST2 [3] (safety
properties of parameterized programs communicating via shared variables and
mutexes). Since our method chooses invariant candidates randomly, we used the
most succinct invariant generated in a large number of executions. This was
much more time consuming than running GBR. We have however succeeded
in generating significantly more succinct invariants than GRB. It confirms that
with an efficient analysis of the minimal counterexample runs, our approach has
a potential to be more efficient than GBR. Our future research will therefore
focus on efficient analysis of minimal counterexample runs.
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1 Introduction

A key task in robotics is to determine singular configurations of a manipulator
(at those configurations the Newton algorithm of inverse kinematics [5], is ill-
conditioned). It appears that some characteristics of robots (e.g. singularities)
do not depend on the first coordinate of the configuration vector. This useful
observation is not pointed out in textbooks [3–5] although Kircansky [2], search-
ing for isotropic configurations of a planar pendulum, noticed that Jacobian
matrices are particularly simple at some coordinate frames. To popularize this
fact, we will show its theoretical background and original practical implications
significantly simplifying computations of singular configurations.

Forward kinematics is a mapping

Q � qqq → xxx =KKK(qqq) = AAAn
0 (q) =

[
RRRn

0 TTT
n
0

0003,1 1

]
=

n∏
i=1

AAAi
i−1(qi) ∈ X ⊂ SE(3), (1)

where Q � qqq is a configuration space, X is a taskspace being a subspace of the
special Euclidean group SE(3) � xxx, 0003,1 is a (3×1) matrix of zeroes,AAAi

i−1 ∈ SE(3)
is a transformation between the (i − 1)st and the ith coordinate frames (0-th
frame is the base (global) one, the n-th frame is fixed at the end-effector).

At singular configurations the Jacobian matrix JJJ(qqq) = ∂KKK(qqq)/∂qqq. looses it’s
maximal possible rank. In this report, based on properties of derive operators
[1] and some facts from the theory of matrices, three facts were put forward,
proved and illustrated:
Fact 1: The Jacobian matrix does not depend on q1 coordinate at any frame
1, . . . , n, following the frame of motion of the first joint.
Fact 2: Singular configurations do not depend on q1 coordinate.
Fact 3: While computing singularities, any value (denoted as ∗) can be assigned
to the coordinate q1

JJJ(qqq) = JJJ((∗, q2, . . . , qn)). (2)

The selected value of q1 should simplify computations of the Jacobian and sin-
gularities as well. Notice that computations are performed in the global frame
(excluded in Fact 1). The original Fact 3 is very useful and practical one.

� This work has been supported by WUST within statutory grant No. 0401/0209/16.
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2 Illustrating examples

Exemplary calculations were performed on models of n = 2, 3 dofs planar pen-
dula with positional kinematics (x, y) = (a1c1+a2c12, a1s1+a2s12), qqq = (q1, q2),
ai - lengths of links c12 = cos(q1 + q2) Jacobians in the global frame JJJ0 and in
the 2nd frame JJJ2 follows

JJJ0 =

[−(a1s1 + a2s12) −a2s12
a1c1 + a2c12 a2c12

]
, JJJ2 =

[
a1s2 0

(a1c2 + a2) a2

]
, (3)

JJJ2 does not dependent on q1 and Fact 1 is confirmed. To show simplifications in
computing singularities Fact 3 is applied to JJJ0 setting q1 = 0.

rank(J(qqq|q1 = 0)) = rank

[ −a2s2 −a2s2
a1 + a2c2 a2c2

]
= rank

[ −a2s2 0
a1 + a2c2 −a1

]
. (4)

From (4), it is easy to get the condition a1a2s2 = 0 to determine singular con-
figurations. They are met for q2 = kπ/2, k ∈ Z and any value of q1.

3 Conclusions

In this paper a method to simply computations of singular configurations of re-
dundant and nonredundant manipulators was presented. Possible practical ap-
plications are based on speeding-up on-line computations of the characteristics
and can be exploited either within a computer software or by lecturers of robotics
at classes. The reasoning presented in this paper is heavily based on a geometric
structure of SE(3), therefore it can not be applied to other concepts of kinemat-
ics (like endogeneous kinematics of nonholonomic robots [6]). The method can
be also applied to simplify computations of manipulators’ dynamics.
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Information and communication technology (ICT) is widely used for travel
and tourists get not only maps but also enough information of shops, accom-
modations, museums, events etc. A large amount of information is not always
appealing to tourists. While the provision of information may lessen the anxiety
experienced by tourists, the promise of the unexpected is one of the things that
make travel attractive. Since 2014, we have been developing a new sightseeing
support application for Nikko, a world cultural heritage site in Japan, using
Bluetooth Low Energy (BLE) [1] beacons that not only provides a guide to a
specific location but also introduces the traditional customs and history of the
area to visitors [2] . This is one of the research themes of SCOPE [3] funded by
the Ministry of Internal Affairs and Communications of Japan.

In this presentation, we mainly discuss on the development process of our
sightseeing support system and result of experiment. We designed the develop-
ment process that is suitable for a service that uses devices embedded in envi-
ronment. One of the key parts of this system is“beacon”. The balance between
devices (beacon) and software (smartphone application) is very important. We
define the design process described in Figure 1.

We firstly analyzed requirements (STEP1). Then defined servicemodel (STEP2).
After that step, we defined environments such as devices in the environment and
how the devices and smartphones should be connected to networks. Then we de-
fined system architecture. After this point, in the middle of Figure 1, there are
two paths. One is design of devices and another is that of software. We developed
them in parallel. This point is a peculiarity of this model.

In the path of develop devices (STEP5-1 to 5-5), we firstly designed concept
of devices based on the requirements in STEP1. Next, we defined requirements
of devices and environment where the devices were used. After that, we selected
parts to meet requirements and developed the devices.
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Fig. 1. Design Process.

In the path of develop software
(STEP6-1 to 6-5), we firstly designed con-
cept of software from the requirements in
STEP1.

Then we defined requirements for the
software. After this step, we collected con-
tents and data that could satisfy users
of this system. Then we designed soft-
ware and developed it. After developed
both devices and software, we firstly per-
formed integration test in the laboratories
(STEP7).

Next, we installed devices in the real
environment and performed system test
by students of our universities and visi-
tors of Nikko (STEP 8). After finishing
the system test, we received test by ap-
plication market operator. Then we regis-
tered our software in the application mar-
ket and opened it to the public (STEP9).

In the remaining part of this presenta-
tion, we will mention the result of trials in
Nikko. The result demonstrated the effec-
tiveness of the BLE beacon for sightseeing
on foot. The applicationmade tourists no-
tice new points on the route. Owners of
shops en route to the main shrine cooper-
ated by providing information regarding
their goods and information on local tra-
ditions.

We expect that our system could en-
hance the tourist experience of a tradi-
tional cultural city, especially for foreign visitors and young Japanese.
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Abstract

In this paper, we aim to describe the decision support system for maritime
traffic and operations, based on the formal models and driven by data from the
environment. An expert system is based on knowledge of experts from a specific
domain in order to assist in the decision making process. Production rules could
form the pieces of the knowledge represented under a condition-action format [4].
In this paper we focus on the maritime domain and therefore the specific impact
of this domain on the language used for definition of rules will be discussed.
Some of these ideas were already addressed, e.g. by Ludwig Ostermayer and his
colleagues [3]. To handle the complexity of the system description, we work with
the decomposition of the domain to a set of abstraction levels by which specific
views of the system could be separated. At each level, there is a specific domain
language for rules expression. These ideas could be found also in some literature
about expert systems like e.g. [2].

The most abstract point of view is the aquaculture management. On the
other hand, from the ship engineering point of view, the whole process consists of
many devices, that should be controlled and maintained by the people. Software
engineering point of view operates over operations like reading and converting
bytes of data, storing them into variables, arrays, collections, databases, etc.
Therefore for the purposes of complex trading processes management we need
to cover all levels of abstraction by some means suitable to model and automate
the operations on each particular level.

We use salmon farming in Norway as the case study. Aquaculture is a prof-
itable business dominated by big companies. In order to maximise the profit
there are continuous efforts put on optimising the process. Examples include the
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optimisation of: time at sea (fast growth), fodder, produced biomass vs fodder
volume, harvesting time, medicine, O2 usage and fish quality. In order to suc-
ceed, a close control of biomass production at every step in the process is vital.
All the involved devices are sources of data for the decision support system.

Recently, vessel builders started to adopt new sensor technology by installing
different sensors for different components on board a vehicle and transmit data
using satellite communications to land-based service centres, e.g., HEalth MOn-

itoring System (HEMOS) by Rolls-Royce Marine AS. These systems provide
more accurate and timely operational data, but they also introduce new dan-
ger to the operations: information overload problem (IOP) [1],[6],[7] – the crew
members receive a large volume of monitoring information and alert messages
that s/he can easily overlook important/vital ones. One of the main issues is
then an effective reduction of data volume.

In this paper, we focus on the definition of data propagation rules used for the
system specification, which are modeled as Reference Petri nets and interpreted
by the PNOS [5] engine. This approach brings formal foundations to the system
definition as well as dynamic reconfigurability to its runtime and operation.
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Extended abstract

1 Academic Secondary School at WRUST

The offer of the Complex of Academic Secondary Schools of Wrocaw Uni-versity
of Science and Technology is aimed at pupils across Poland who are interested
in the development of their knowledge and skills related to exact and technical
sciences. The complex is a state school and there is no tuition fee.

The Complex:

– pursues the goal of preparing students to creative and responsible life by
shaping childrens minds and characters so as young people could combine
re-spect for universal values with the challenges of the modern world;

– wants to form people who are open-minded and inquisitive, it would like to
inspire them and help to pose clever questions and to search for the answers;

– would like its students to seek knowledge and wisdom with passion and to
be ready for education as well as social challenges all their lives.

In its service to the society, the school conducts its mission by offering high
quality education and responsible upbringing. Its goal is formation of creative
and inquisitive minds, presenting models of professional and civic behaviour,
helping its alumni achieve goals. All employees of the Complex of Academic
Schools of WrUST work reliably in the atmosphere of cooperation and mutual
kindness, observing moral and ethical standards, they respect for legal regula-
tions and the school statute. At WRUST we show due respect to our Almae
Matris.

Learning facilities

The Complex of Academic Schools WRUST is located in building C-13, at
Wybrzee Wyspiaskiego St. A special feature of this building are round, irregu-
larly distributed windows (the design authors were inspired by a punched tape).
The building was awarded a special prize in the Lower Silesian Province Com-
petition. Schools are located on the 3rd and 4th floors of C-13. All classrooms
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are equipped with computers and multimedia projectors thanks to which our
teachers can used modern teaching materials, such as CD-ROMs, multimedia
boards or e-course books. The school has high class equipment for robotics and
electronic systems construction classes (for secondary school students) with ele-
ments of programming (for junior secondary school students). All students have
access to specialist equipment the same which is used by university students.
This allows them such subjects as physics, chemistry or technology.

Wrocaw University of Science and Technology aims at making an e-learning
platform available to students. There would be teaching materials developed by
teachers, mock tests as well as some space for students to exchange views and
experience related to studying. The building is adapted for the needs of the
disabled.

The teachers employed at the Complex of Academic Schools of WrUST have
work experience with youth. Earlier many of them worked in the best junior
secondary and secondary schools in Wroclaw.

Academy of Young Discoverers

The Academy of Young Discoverers is a cycle of popular science lectures for
children. The participants are children from 7 to 14 years of age.

During these meetings children learn about various issues related to physics,
mathematics, technology, etc. To make the meetings more interesting a lot of
pic-tures and photos as well as short films are used during these meetings. At the
end of the semester or school year each participant receives a graduate diploma
of the Academy of Young Discoverers. There is no tuition for any classes. The
project is financed by the University and the Boeing Company. On 25 October
2008 the of-ficial opening ceremony of the of the Academy of Young Discoverers
took place in the main assembly hall of WRUST.

Childrens University

In Wrocaw children of 6 to 13 years of age learn the same subjects as stu-dents.
Moreover, they study in the same classrooms and have student records. All this
takes place at the Childrens University. The idea was developed by a foundation
of the same name. Last year there were one thousand students in Lower Silesia.
Lecturers use specialmethods to transfer difficult knowledge in an accessible way.
Currently negotiations related to abolishing the tuition fee are held at WrUST.
Pursuant to the university mission studying should be offered free of charge and
unfortunately at the moment this is not the case.
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Recently, ICT(Information and Communication Technology) has been adopted for use by the 
judiciaries in many countries such as Singapore and a specialized paperless Cybercrime court in 
India, in response to the global changes in the economy and politics. Due to politics typified by 
the TPP (Trans-Pacific Partnership), the progress of globalization of the economy, an increase 
in commerce individuals do with overseas through the Internet, even in Japan, legal issues 
which also includes international and personal level is expected to be increase future. It is 
urgently necessary for Japanese judiciary to adopt ICT to catch up with the global trend.
 In Japan, “Judicial Reform Promotion Plan” was decided in 2002[1] to realize “ubiquitous 
access” for justice.  The purpose of this plan is to prepare environment to use judicial system by 
ordinary people subjectively and autonomously. The idea has not enough realized yet. For ex-
ample, judicial records are not yet fully opened and only some decisions are opened.  Also, the 
retrieval tool is not well designed for ordinary people. 
 In a civil action, in order to obtain a profitable legal effect, it is necessary for parties to find 
sentences in law, as a weapon to win, and provide presupposed ultimate facts to satisfy each 
law. When we take an action, we must describe a cause of the demand in accordance with these 
presupposed ultimate facts. It is too difficult for ordinary people to search and decide it, since 
they don’t have legal knowledge.

Figure 1 Structure of proposed system 
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 Therefore, this paper describes what institutions of lawsuit require and it is too difficult for 
except judicial officer to do it. To solve this problem, we propose a system (Figure 1) which 
uses ontology for writing and reading legal documents (Proposed system is based on a system 
based on ontology that we suggested before [2]). Moreover, we use OWL and SPARQL as 
ontology language and query language. 
 In addition, we usually assume that there is reference relations between a precedent (records of 
a lawsuit) and a law (a set of presupposed ultimate facts and law effect). We need meta data to 
make such reference, however, they are not added to an exhibited precedent at the present. The 
study of the reference method identification to parse precedent to plain sentence is conducted 
now, but the precision is not satisfactory. It is necessary to prepare for reference relations man-
ually when we start to use this system. Once this system is started, reference relations can be 
added automatically, because if a law suggested on proposed system is used, then records of a 
lawsuit is generated automatically. It is clear that high quality data can be generated in this 
sequence, once this flow is invoked. 
 The rough structure of proposed system is as follows: (1) throwing " claim and "the situation" 
as a query, (2) searching law effects that can demand claim matching with the claim in the 
query, (3) taking precedents that have high similarity between itself and “situation” in the query 
as natural language expression, (4) outputting information gained in (1) - (3) and reasoned form 
this.
 In proposed system, we use ontology we defined newly. We call it “ontology for interaction 
between fact and law”. We can inference “major difference in requirements of each law” and 
“laws that have same effects and fact” with it. This ontology is composed of two ontologies that 
are “Law term ontology” and “Requirement and Effect ontology”.  If the system search “major 
difference in requirements of each law” and display them, users can choose suitable information 
easily without reading every proposed presupposed ultimate facts. Also, if users who are plain-
tiffs can find “laws that have same effects and fact”, it is profitable for plaintiffs to use them 
since defendants lose a suit if they cannot reject all claims. Japanese examples of famous rights 
of conflict to claim are as follows: “Debt default and Tort”, “Right stemming from title and 
Right to claim in the contract”, “Tort and Un-just enrichment claim” and “Right stemming from 
title and Unjust enrichment claim”. 
 This system allows users to find laws they want and precedents that are similar to situation they 
suppose. However, it is difficult for the system to recognize the situation enough because the 
proposed system simply searches similar precedents by natural language processing from the 
sentence that described the situation users consider. Therefore, there is a way that we make 
ontology that expresses the “situation” as the next step and manage it, but we cannot expect that 
general users have knowledge of the ontology description. As the system that users can describe 
ontology easily, we are going to examine following two ways in future. (1) Converting a sen-
tence to express the situation users describe into the ontology form. (2) To allow users describe 
ontology graphically described. In the former case, a sentence whose grammar is error cause 
problems since input sentence is used for natural language processing. Therefore, it is difficult 
to expect precision in any case. In the latter case, a good tool of the user-friendliness is demand-
ed.
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1 Introduction

This paper describes two projects of a student group at the University of Los
Andes. These projects have the task of providing students the chance to make
practical experiences in topics of industrial interest. Moreover, modern tools will
be investigated for the developing of interdisciplinary / mechatronic approaches.
The projects can be positioned into two research areas:

– Design for Reuse: reduce costs and time for the development of production
systems through the reuse of already designed mechatronic modules;

– Smart Farming : utilize modern Information and Communication Technolo-
gies (ICTs) for industrializing and automatizing agriculture operations.

1.1 Modular machine for processing coffee beans

Production systems have shifted from mainly mechanical-based systems to ag-
gregations of cyber-physical systems. Traditionally, a ”design-by-discipline” ap-
proach was adopted in which every discipline was developed independently and
then integrated to generate the final solution. Verification phase was the final
activity of the design process leading to high-cost for errors due to their late
detection. Cyber-physical design methodologies must be investigated in order to
reach: (1) concurrent development of the involved disciplines; (2) continuous ver-
ification of the solution for an early detection of errors.
Moreover, from one hand complexity of production systems is growing because
increasing functionality, flexibility and performance are required. From the other
hand, low costs and short time-to-market must be achieved. These requirements
can be fulfilled with the realization of reusable mechatronic modules.
Modularity is inversely proportional to the number of sensors and actuators,
and to the time necessary for modularizing the solution. In fact, the operation
of designing a reusable module involves among the others: define modular control
code, assure correct functionality for different environments, and define variation
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range for module parameters and operational modes. All these activities increase
developing time with respect to the realization of ”ad-hoc” solutions. However,
once a library of modules has been realized, development time and costs are re-
duced since design activity is limited to the assembly of already tested modules
and the verification that the generated system fulfills stakeholder requirements.

Authors think that before identifying an optimal point among level of modular-
ity and system developing time and costs, methodologies for reaching modularity
must be investigated. A scaled modular production system for processing coffee
beans will be built. The machine will consist of three modules performing toast-
ing, grinding and packaging. The objective of the project will be to investigate:

– Cyber-physical approaches for the development of mechatronic modules;
– Methodologies for realizing a ”plug-and-play” design of production systems

starting from the assembly of existing mechatronic modules.

1.2 Automatic sensing of field properties

The increasing utilization of sensors due to the reduction of the cost of elec-
tronics, along with the innovations in ICT supporting record and integration
of values coming from different sensors through standardized protocols, have
brought new opportunities in different domains. Among these, the utilization of
Internet of Thing approaches in agriculture can be cited.
Authors have investigated at Colombia situation. The recent peace agreement
proposal between the government and the FARC organization contains a large
section about the goal of industrializing agriculture. Even if the agreement was
not successful, this witnesses the interest of Colombian government for the topic.

Authors decided to start focusing on coffee production but the involved con-
cepts can be extended to any cultivation. A long-term project aims to reach an
automatic ”digitalization” of the properties of a coffee field. Project consists on:

– Field properties: consult specialists for identifying which properties, indexes,
target values and acceptable boundaries are important for characterizing
the status of a coffee field; e.g. soil pH, humidity and chemical composition,
localization of coffee beans ready to be harvested and sick plants, etc.;

– Collection: identify sensors, algorithms and processing units for collecting
all the relevant field properties;

– Digitalization: generation of topology maps for visualizing collected data and
for deriving overall field properties; e.g. most productive areas;

– Automation: realization of prototypes able to automatically collect field
properties. Ground and flight vehicles will be investigated as mobile robots
and drones. Moreover, ICT technologies will be studied for implementing the
communication among a central station and the collecting units.

The digitalization of the field information will allow understanding issues related
to coffee production. As future work, improvement areas will be investigated and
solutions will be proposed.
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� Communication Systems Dept., Télécom Lille (Institut Mines-Télécom),
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Extended Abstract

Many systems of different scientific areas are described through a statistical
model that relates observed data to an unobserved state that evolves over the
time. The interest is usually in learning sequentially about the unknown state
from the observed data. Bayesian inference is a generic statistical framework
that allows for dealing with uncertainty in a systematic way. In the sequential
Bayesian inference problem, the data are processed to provide a probabilistic
inference of the current hidden state, instead of just a pointwise estimation.
Therefore, the interest is in computing the posterior distribution of the current
state xt at time t, conditioned to all the observed data y1:t ≡ {y1,y2, ...,yt},
i.e. obtaining the filtering distribution p(xt|y1:t). Unfortunately, exact inference
is only possible in a small number of simplistic models, e.g. the linear Gaussian
state-space model where p(xt|y1:t) is computed using the Kalman filter [1].

Sequential Monte Carlo (SMC) methods, also known as particle filters (PFs),
allow for the approximation of the filtering distribution p(xt|y1:t) with the ran-
dom measure p̂N (xt|y1:t), i.e.

p(xt|y1:t) ≈ p̂N (xt|y1:t) =

N∑
n=1

w̄nx
(n)
t ,

where {x(n)
t }Nn=1 is the set of N particles (or random samples) and {w̄n}Nn=1 is

the set of associated weights [2]. The weights are normalized, i.e.
∑N

j=1 w̄j = 1.
The rate of convergence of the approximate probability distribution towards
the true posterior is inversely proportional to

√
N [3], i.e., the filter “perfectly”

approximates the posterior distribution when the number of particles tends to
infinity. However, the computational load of the particle filter grows with the
number of particles. Hence, practitioners must choose a specific N in the de-
sign of their filters. In practice, N is usually chosen heuristically according to
the experience of the practitioner. The choice of the number of particles is a
delicate subject because the mismatch between p(xt|y1:t) and the approxima-
tion p̂N (xt|y1:t) is model-dependent and obviously also unknown. Then, there is
a clear trade-off between performance and computational complexity, but this
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relation is not straightforward; e.g. increasing N over a certain value may not sig-
nificantly reduce the mismatch of the approximation, while decreasing N below
some other value can dramatically affect the performance of the filter.

In this paper, we present an overview of recent advances in SMC methods for
adapting the number of particles in a dynamic way, and we propose a framework
that allows for creating novel algorithms that are more efficient. The adaptation
of the number of particles is closely related to the problem of online assessment
of the filter convergence. In the wide literature, few works have addressed this
topic, and most of them rely on heuristic rules or unrealistic assumptions. In
[4], the number of particles is selected so that a bound on the approximation
error does not exceed a threshold with certain probability. In [5], an adaptation
of the number of particles is proposed, based on the KLD approach of [4]. In
[6], the adaptation of the number of particles is based on the effective sample
size, which has been recently shown to be a poor measure [7]. In other scenar-
ios, several candidate models are possible, and different inference methods can
be used for allocating the number of particles in different parallel filters [8, 9].
Recently, we have proposed a methodology for assessing the convergence of the
PF and consequently adapting the number of samples [10]. This methodology
is supported with a solid theory, and different algorithms have been recently
proposed [10][11]. All these algorithms allow for an automatic selection of the
number of particles, at the price of having to pre-select few new parameters.
These parameters have physical meaning and allow the practitioner to select the
desired operation point by considering performance-computational cost trade-
offs. In this paper, we investigate an appropriate choice of the parameters of
the different algorithms in a new framework, and we propose a novel technique
for adapting the parameters of the algorithms in an online manner. We pro-
vide numerical simulations in non-linear state-space models, and we compare
the different algorithms.
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In many applications such as interference cancellation or system identifica-
tion, the underlying system impulse response is of sparse nature. In the presence
of noise, the zero-elements cannot exactly be identified by a minimization of the
l2-norm or related algorithms such as the traditional least-mean-square (LMS)
algorithm. Extensions to the LMS algorithm such as the Zero-Attracting Least-
Mean Square (ZA-LMS), l0-Least-Mean Square (l0-LMS) or the recently pro-
posed Fast Linearized Bregman (FLB) algorithm all show significantly better
performance in terms of steady state mean-square-error (MSE). The ZA-LMS
and l0-LMS comprise a zero-point attracting function in the coefficient update
which causes a biased estimation [2, 3]. This can e.g. be seen in the coefficient
update of the ZA-LMS:

eZA[n] = d[n]− x[n]T ŵZA[n] (1)

ŵZA[n+ 1] = ŵZA[n] + μeZA[n]x[n]− λZA sign(ŵZA[n]) (2)

where d[n] is the desired signal, x[n] the training signal, and ŵZA[n] the coeffi-
cient estimate.

In the FLB algorithm [2, 4]:

u[n] =
(
ui[n]

)
i
with ui[n] = max (|ŵFLB,i| − λFLB, 0) sign (ŵFLB,i) (3)

eFLB[n] = d[n]− x[n]Tu[n] (4)

ŵFLB[n+ 1] = ŵFLB[n] + μeFLB[n]x[n] (5)

a sparsity promoting regularizer is used as described by (3), which maintains
the unbiasedness of the estimate [2]. The threshold parameter λFLB is a tradeoff
between achieving sparse solutions and fast convergence of the adaptive filter.
Choosing a small value results in a fast convergence but also leads to more
non-zero elements in the solution and vice versa.

In this contribution we compare the mentioned algorithms in terms of tran-
sient and steady-state performance for different signal-to-noise ratio (SNR) sce-
narios. We will discuss the tradeoff between a fast convergence and a high spar-
sity in the result. We will show performance results and present improvement
strategies for the FLB based algorithms incorporating fast convergence as well
as high sparsity of the result. An exemplary result, evaluating the sparsity in
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terms of the number of non-zero elements is shown in Fig. 1. It demonstrates a
drawback of the l0-LMS as well as the ZA-LMS: the elements of the estimated
vectors never become exactly zero, while the sparsity promoting regularizer of
the FLB based algorithms set elements exactly to zero. We furthermore inves-
tigate the behavior of the algorithms in case a fractional delay is introduced
between the desired signal d[n] and the training signal x[n].
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Fig. 1. Number of non-zero elements in ŵ after 1000 iterations. The true impulse
response has 3 non-zero elements.
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Abstract. This contribution presents a comparison of different algo-
rithms for finger gesture recognition in the context of capacitive proxim-
ity sensing. The processing of the measured data for gesture interpreta-
tion can be done directly with the capacitance values or via a preprocess-
ing step to get more meaningful parameters like position and velocity.
For this signal processing application a newly developed measurement
hardware is used.

Keywords: capacitive proximity sensing, 3D position estimation, human-
machine interaction, machine learning strategies

1 Introduction
The target of this work is the investigation of different algorithms for finger
gesture recognition in the context of capacitive proximity sensing. Here, wipe
gestures (e. g., up and down, left and right, circular forms, etc.) as known from
interaction with smartphones are recognized as user intentions. Figure 1 shows
a schematic of the measurement set-up with a sensing and a shielding electrode
as well as an interacting human finger, where the coordinates xm, ym and zm
describe the center position of its tip. The output signal of an astable multivi-
brator whos frequency determining capacity is C3D excites the sensing electrode.
With a guard amplifier the shielding electrode is applied to the same potential
as the sensing electrode. Thereby, the effect or influence of parasitic capacitances
is minimized. The touchless user interface used is a newly developed hardware
with eight capacitance measurement channels each connected to an electrode
which is part of an array. The concept for this measurement hardware is based
on [1] where the multi-electrode structure can be seen as a superposition of the
set-up in Fig 1.

2 Methods
The processing of the measured data for gesture interpretation can be done
directly with the capacitance values or via a preprocessing step to get more
meaningful parameters like position and velocity. In the direct processing case
a higher temporal resolution of the measurement system is necessary as when
resorting to a preprocessing step. Here, rapid changes of the signal must be
recorded in detail because mainly statistical methods are used to recognize and
distinguish different gestures. Another approach is a two step gesture recogni-
tion. In a first step with a spatially dependent capacitance model for C3D (see

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

189



[2]) the finger position is estimated through a nonlinear optimization problem
in [3]. The challenge is to execute all calculations within the time needed to
measure capacitance. The trajectory and the velocity for recorded finger mo-
tions are illustrated in Fig. 2. With this data it is easier to find features for the
characterisation of finger gestures. Furthermore, predictions for future positions
are possible, and thus less temporal resolution is shown to be sufficient for the
capacitance measurement concerning gesture recognition.

3 Conclusion
For both the presented signal processing concepts machine learning algorithms
(e. g., support vector machines) can be utilised. In the context of direct process-
ing, a rapid measurement and evaluation scheme is required, and therefore only
moderate results were obtained in initial tests. Proof of concept studies showed
that a cascade structure, which includes a preprocessing step for data prepara-
tion, is a more promising method. Here, machine learning algorithms were used
in a second stage to recognize finger gestures. Instead of these algorithms Fourier
descriptors and shape numbers known from image processing [4] can be potential
candidates for gesture recognition in further studies.

Fig. 1. Schematic of the set-up.
Fig. 2. Recorded finger motions.
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1 Introduction

We report on the signal processing of line-scan data associated with a Faraday—
magnetometer to evaluate the production quality of magnetic coatings in a con-
tinuous roll–to–roll coating process of polyethylene foil. In order to accommodate
a sufficient scan density the scan rate of the employed line–scan camera (Hama-
matsu 128 pixel camera) needs to be in excess of 60 k line/s with a lateral
resolution of the optical set–up being equal to the camera’s resolution of 60μm
per pixel (micro–optics with 1:1 magnification).

The sensing effect is the magneto–optical Faraday–effect [1] which rotates the
polarization angle of incident linearly polarized light depending on the magnetic
flux density along the path of light within a Faraday–crystal and is evaluated by
an analyzing polarizer and projected onto the camera’s face plate.

For certain processes subject to an obligate documentation all the measured
data needs to be stored permanently and reliably in addition to being analyzed
in real–time to quickly capture failures.

In this particular application, we report on the to be designed system needs
to be able to stream continuously at a raw data rate of 8.192 MB per second
for at least four hours a piece. On top of that the real–time signal processing
algorithm needs to determine with very little delay a figure of merit of the current
magnetic coating quality.

We define the coating quality as the mean squared deviation (Eqn. 1) from
the mean (Eqn. 2) to be determined per scan line and stored in the data stream,
too.

σ2 =
1

N − 1

N−1∑
n=0

(
I(n)− I

)2
(1)

I =
1

N

N−1∑
n=0

I(n) (2)

We report on the hardware and software aspects of the system (depicted in
Fig. 1 (left)) that is able to accommodate the sought after speed in processing
the discretized data stream and show first results (depicted in Fig. 1 (right)).
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Fig. 1. Optical set–up of Faraday–System (left) and first scan results showing a mag-
netic pattern on a PET foil (right)

2 Signal Processing Schematic

We utilize a Hamamatsu camera (type S11106-10) with 128 square pixel. All
control signals are provided by a CPLD (XC9572XL). To buffer the synchronized
video signal to the asynchronous processing a 32 kB asynchronous FIFO (type
IDT7207) is used. This FIFO is connected to a Raspberry Pi (1.2 GHz 64-bit
quad-core ARMv8) CPU. The OS runs on 4.4.6 PREEMPT kernel. The overall
schematic of the storage system can be seen in Fig. 2.

cam Gain ADC FIFO Raspberry Pi

CPLD

Integr. Time

CLK

WRITE

READ

Half − Full

Harddrive

Fig. 2. Schematic of the control flow to store the data
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1 Introduction

To solve least squares problems a large variety of methods exist. One adaptive
approach is the recursive least squares algorithm (RLS), or the QR decompo-
sition based RLS (QR-RLS) which offers, a better numerical stability and an
efficient implementation using a systolic array [1]. A major drawback however
is the need for calculating multiple division and square roots for each update of
the signal correlation matrix. Thus an optimized algorithm needs to overcome
these problems in order to be hardware and energy efficient. One application for
our new algorithm is digital predistortion in mobile devices.

In [2] a method for real valued signals omitting the division and square root
operation was presented. However, to the best of our knowledge, no work on the
extension to complex signals exists and even no systolic array implementation
was proposed so far. In [3] we show a square root and division free QR-RLS
including a systolic array implementation for complex signals. In the paper we
expand the QR-RLS algorithm by introducing a back substitution algorithm
that fits to the made modifications. The presented algorithm allows a chip space
and energy efficient recursive lease squares solver in the form of an systolic array.

2 Implementation

The input of the QR-RLS algorithm are input samples x[n] and output samples
y[n] of the system to be identified. The output are the model coefficients (w[n])
of the identified model. Our algorithm is a two stage process, in the first stage
we introduce the input samples into the triangular signal correlation matrix φ

and the vector pH . In the second stage we calculate our model coefficients (w[n])
using the triangular matrix φ and p

H .

w [n] = p
H [n]φ−1[n] (1)
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In the first part, introducing input samples into φ and p
H is done by using a

series of Givens rotations. For this we need to calculate a sequence of
φi,i√

x2+|φi,i|
2

with every new sample. As shown in [2] the square root and division calculation
needed in this rotation part can be bypassed by separating the values to rotate
by: φi,j =

ri,j
√

Zi
. Here i denotes the column and j the row, it is noteworthy that

there is only one Zi for each column. For choosing ri,j and Zi we have to consider
the number format and bit width available in the hardware. In [3] we show the
algorithm and a systolic array implementation for complex signals using the
separation of φi,j into ri,j and Zi. The output of this first stage is the triangular
matrix φ an the vector pH which contain all the new information retrieved from
the input signals (x[n], y[n]). Additionally each element has the form

ri,j
√

Zi
.

In the second step, we calculate the model coefficients by back substitution.
Ordinarily it would be necessary to calculate φi,j =

ri,j
√

Zi
before the back substi-

tution. But considering the the separation into ri,j and Zi, it can be shown that
due to the choice of Zi applying to each column of the matrix φ it cancels out
in the back substitution. This results in only the ri,j part, which eliminates the
need to calculate φi,j =

ri,j
√

Zi
. As a major advantage of our algorithm the division

and square root calculation is removed in the back substitution algorithm. As
an example, equation (1) is shown here for a model with two coefficients.

[
w1 w2

]
=
[
r
pH1

√

Z1

r
pH2

√

Z2

]
·

[
rφ11
√

Z1
0

rφ21
√

Z1

rφ22
√

Z2

]
−1

(2)

For example, calculating w2 shows how
√
Z2 is canceled out:

w2 =

r
pH2

√

Z2
rφ2,2
√

Z2

=
rpH

2

rφ2,2

(3)

In the final paper we will expand on the mathematical background and
present the systolic array implementation for the back substitution part. Ad-
ditionally we show the hardware efficient structure and explain the flow of the
data from the triangular matrix φ an the vector p

H to the back substitution
stage.
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The performance of an acoustic beamformer is dependent upon a number of
factors. Major issues are the number of microphones used, the target localization
error, the microphone position error in the array and the microphone’s ampli-
tude and phase mismatch, denoted as microphone mismatch in the following, to
all other microphones in the array. With regard to the last point, for an optimal
performance the microphones used in the array have to be perfectly matched.

Micro-electro-mechanical systems (MEMS) microphones offer the advantage
to be fabricated simultaneously as a single die providing a much better frequency
response matching than conventional electret condenser microphones. Still, there
is potential for further improvement for matching the MEMS microphones. The
influence of the microphone mismatch is highly dependent on the used beam-
forming algorithm. A differential micophone array (DMA) enables a frequency
independent beam pattern for small microphone array configurations with the
drawback of an increased white noise gain (WNG). The WNG is a measure of
the amplification of uncorrelated noise, i.e. sensor noise, thus indicating the ro-
bustness of a beamformer to microphone imperfections. To mitigate the WNG
in DMAs the minimum-norm solution was proposed in [1].

In this work the performance of a first-order adaptive differential microphone
array (FOADMA) is analyzed, when used in a speech enhancement application.
Specifically, we investigate the impact of the number of used microphones, the
microphone spacing, the microphone signal-to-noise ratio (SNR) and the micro-
phone mismatch. An efficient implementation of the FOADMA, which is used
in this work, was proposed in [2]. There the overall beamformer consists of two
fixed beamformers realized as individual DMAs forming the so-called forward-
facing cardioid Cf (ω, θ) and the backward-facing cardioid Cb(ω, θ). The outputs
of these two are combined to obtain the overall output Y (ω, θ), given in the
frequency domain as

Y (ω, θ) = [Cf (ω, θ)− βCb(ω, θ)]HL(ω), (1)

where β is a real constant and HL(ω) is the compensation filter.
Figure 1 shows the simulation results of the speech enhancement perfor-

mance of a two-element FOADMA utilizing measured frequency responses of
state-of-the-art MEMS microphones. A target speaker is simulated in front of
the microphone array at 1m distance within a diffuse babble noise field with
a signal-to-interference ratio of 3 dB. All results are averaged over 40 speakers
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from the GRID Corpus [3], and are depicted in terms of perceptual evaluation of
speech quality (PESQ), an ITU recommendation for speech quality estimation,
in dependence of the microphone SNR. Results are shown for perfect microphone
matching on the left side, and for microphone mismatch on the right side. Details
about the characterization of the mismatch will be provided in the long version of
the paper. The unprocessed signal (UP) is the recording of just one microphone
in the array and determines the baseline of the enhancement performance. The
other curves show the results of the FOADMA for different microphone spac-
ings. It can be clearly seen that the microphone mismatch degrades the speech
enhancement performance. This effect is more distinct for smaller microphone
spacing. In case of perfect matching and a spacing of d = 1mm a performance
gain is achieved for microphone SNRs greater than 69 dB while larger spacings
lead to a performance improvement over the entire investigated SNR range.
Contrary, for the simulated microphone mismatch a performance gain is only
obtained for a microphone spacing larger than or equal to 10mm.

Fig. 1. Speech enhancement performance of FOADMAs for perfect microphone match-
ing (left) and microphone mismatch (right).

In the final version of the paper the algorithm description, the simulation
framework and the experimental setup will be described in detail. Furthermore,
we will show much more results and will discuss them in great detail. Specifically
other noise scenarios, such as low ambient noise and room reverberation will be
treated. As an important outcome we will show that by the use of more than two
microphones the speech enhancement performance becomes almost independent
of the microphone mismatch.
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The electrocardiogram (ECG) is a well-established and easy to obtain physio-
logical signal of remarkable diagnostic power. It is composed of the concatenation
of single ECG beats, which themselves can be split into single waves (P,Q,R,S,T
wave). Most of its clinically useful information is given by the amplitudes and
durations of the single waves as well as the time intervals between them. Thus,
automated ECG beat detection and the subsequent segmentation into the beats’
waves has been an important subject of research during the past decades. Al-
gorithms have to be capable of dealing with inter-individual morphology as well
as common artifacts, characteristic for ECG recordings. Consequently, there ex-
ist many approaches for ECG beat segmentation. One of the most promising
algorithms is based on the wavelet transform (WT) and was suggested by [1].
The method uses the stationary discrete wavelet transform (SDWT), and it can
be decomposed into the steps shown in Figure 1. In this work we introduce an
improvement of this approach, leading to an algorithm which is especially suited
to detect minimal changes of the characteristic intervals and amplitudes in a
patient’s ECG over time.
As suggested in [1], first the SDWT for scales1 d1−d4 of the raw ECG is deter-

Fig. 1. Method used for extraction of ECG characteristic points.

mined, which enables to identify characteristic rising and falling edges as well as
local extremes of the single ECG beats (Figure 2a). Based on this information,
different valid morphologies can be distinguished, and subsequently onset, peak
and end of the specific waves can be detected. Depending on which wave one
is looking for, the information of the according scales d1 − d4 can be exploited,
since the P and T waves have significant energy components in scales 3 and
4 (lower frequencies) while the Q and the S wave are mainly associated with
scale 1 and 2 (higher frequencies). The R wave usually influences all scales. A
crucial step for the detection of the correct onset, peak and end of a wave, is

1 Scales of the WT correspond to frequency bands, whereby low scales represent high
frequencies and high scales represent low frequencies.

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

197



the selection of the right significant minima and maxima of the according scales
out of several potential candidates. As shown for the P wave in Figure 2b, there
usually exist several maxima / minima (MM) candidates within a specific search
window due to noise or other influences. In the work of [1] the decision which of
the MM to select, is based on local amplitude criteria only, without performing
any regularity analysis. That means, the selection of the MM only depends on
the currently segmented beat. As shown in Figure 2b this may lead to a wrong
detection of ECG characteristic points for the second and third beat.
In the final paper we suggest a method based on using global information rather
than only local information for decision making. For that reason we introduce
a reference beat which is determined by calculating the mean beat of the ECG
recording. Subsequently, the simililarity between the MM of the reference beat
and each possible MM combination of a single beat is computed by evaluating
a specific cost function. This cost function basically considers the distance to
the according R peak, the distance between the MM, and the significance of the
detected MM. Logically, for a specific beat, the MM combination with the lowest
cost is selected. Comparing Figure 2b and 2c illustrates that this novel strategy
significantly improves the P wave segmentation for the second and third beat.
In the final paper the proposed approach will be evaluated on the QT database
[2], a standard database for testing segmentation algorithms, by comparing our
results to those of the algorithm originally proposed in [1].

x

d1

d2

d3

d4

time

(a)

P

Q

R

S

T

Possible MM Selected MM

x

d4

(b)

x

d4

(c)

time

vs.vs.

Pon&Pend
correct

Pon Pend
correct incorr.

Pon&Pend
incorr.

Pon&Pend
correct

Pon&Pend
correct

Pon&Pend
correct

Fig. 2. (a) SDWT for scales d1−d4 of different ECG beat morphologies and additional
noise, (b) P wave segmentation result for approach proposed in [1] and (c) for approach
proposed in this work.
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The importance of automatic electrocardiogram (ECG) analysis is reflected
in the intense research activity in this area. Reliable computer-assisted cardiac
disorder detection can efficiently contribute the management of clinical situa-
tions. There are certain cases, like long-term monitoring, where the timely de-
tection of abnormal heart conditions is a key issue but human-based examination
is extremely time-consuming. Automatic heartbeat analysis can assists medical
doctors in making a diagnosis of cardiac disorders. Cardiac arrhythmia is a group
of conditions in which the heart shows abnormal behaviours or activities. The
usual way to categorize the arrhythmia types is the classification of heartbeats
into one of the 5 or 16 predefined classes. There have several methods been
published using different kind of feature extraction methods and classification
algorithms [7, 9, 10]. A common approach is to apply a proper transformation to
extract morphological and dynamic features of each heartbeat and use a machine
learning classification algorithm [8]. The validation of the methods is performed
by using the standard MIT-BIH arrhythmia database (distributed by the Mas-
sachusetts Institute of Technology and the Boston’s Beth Isreal Hospital) [11]
that consists of more than 100 000 heartbeats of 48 signals providing reference
annotations for each heartbeat, including the location of the QRS complex and
the manually specified class of the heartbeat.

Orthogonal transformations, like the classical trigonometric, wavelet etc. are
popular in signal processing with a long history. Yet we propose adaptive rational
function systems [1, 2] for heartbeat classification. The so called poles are the
parameters of the system that can be adaptively adjusted to the individual
signal. Besides its adaptivity another reason why rational function systems are
so efficient in ECG processing is that with proper choice of poles, the shapes
of the corresponding elements of the rational function system follow the shapes
of the segments, i.e. the P and T waves and the QRS complex of heartbeats.
Therefore there is a strong connection between the shape of the ECG curve and
the poles and coefficients of the rational system. The rational transformation
gives a simple analytic representation of the curve with good approximation
properties and good compression ratio. In recent years, several applications of
rational transforms on ECG signals [1–6] have been published.

� Supported by the New National Excellence Program of the Ministry of Human Ca-
pacities of Hungary.

�� This research was supported by the Hungarian Scientific Research Funds (OTKA)
No K115804.
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The rational transform applied to the ECG signal provide the coefficients and
the poles which together can serve as morphological features. In addition, four
common RR interval parameters as dynamic features are included. A support
vector machine classifier is utilized for the classification of heartbeats into one
of the 16 classes, independently for two leads of ECG. The fusion of the two
decisions gives the final classification result. We validated our method on the
MIT-BIH arrhythmia database, where we got an overall accuracy of 99.43%
(99.64% with 1%, 99.8% with 1.65% rejection) in the ’class-oriented’ evaluation
scheme. We note that several issues had to be considered in every phase of the
process. For instance in order to get an appropriate rational system to perform
the transform one needs to find out the optimal number and multiplicities of the
poles along with their locations. On the other hand in the construction of the
feature vector a proper balance between local, and global morphological, and
dynamic features should be taken care of. Finally, also the design of an effective
classification algorithm raised several questions.

References
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beat classification for arrhythmia detection: A survey. Computer Methods and
Programs in Biomedicine, 127, 144–164 (2016)

11. Goldberger, A.L., et al. : PhysioBank, PhysioToolkit, and Physionet: Compo-
nents of a New Research Resource for Complex Physiologic Signals. Circula-
tion [Online]. 101, 215–220 (2000). Available: http://circ.ahajournals.org/

cgi/content/full/101/23/e215

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

200



Rational Variable Projection Methods in Signal
Processing
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Certain problems in signal processing like compression, feature extraction,
etc., can be interpreted as approximation and optimization problems. To this
end, an appropriate function space H is chosen first to the given problem and
the signals are considered as the members of this space. In order to simplify the
representation, linear models are preferred. Then, the signals f ∈ H are usually
modeled by finite linear combinations of the elements of a specific function sys-
tem {Φk | 0 ≤ k < n} in such a way that the approximation error is minimized:

dist(f,S) := min
g∈S

‖f − g‖ = ‖f − f̂‖ (S ⊂ H) . (1)

For instance, in [1] and [2], the electrocardiographic (ECG) signals were consid-
ered as elements of H = H2(D) the Hardy space on the open unit disk D, while
the function system was the so-called Malmquist–Takenaka (MT) system:

Φk(a; z) =

√
1− |ak|2
1− akz

k−1∏
j=0

z − a

1− az
(z ∈ D , 0 ≤ k < n) ,

where a := (a0, a1, . . . , an−1) ∈ Dn denotes the inverse pole vector of these
rational functions. One can show that for any f ∈ H2(D) the radial limit function
f(eit) := limr→1−0 f(re

it) also exists, which belongs to L2(T) (see e.g., [3]). In
this case the norm in Eq (1) can be written as ‖f‖ = ‖f‖L2(T), where T denotes

the torus and ‖.‖Lp(T) is the usual Lebesgue norm. Therefore one can define a

scalar product in H2(D) by

〈f, g〉 := 1

2π

∫ π

−π

f(eit)g(eit) dt (f, g ∈ H2(D)) .

The MT system is an orthonormal function system with respect to this scalar
product, hence 〈Φi(a; ·), Φj(a; ·)〉 = δij (0 ≤ i, j < n) for any a ∈ Dn. Thanks to
this property and the fact that (H2(D), 〈·, ·〉) is a Hilbert space, the orthogonal
projection to S(a) := span {Φk(a; ·) | 0 ≤ k < n} gives the solution to the mini-
mization problem in Eq. (1). The orthogonal projection can be easily calculated
as

S(a) � f̂(a; z) :=
n−1∑
k=0

〈f(·), Φk(a; ·)〉Φk(a; z) ,

� This research was supported by the Hungarian Scientific Research Funds (OTKA)
No K115804.
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where a ∈ Dn is a given inverse pole vector. Note that the subspace S(a) depends

on the parameter vector a (cf. Eq. (1)), thus the rational approximation f̂(a; z)
is an adaptive signal model.

Proper selection of the features is of key importance in data reduction prob-
lems such as signal compression, smoothing and classification. Hence the param-
eter vector a must be adequately chosen. To this end the following optimization
problem is considered:

min
a∈Dn

r2(a) := min
a∈Dn

‖f(·)− f̂(a; ·)‖L2(T) ,

where r2(a) is the so-called variable projection functional [4].
In this work, we will construct a compact signal model for f ∈ H2(D) by

finding the optimal inverse pole vector a ∈ Dn, which minimizes r2(a). In order
to avoid getting stuck in local minima, we will use global optimization techniques
such as the hyperbolic variation of the particle swarm optimization HPSO algo-
rithm [5]. Local optimizations like Gauss–Newton type methods can also be used
to improve the results of HPSO. We will recall these algorithms and demonstrate
their performance on real ECG signals of the PhysioNet MIT-BIH database [6].
Although our case study includes only ECG signals, the proposed algorithm can
be applied to other signals as well (see e.g., [7] and [8]).
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The heart rate variability (HRV) is a measure that plots the instant interval
between two consecutive heartbeats (R-peaks) over time. The interval is mea-
sured from one ventricle contraction of heartbeat n− 1 to the next contraction
of heartbeat n. Since heart frequency changes the HRV R[n] represents a non-
equidistant sequence. This sequence contains fundamental information about the
condition of the individual heart and the cardiovascular regulatory mechanisms
of the autonomic nervous system (ANS) [1].

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

R[n]

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

R
[n
+1
]

SD1

SD2

Fig. 1. Scatterplot with SD1 and
SD2 (in grey)

A common method of visualization of HRV
data is the Poincaré plot (Fig. 1), a scatter-
plot showing R[n+ 1] over R[n], which is used
to categorize data into functional classes, in-
dicating the integrity of the heart and possi-
ble heart failures [2]. For assessing information
about the ANS two parameters of the Poincaré
plot are frequently used. The parameter SD1
contains information about vagal efferent ac-
tivity (parasympathetic tone) and SD2, is a
measure for the combination of sympathetic
and parasympathetic tone [3]. Fig. 1 shows a
Poincaré-plot of a patient without autonomic
dysfunction in supine position. Another way
to evaluate the two branches of the ANS has
been shown in [4]. There, spectral analysis of
the HRV by a continuous wavelet transformation (CWT) with a non-analytical
Morlet wavelet has been applied to confirm the presence of an autonomic dys-
function in demented patients. The change from time-domain analysis to time-
frequency analysis appears to be a paradigm change in the medical society, which
should be evaluated for validity also from a technical point of view. Therefore
we compared the scatterplot dependent ANS evaluation results with the perfor-
mance of the CWT using the same dataset we presented in [4]. Furthermore, we
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modified the scatterplot metric to improve its application for ANS evaluation in
demented patients.

Patients without autonomic
dysfunction

Patients with autonomic
dysfunction

x x̃HUT − x̃SUPINE p-value [%] x̃HUT − x̃SUPINE p-value [%]
SD1[μs] -3.8 11.9 -1.3 19
SD2[μs] 2.7 84.2 -5.9 39.5

PLF [%][4] 6.5† 3.5 2.3 39.5

PHF [%][4] -6.5† 3.5 -2.3 39.5

modified Scatterplot metric

SD1[%] -4.3† 4.23 -0.3 83.6

SD2[%] 4.3† 4.23 0.3 83.6
Table 1. Difference in median values of characteristic parameters x extracted from the
HRV according to postural challenge (x̃HUT − x̃SUPINE) within each patient group
with corresponding p-values. († · · · significant at level 0.05)

In [4] we showed that for demented patients without autonomic dysfunc-
tion a significant modulation of autonomic activity occurs in the low-frequency
(LF) band during postural challenge. This allows to distinguish this group from
the patient group with autonomic dysfunction where no significant autonomic
modulation was detectable in the LF band. Table 1 shows exemplary results of
the Wilcoxon rank sum test for equality of the medians of CWT and scatter-
plot parameters comparing the supine and the Head Up Tilt (HUT) position
of each patient group. Only the normalized power (PLF , PHF ) (already used in
[4]) and the modified scatterplot parameters have been able to reflect autonomic
modulation in patients without autonomic dysfunction thus distinguishing the
two patient groups and therefore being possibly helpful in diagnosing hampered
autonomic modulation. However, calculating the CWT is much more complex
than calculating the scatter plot based metrics. Especially when thinking about
implementing such detection algorithms in battery powered devices this presents
a huge disadvantage. In this work we present strategies to improve the detec-
tion quality of the scatter plot based metrics SD1 and SD2 that finally show a
similar detection quality as the CWT based approach.
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1 Introduction

Droplet-based microfluidic systems refer to systems, where tiny volumes of flu-
ids, so-called droplets, flow in channels of micrometer scale [1]. Typically, the
droplets are generated using a T-junction, where a fluid (dispersed phase) in
form of droplets is dispersed into another immiscible fluid (continuous phase),
acting as carrier fluid. Initially, droplet-based microfluidic systems were intro-
duced approximately one decade ago, as a promising platform for advanced diag-
nostics and therapeutics [2]. However, recently droplet-based microfluidics have
been used for information transmission and simple computing. In [3], for the first
time, a simple droplet-based communication system was proposed. The idea of
information transmission was extended in [4], by introducing different method-
ologies for information encoding using droplets, e.g., the presence/absence of
droplets or the distance between two consecutive droplets. A first step towards
computing in microfluidic systems was made in [5,6], by implementing Boolean
functions (e.g., AND gate) in the microfluidic domain. However, to the best of
our knowledge, no work has been devoted to enabling arithmetic operations in
droplet-based microfluidic systems.

2 Droplet-Based Computation

To enable arithmetic operations in droplet-based microfluidic systems, we adapt
the concept of stochastic computation (SC) [7] for the microfluidic domain.
In conventional stochastic computation a fractional number between 0 and 1
is represented by a serial stochastic bit stream. The occurrence of 1’s in a bit
stream relative to the stream length describes the desired number. For example,
a bit stream of length 10 including 5 1’s, represents the number 5/10. It is im-
portant to note that the position of 1’s in the stream is not prescribed and, thus,
different streams exists for the same number. In SC arithmetic operations are
performed using simple logic circuits, e.g., a multiplication can be implemented
using an AND gate. Thus, the benefits of SC are twofold. First, since the in-
formation lies in the stream and not in the individual bits, SC has an inherent
fault tolerance1 and requires no synchronization among the streams. Second, SC
1 A bit flip in a serial stochastic stream does not significantly change the represented

number. In conventional binary radix encoding a bit flip may cause huge errors,
depending on the location of the flipped bit.
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Fig. 1. Droplet stream representing the number 5/10 = 0.5.

allows to implement arithmetic operations using low-complexity logic circuits.
However, a drawback of SC is the long computation time, since a high-precise
number representation requires long streams. Thus, SC is especially suitable for
low-precision applications, e.g., decoding of low-density parity-check codes [8].
Obviously, a droplet stream can realize a serial stochastic bit stream, as re-
quired for SC. Therefore, the droplet transmission is divided into time slots and
a droplet is generated for a 1 and no droplet for 0. A droplet stream representing
the number 0.5 is shown in Fig. 1. Thus, applying droplets streams to the mi-
crofluidic logic gates proposed in [5,6] enables droplet-based microfluidic systems
to perform arithmetic operations.
In this paper we introduce the adaption of the stochastic computation concept
for the microfluidic domain. Furthermore, we present the implementation of
arithmetic operations based on microfluidic logic circuits and finally, we validate
our approach through computer simulations and discuss the constraints of our
approach in real-life applications.
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1 Introduction

Flyback converters are commonly used in switching mode power supplies. An
essential component of a flyback converter is the high-frequency transformer. In
order to ensure a faultless operation of the converter even at high operating fre-
quencies, the parasitic capacitive effects in the transformer have to be considered
during the engineering process. The negative effects of the parasitic capacitances
on the currents in the converter windings increase with rising operation frequency
[1]. The aim of this paper is to draw a comparison between analytic calculation
methods and FEM simulations by means of a sample transformer model. Ad-
ditionally the effects of the parasitic capacitances on the converter currents are
presented.

2 Methods of Calculation

There are two different approaches for the calculation of parasitic capacitances
in transformers. The first one is based on easy to use equations which depend on
a strong simplification of the complex task. The second one applies the finite ele-
ment method to calculate a matrix of parasitic capacitances. The computational
cost of the second approach is significantly higher [2]. Hence it is evaluated if
the analytic approach is applicable for an automated calculation of the parasitic
capacitances or if the finite element method has to be used. It is also verified that
the dynamic component of the electric field can be neglected for the calculation
of the parasitic capacitances for frequencies up to a few hundred kilohertz.
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3 Comparison of Results

Calculation and simulation of the turn-to-turn and layer-to-layer capacitances
are conducted by use of simple coil models. The capacitances are calculated using
analytical equations in Wolfram Mathematica and are compared to simulations
performed in Comsol Multiphysics R©.

4 Effects of the parasitic Capacitances

To demonstrate the impact of parasitic capacitances on the currents of a flyback
converter, a SPICE simulation is implemented. The simulation is conducted with
and without the prior determined parasitic capacitances. The parasitic capac-
itances are modelled as lumped capacitors in the simulation. The simulation
results are compared with measurement results. It becomes apparent that the
parasitic capacitances have an significant influence on the converters primary
and secondary current.

5 Conclusion and future prospects

The parasitic turn-to-turn capacitance is calculated with two different equations
[1]. The first one is valid for conductors which are in contact at the insulation sur-
face. The calculated capacitance is 2.63 pF and the equivalent simulation result
is 2.66 pF. If the distance between the conductors is increased, another equation
has to be used and the conformity is not so good anymore. The difference is
about 30% and can be explained by the limited range of validity for the input
parameters of the analytic equations. The layer-to-layer capacitance is calcu-
lated by use of the cylindrical capacitor model [3]. The result is 14.93 pF and is
therefore underestimating the simulation result by 12%. Analytic equations are
suitable to estimate the parasitic capacitances of a specific transformer but they
are not suitable for an automated calculation of them. The reason for this is that
there are numerous analytic equations for different use cases and each equation
is only valid for a specific range of input parameters. A FEM-based approch
is prefered for the automated calculation of parasitic capacitances. Future steps
will be to conduct a 3D simulation in the software ANSYS Maxwell to determine
the influence of edge effects which are neglegted in the 2D simulation.
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Partial Discharge (PD) is a common reason for failures in power stations
[1]. Various kinds of PD sources have been discovered and characterized in the
past, which are more or less malicious for the overall system. Additionally, each
type of PD has its specific fingerprint within possible signal representations of
the latter’s occurrence. While many different physical layers of representation of
PD pulses may be thought of [2], in very recent years one method gained high
interest among researchers and also power plant operators, which explores the
ultra high frequency (UHF) components contained in the electromagnetic signal
generated by PD events [1, 2].

A crucial point towards implementing such an installation is the possibility,
to extract the UHF signal and its parameters of interest from a received signal
containing both multiple signals caused by PD sources and noise. As there is com-
parably little knowledge about real systems, currently plenty of different signal
processing approaches can be observed in the community. For instance, a method
for UHF PD source detection has been proposed, which is based on energy es-
timations along four different frequency ranges in the analog domain [3]. Based
on the spectrum estimation for these ranges a classification and characterization
of the PD pulse can be done. Different approaches use averaging of consecutive
sample data sets for extracting the wanted signal from the noisy background [4]
and/or discrete wavelet implementations, which are very well suited for extract-
ing characteristic features from the underlying signal [4, 5]. Further methods are
based on Empirical Mode Decomposition (EMD) [6] or foster investigations to-
wards using Neural Networks (NN) [7] or Support Vector Machines (SVM) [5,
8]. Those are suited for discovering properties of non-stationary signals in the
time domain (EMD), optimized classification of data sets generating an optimal
decision corridor between adjacent classes (SVM), and introducing advanced
machine learning algorithms into the field of PD detection (NN). Alternative
approaches can be found using the Cumulative Energy Function [9], allowing a
data compression in frequency and time domain in parallel, Mathematical Mor-
phology Gradient Implementations [6, 9], exploring virtual geometric structures
contained in the PD data, and Generalized S-Transform and Module Time-
Frequency Matrix [10], which also allows analyzing the underlying data in both
the frequency and time domain. Finally, one more method has to be mentioned,
which is based on Spatial Clustering and allows to reduce the input sampling
rate of the UHF receiver, which is an important property for low power sensor
nodes [11].
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Currently, plenty of concurrent methods on PD evaluation in the UHF range
are under investigation. Real world field tests will show, which method or com-
bination of methods will be the most suitable. As a follow-up of the research
presented in this paper, this aspect will be covered in a deeper sense.
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1Dept. of Signal Processing, Tampere University of Technology, Tampere, Finland

2Faculty of Computer Science, Technical University of Dortmund, Dortmund, Germany

The Walsh dyadic analysis emerged in late sixties and early seventies as a mathe-
matical discipline aimed at providing a form of spectral Fourier-like analysis tailored for
signals modeled by two-level piecewise constant functions and, therefore, making them
compatible with digital computing devices based on elements with two sable states. At
the same time, the dyadic analysis provided an answer to demands for a spectral anal-
ysis with simplified computations because the limited computing power of computing
devices at that time.

The relentless complexity of contemporary and future digital systems, regains a new
interest to Walsh dyadic analysis. Being primarily intended as a mathematical support
in solving various signal processing and system design tasks, the dyadic analysis imme-
diately required the concept of a derivative that will enable differentiation of piecewise
constant functions.

The answer was provided by James Edmund Gibbs who introduced the concept that
is now called the Gibbs dyadic derivative as follows [4].

Consider the group Gn whose elements are the n-tuples x = (x0, x1, . . . , xn−1)
with xi ∈ {0, 1}, and the group operation is coordinatewise addition modulo 2 denoted
by ⊕. For each function f in the space Ln of all bounded complex-valued function on
Gn, the Gibbs dyadic derivative is a function f [1] ∈ L defined by

f [1](x) = −
1

2

n−1∑
r=0

(f(x⊕ 2r)− f(x))2r.

In a report from April 1970, in Section 4.1 entitled Dyadic differentiation, F. Pich-
ler extended this definition to real valued functions of a continuous nonnegative real
variable by attaching, if possible, to each function another function [7]

f [1](x) =

∞∑
k=−∞

(f(t)− f(t⊕ 2−k))2k−2,

called the first dyadic derivative.
Two papers [1] and [3], introducing the concept of the Butzer-Wagner derivative,

which can be viewed as the extension of the concept of the dyadic differentiation to
infinite dyadic group, alternatively the interval [0, 1), were completed in preprint form in
the autumn of 1971. See, also [2]. The Butzer-Wagner derivative is defined for x ∈ [0, 1)
as

f [1](x) =
1

2

∞∑
j=1

2−j(f(x)− f(x⊕ 2−j)),
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where x =
∑

∞

j=1 xj2
−j , y =

∑
∞

j=1 yj2
−j , for xj , yj ∈ [0, 1), and the addition is

defined as x⊕ y =
∑

∞

j=1 |xj − yj |2
−j .

Since starting from the initial definitions, these operators were viewed as differential
operators for functions on groups, the same line of thinking was continued by J.E. Gibbs
and his associates [5], [6], and have also been accepted by several other authors [11].
The scope of the definition was extended and generalized to various Abelian and finite
and compact non-Abelian groups [8], [9], [10] including also differentiation of different
classes of signals and two-dimensional signals [12].

In this paper, we discuss evolution of the concept of the Gibbs dyadic differentiation
and provide a classification of these differential operators on groups. We also point the
fields of applications of these differential operators.
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11. Stanković, R.S., Astola, J.T., Gibbs Derivatives - the First Forty Years, TICSP Series #39,
Tampere International Center for Signal Processing, Tampere, Finland, 2008, ISBN 978-952-
15-1973-4, ISSN 1456-2774.
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Abstract. The utilization of lattices of Boolean functions for the syn-
thesis of circuits combines the benefits of more freedom for optimization
with limited calculations on mark functions. We extend the known hier-
archy of lattices by a third level.

1 Introduction

Boolean functions specify the output values for all input combinations. Very
often not all combinations are needed. Functions for which not all output values
are specified are called incompletely specified functions (ISF). ISFs play a central
role in the optimization of logic circuits as they represent the degrees of freedom
for the assignment of a circuit structure [1].

From another point of view an ISF represents a set of Boolean functions from
which an arbitrary one can be selected and realized in a circuit. An ISF with
|fϕ| don’t cares specifies a set of 2|fϕ| completely specified Boolean functions.
This set of functions satisfies the rules of a Boolean lattice.

2 Three Mark Functions of a First-Level Lattice

A benefit of a lattice is that an exponential number of Boolean functions can be
described by two of the three mark functions fq(x), fr(x), and fϕ(x). The set of
all 2n input patterns x = (x1, x2, . . . , xn) of an incompletely specified function
can be divided into three disjoint sets:

– x ∈ don’t-care-set ⇔ fϕ(x1, . . . , xn) = 1
⇔ it is allowed to choose the function value of f

without any restrictions,
– x ∈ ON-set ⇔ fq(x1, . . . , xn) = 1

⇔ (fϕ(x1, . . . , xn) = 0) ∧ (f(x1, . . . , xn) = 1) ,
– x ∈ OFF-set ⇔ fr(x1, . . . , xn) = 1

⇔ (fϕ(x1, . . . , xn) = 0) ∧ (f(x1, . . . , xn) = 0) .

A function f(x) belongs to a first-level lattice L1 〈fq(x), fr(x)〉 if it satisfies the
condition:

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) = 0 . (1)

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

213



3 Second-Level Lattices of Boolean Functions

Derivative operations of the Boolean Differential calculus are very useful for the
synthesis of circuits [2]. Such operations can be executed for lattices of Boolean
function based on their mark functions. The results of vectorial derivative oper-
ations are lattices that can not expressed by (1). A more general definition for
such second-level lattices L2

〈
fq(x), fr(x), f

id2(x)
〉
was published in [3, 4, 5]:

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) ∨
k∨

i=1

∂f(x)

∂x0i
= 0 , (2)

where f id2(x) (the independency function of the level 2) is the disjunction of
certain vectorial derivatives as shown as last term in (2).

4 Third Level in the Hierarchy of Lattices

A lattice L2 as described in (2) can be the result of a vectorial derivative of a
lattice L1. Lattices L2 have the benefit that they describe only functions that are
independent of certain directions of change. However, there are lattices which
do not satisfy this strong requirement for the whole Boolean space, but for the
region of the don’t-care-set. Lattices L3

〈
fq(x), fr(x), f

id2(x), f id3(x)
〉
of this

new third level in the hierarchy of lattices are defined by:

f(x) ∧ fq(x) ∨ f(x) ∧ fr(x) ∨
k∨

i=1

∂f(x)

∂x0i
∨ fϕ(x) ∧

⎛⎝ l∨
j=1

∂f(x)

∂x0j

⎞⎠ = 0 , (3)

where f id3(x) (the independency function of the level 3) is the disjunction of
certain vectorial derivatives restricted to fϕ(x) = 1 as shown as last term in (3).
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Wavelet analysis has established itself in the last 20-30 years as a fertile
branch of analysis, and has a lot of links to real world applications, e.g. to image
and signal analysis and to storage of fingerprints. There are many interesting
books in this area, e.g. Daubechies [2], Hernandez and Weiss [6], Walnut [10],
moreover several papers have appeared ([1, 7–9, 13–15]). The continuous wavelet
transform of f with respect to a wavelet g is defined by

Wgf(x, s) = 〈f, TxDsg〉 (x ∈ R, s ∈ R, s �= 0),

where Ds is the dilation operator and Tx the translation operator. Under some
conditions on g and γ the inversion formula holds for all f ∈ L2(R):∫

R

∫
R

Wgf(x, s)TxDsγ
dxds

s2
= Cg,γf,

where the equality is understood in a vector-valued weak sense (see Daubechies
[2] and Gröchenig [5]). The convergence of this integral is an important problem.
In fact, there are several results on the convergence of the inverse continuous
or discrete wavelet transform (see e.g. [1, 7–9, 13–15, 11, 12]). In this paper we
summarize the results about the convergence of

lim
S→0,T→∞

∫
S≤|s|≤T

∫
R

Wgf(x, s)TxDsγ
dxds

s2

including the case when T = ∞.
In the proof of these results, we use summability theory, more exactly, a

general method of summation, the so called θ-summation method, which is gen-
erated by a single function θ. The means generated by the θ-summation are
defined by

σθ
T f(x) :=

∫
R

θ

(−t

T

)
f̂(t)e2πıxt dt.

In Feichtinger and Weisz [3, 4] we have proved that under some conditions of the
Fourier transform of θ, the θ-means σθ

T f converge to f almost everywhere or at
Lebesgue points and in norm as T → ∞, whenever f is in the Lp(R) space or in
a Wiener amalgam space.

� This research was supported by the Hungarian Scientific Research Funds (OTKA)
No K115804.
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11. F. Weisz. Inversion formulas for the continuous wavelet transform. Acta Math.

Hungar., 138:237–258, 2013.
12. F. Weisz. Inverse continuous wavelet transform in Pringsheim’s sense on Wiener

amalgam spaces. Acta Math. Hungar., 145:392–415, 2015.
13. M. Wilson. Weighted Littlewood-Paley Theory and Exponential-Square Integrabil-

ity, volume 1924 of Lecture Notes in Mathematics. Springer, Berlin, 2008.
14. M. Wilson. How fast and in what sense(s) does the Calderon reproducing formula

converge? J. Fourier Anal. Appl., 16:768–785, 2010.
15. A. Zayed. Pointwise convergence of a class of non-orthogonal wavelet expansions.

Proc. Am. Math. Soc., 128:3629–3637, 2000.

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

216



Analysis of Patterns with the Reed-Muller-Fourier
Transform

1Claudio Moraga, 2Radomir S. Stanković
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Extended Abstract

Let Γ be a finite ordered set of colors with cardinality p, and Zp the ring of integers
modulo p, (Zp,⊕, ·). Let β : Γ → Zp be a bijection assigning an element of Zp to each
color in such a way that the ordering of the colors is preserved. Pixels are atoms of a
picture and carry a single color. (The size of a pixel is defined according to requirements
of geometric and chromatic resolution for a picture under consideration.) A pattern is
an array of pixels. In this paper, a pattern is also a matrix with entries from Zp obtained
by applying β to every pixel of a picture. Operations among patterns are conducted on
the corresponding matrices. Pattern attributes associated to a matrix are understood as
attributes of the pattern represented by such a matrix.

In what follows, some properties of patterns will be studied in a transform domain.
In this paper, we select the Reed-Muller-Fourier (RMF) transform [1], [2]. It is known
that this transform matrix is lower triangular, self-inverse and has a Kronecker product
structure [3]. Moreover, this transform is based on the Gibbs convolutional product [4].
Fig. 1 shows the basic transform matrices for p = 3, 4, and 5 as will be used in this
paper.

R3(1) =

[
1 0 0
1 2 0
1 1 1

]
R4(1) =

⎡⎢⎣ 1 0 0 0
1 3 0 0
1 2 1 0
1 1 3 3

⎤⎥⎦ R5(1) =

⎡⎢⎢⎢⎣
1 0 0 0 0
1 4 0 0 0
1 3 1 0 0
1 2 3 4 0
1 1 1 1 1

⎤⎥⎥⎥⎦
Fig. 1. RMF transform matrices for p = 3, 4, and 5.

The following notation will be used in the rest of the paper: A(n) will denote a
(pn × pn) matrix (and pattern). A(n,m) will denote a (pn × pm) matrix (and pattern).
For the RMF-transform matrix, the notation R(n) will be used. Ones(n) represents a
matrix with all entries equal to 1. Zeroes(n) is a matrix with all entries equal to 0.
Single(n) represents a matrix with all entries equal to 0, except for the element at the
left upper corner, which is equal to 1. For the analysis of patterns, a two-sided RMF-
transform will be used (see definition below), the transformed pattern will be called
”spectrum” and will be identified by Σ. Unless otherwise specified, all operations will
be done in the ring (Zp,⊕, ·).
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Definition 1 Given a pattern A(n,m), its spectrum ΣA(n,m), is calculated as

ΣA(n,m) = R(n) ·A(n,m) · (R(m))T ,

and

A(n,m) = R(n) ·ΣA(n,m) · (R(m))T ,

where T denotes the matrix transpose.

Lemma 1 (Proofs will be given in the full paper)
If C(n,m) = A(n,m)⊕B(n,m) then ΣC(n,m) = ΣA(n,m)⊕ΣB(n,m).

Lemma 2 If C(n + r,m + s) = A(n,m) ⊗ B(r, s) then ΣC(n + r,m + s) =
ΣA(n,m)⊗ΣB(r, s).

Lemma 3 ΣOnes(n,m) = Single(n,m) and ΣSingle(n,m) = Ones(n,m).

Remark 1 The Lemma 3 is a two-dimensional extension of the Fourier transform of
an impulse. This property is not preserved if a number theoretic transform based on
Fermat primes is used [5].

Lemma 4 Let J(n) denote the pattern with 1s along the diagonal with positive slope
and all other entries are equal to 0. If p is a prime, then this pattern is a fixpoint of the
transform, i.e., ΣJ(n) = J(n).

Definition 2 A mosaic is the Kronecker product of Ones(n,m) and a seed D(r, s).

Example 1 Let M denote a mosaic M(2 + r, 3 + s) = Ones(2, 3) ⊗ D(r, s). From
lemmas 2 and 3 given above,

ΣM = ΣOnes(2, 3)⊗ΣD(r, s) = Single(2, 3)⊗ΣD(r, s).

It follows that ΣM is a (p2+r × p3+s) block matrix, where the left upper block
represents the spectrum of the seed D, and all other blocks are Zeroes(r, s) matrices.

It is simple to see that if the original mosaic becomes a single noisy pixel, it will
no longer be a proper mosaic and several, if not all, original Zeroes matrices will be
contaminated. The effect of noise will be detected. Other properties of patterns, such as
symmetry, chroma-shifting, folding and mirroring will be studied in the full paper.
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Bent functions are a particular class Boolean functions with applications in
coding theory, cryptography, spread spectrum communications, and some other
areas [1]. They are defined as functions satisfying the perfect nonlinearity crite-
rion, which in the spectral domain can be expressed as the requirement for the
flat Walsh spectrum in (0, 1) → (1,−1) encoding. The term flat means that for
a given function f all its Walsh spectral coefficients Sf have the same absolute
value equal to 2n/2. In the considered encoding, Walsh spectra of Boolean func-
tions must have the sum of Walsh coefficients equal ±2n. For bent functions, this
requirement implies a restriction to the number of positive and negative values
in the functions vector. For example, for n = 4, the number of negative values
in the function and the Walsh spectrum can be either 6 or 10. This property is
related to the characterization of bent functions in terms of the Gibbs dyadic
derivatives [4] that is considered in the present paper.

The Gibbs dyadic derivative is defined as an operator sharing many of prop-
erties of the Newton-Leibniz derivative but acting on functions in binary (logic)
variables [2]. It is defined as an operator having the discrete Walsh functions
as eigenfunctions and elements of the sequence G = {0, 1, . . . , 2n − 1}, n is the
number of binary variables, as eigenvalues [2]. For a Boolean function f , the
Gibbs dyadic derivative can be expressed as a vector Df of integer values whose
elements di, i = 0, 1, . . . , 2n − 1, are called the Gibbs coefficients.

In the Gibbs derivative of a bent function, the coefficients with the negative
values appear at the same positions as the negative values in the function vector.
Therefore, the number of negative values in the function is the same as in the
Gibbs derivative, which is not necessarily the case in the Walsh spectrum.

For bent functions, the Gibbs coefficients are mutually different and their
absolute values are equal to the eigenvalues of the Gibbs derivative. It is impor-
tant to notice that for a bent function all the eigenvalues should appear as its
Gibbs coefficients. For other Boolean functions this is not the case. Therefore,
for two bent functions, the Gibbs dyadic derivative differ just in the order of
Gibbs coefficients.

Example 1 Consider the bent function specified by the function vector in (0, 1) →
(1,−1) encoding as F = [−1, 1, 1, 1, 1, 1, 1,−1,−1, 1,−1,−1, 1, 1,−1, 1]T. The
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Walsh spectrum Sf = [4,−4, 4,−4,−4,−4,−4,−4, 4, 4,−4,−4, 4,−4,−4, 4]T is

flat, and its Gibbs derivative takes all eigenvalues with 6 negative Gibbs coeffi-

cients at the same positions as negative function values in the function vector

Df = [−7, 1, 10, 12, 4, 2, 9,−15,−5, 3,−8,−14, 6, 0,−11, 13]T , and 10 negative

values in the Walsh spectrum at different positions. The sum of absolute values

is equal 60 for both positive and negative Gibbs coefficients.

There cannot be bent functions with the same order of absolute values of
Gibbs coefficients except the function f and its logic complement f = f⊕1. The
pairs of bent functions (f, f) share the Gibbs derivative with the same order of
Gibbs coefficients, but with opposite signs.

Remark 1 Bent functions are uniquely characterized, up to their logic comple-

ments, by the permutations of their Gibbs coefficients.

The permutations are not arbitrary, the structure of the permutation ma-
trices P = [pi,j ] assigned to the Gibbs derivatives of bent function reflects the
structure of the Gibbs matrix that defines the Gibbs differentiator as a linear,
singular, but invertible operator [2], [3], [5]. The appearance of non-zero values
in P is determined in terms of the values of Gibbs coefficients and the cyclic shift
of the function δ = [1, 0, . . . , 0]T . Another condition comes from the assignment
of positive and negative signs to the Gibbs coefficients. It is required that the
Gibbs coefficients can be permuted in such a way that the absolute values of the
sums of Gibbs coefficients with positive and negative values have to be exactly
2(n−2) · 2n − 1. This does not hold for functions that are not bent. From these
requirements it follows a specific block structure of permutation matrices ap-
pearing in Gibbs characterization of bent functions that is the subject of study
in the present paper. The considerations are restricted on an analysis of all 896
bent functions of four variables and subsets of bent functions for n = 6 and
n = 8.
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It has long been known that some transformations of a binary function has

the effect of only a permutation of some coefficients in the Walsh-Hadamard
spectrum or just change the sign of some coefficients. Those operations are known
as invariant operations in the Walsh-Hadamard domain, [2]. We first present the
definition of the Walsh-Hadamard spectrum, [3].

Definition 1 Walsh spectrum
The Walsh Hadamard spectrum Sf (n) of the binary function f(x1, x2, · · · , xn)
of n variables is defined as:

Sf (n) = W(1)⊗nF(n) (1)

where W(1) =

[
1 1
1 −1

]
and F(n) is the truth vector of the function f in (1,−1)

coding.

Sf (n) is a vector of 2n coefficients. Here we will use a notation of the coeffi-
cients in the spectrum with a binary subscripts Sb1,b2,···,bn where bi ∈ (0, 1), i =
1, 2, · · · , n: Sf (n) = [S00...0, S00...1, · · · , S11...1].

There are five invariant operations in the Walsh-Hadamard domain known
as: complement of the function, complement of the input variable, permutation
of two input variables, linear translation and disjoint linear translation. Those
operations have beed used for spectral classification and carracterisation of some
classe sof Boolean functions, [2], [1]. Here will be shown some new operations
defined for the functions with n ≥ 5 variables, which have disjoint products
of two variables in their polynomial forms. As result of these new operations
only the values of some spectral coefficients will by permuted, like in case of the
known invariant operations.

Theorem 1 Modification of a binary function f with an odd number of input
variables n = 2 ∗ k + 1 (k ≥ 2), witch has a sum of disjoint products of two
variables in its polynomial form:

f(x1, x2, · · · , xn) = xi1xi2 ⊕ xi3xi4 ,

where (i1, i2)∩ (i3, i4) = φ, into a function g = f ⊕xj1xj2xj3 where j1 ∈ (i1, i2),
j2 ∈ (i3, i4) and j3 /∈ (i1, i2, i3, i4) results in the permiutation of the following
pairs of spectral coefficients:
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Sgb1,···,bj4=1,bj5=1,bj3=0,···,bn ↔ Sf b1,···,bj4=1,bj5=1,bj3=1,···,bn

where j4 = {i1, i2} \ j1 and j5 = {i3, i4} \ j2
All coefficients with bj4 = bj5 = 1, and bj3 = 0 in the subscripts will be

permuted with the coefficients with bj4 = bj5 = 1, and bj3 = 1 in the subscripts.

Proof of the Theorem 1 will be given in the full paper.

Example 1 The function f(x1, x2, · · · , , x5) = x1x2 ⊕ x3x4 has the spectrum
Sf = [8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 8, 0, 8, 0,−8, 0,−8, 0,−8, 0,
−8, 0, 8, 0]T , while the function g(x1, x2, · · · , x5) = f⊕x1x3x5 the spectrum Sg =
[8, 0, 8, 0, 8, 0,−8, 0, 8, 0, 0, 8, 8, 0, 0,−8, 8, 0, 8, 0, 8, 0,−8, 0,−8, 0, 0,−8,−8, 0, 0, 8]T .
In this case the following pairs of coefficients are permuted:

Sgb1,b2=1,b3,b4=1,b5=0 ↔ Sf b1,b2=1,b3,b4=1,b5=1

for b1, b3 ∈ (0, 1),

Theorem 2 Modification of a binary function f(x1, x2, · · · , xn) with an even
number of input variables n = 2 ∗ k (k ≥ 3), witch has a sum of disjoint
products of two variables in its polynomial expression: f(x1, x2, · · · , x2∗k) =
xi1xi2 ⊕ xi3xi4 ⊕ xi5xi6 , where (i1, i2) ∩ (i3, i4) ∩ (i5, i6) = φ, into a func-
tion g(x1, x2, · · · , xn) = f ⊕ xj1xj2xj3 where j1 ∈ (i1, i2), j2 ∈ (i3, i4) and
j3 ∈ (i5, i6, ); this operation results in the interchange of the following pairs
of spectral coefficients:

Sg ···,bj4=1,bj5=1,bj3=1,··· ↔ Sf ···,bj4=1,bj5=1,bj3=0,···.

Proof of the Theorem 2 will be given in the full paper.

Example 2 Consider the function f(x1, x2, · · · , x6) = x1x2 ⊕ x3x4 ⊕ x5x6 and
the function g(x1, x2, · · · , x6) = f ⊕ x1x3x5. In this case the following pairs of
spectral coefficients will be permuted: Sg20 ↔ Sf 22, Sg21 ↔ Sf 23, Sg28 ↔ Sf 30,
Sg29 ↔ Sf 31, Sg52 ↔ Sf 54, Sg53 ↔ Sf 55, Sg60 ↔ Sf 62, and Sg61 ↔ Sf 63.

Invariant operations, which introduce the possibility to add a lager product
to the sum of disjoint products of two variables are important in the context of
carracterisation of bent functions, [4].
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1 Extended abstract

Object detection algorithms are applied in diverse computer vision applications;
for instance, surveillance, traffic monitoring or melanoma detection. Recent ad-
vances in this area have been leaded by the availability of open-source datasets
(e.g. the PASCAL VOC 2012 [1], the MS COCO datasets [2], or the ILSVRC
competition [3]) and the application of deep learning techniques [5].

In order to evaluate the quality of object detection algorithms, the regions
of interest (ROIs) located by such algorithms are compared against the regions
manually annotated by experts (such regions are known as the gold standard
or ground truth) using different metrics. Some of the most widely employed
measures in this context are the area of intersection-over-union between two
detections [1], and pixel-level specificity, precision, and recall [7].

Since the task of comparing the detected regions against a gold standard is
necessary to measure the quality of object detection algorithms, we have de-
veloped a tool, called DetectionEvaluationJ, that facilitates such a process and
avoids reinventing the wheel. DetectionEvaluationJ is an ImageJ plugin [4] that
has been designed to evaluate the goodness of object detection algorithms using
several metrics. DetectionEvaluationJ takes as input a set of images, the gold
standard associated with such images, and the detected regions obtained by the
detection algorithm; and, it generates as output a report that summarises the
quality of the detection algorithm based on the available measures. This work-
flow is depicted in Figure 1.

DetectionEvaluationJ can handle different kinds of regions (including rect-
angles, circles, polygons, points, and other geometrical figures) both for the gold
standard and the detected regions. Such regions can be loaded in DetectionEval-
uationJ using either the internal representation employed in ImageJ or a new
format called ROIXML. The ROIXML format is based on the XML format and
is therefore independent of any particular computer system and extensible for
future needs. The structure of XML files following the ROIXML format is fixed
by an XML schema, that not only determines the structure of XML files but
also specifies and restricts the content of their elements. This schema has been
developed taking into account the information that is needed to encode different

� Supported by Ministerio de Educación y Ciencia, project MTM2014-54151-P
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kinds of ROIs. The ROIXML format simplifies interoperability since it allows
users from systems like OpenCV or Matlab to generate files that can be read by
DetectionEvaluationJ.

Once the gold standard and the detected regions are loaded in DetectionEval-
uationJ, the user can measure how good are the detected regions using the fol-
lowing pixel-level metrics: area of intersection-over-union, accuracy, precision,
recall, fallout, sensitivity, specificity, negative predictive value, false discovery
rate, false negative rate, LR+, LR-, and F-measure (α = 0.5, 1 and 2). In addi-
tion, the user can load the output of several detection algorithms and compare
their quality using the aforementioned metrics and the ROC space. Analogously,
this plugin can also be applied to study inter-rater agreement among experts [6].

Fig. 1. Workflow of DetectionEvaluationJ

DetectionEvaluationJ is available at joheras.github.io/DetectionEvaluationJ/
together with the installation instructions and usage examples.
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Extended abstract for initial submission
Image-based localization is the task of recovering the pose (position and orienta-

tion) of a camera. It is of great interest in applications where GPS is unavailable or

imprecise, such as in urban environments or indoor settings. This task is often regarded

as a nearest-neighbor search, also known as place recognition, where the pose space

is represented by a set of discrete locations. Although efficient solutions exist for this

discretization, the general case of localizing in continuous space without the use of

local keypoints remains a challenge. Describing images using holistic (whole-image)

descriptors is the standard practise for topological localization (“in which place is the
image?”). However, holistic descriptors can also be used for metric localization (“what
is the pose where the image has been taken from?”).

Fig. 1. The appearance of the query image suggests that it is located somewhere between images

A and B. State of the art holistic descriptors present smooth changes in their values with changes

in camera pose and can be used to localize on a finer grain than nearest-neighbor approaches.

We study the general case of metric localization (fig. 1), in which there are no re-

strictions on the position of the camera. Instead of selecting the best location from a

grid, graph or collection of known images, any point in the pose space can be selected

as the estimate.
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Performing continuous metric localization without local keypoints is challenging,

however, it has shown promising results in previous work: in [1], the authors use global

Fourier descriptors on omnidirectional images, performing regression through a Gaus-

sian process and representing the location of the camera by a particle filter. Recently,

we [2] performed localization through appearance regression, using a convolutional

neural network-based descriptor trained for place recognition as the image represen-

tation. These results indicate that metric localization through appearance regression is

feasible and merits further research.

In this paper, we analyze the current state of the art in convolutional neural network-

based holistic descriptors with respect to their applicability for metric localization through

appearance regression and discuss the desired characteristics of a whole-image descrip-

tor for their use in such systems. First, we will describe the components of such a lo-

calization system in order to establish a framework. We then examine the behaviour

of several state-of-the-art convolutional neural network-based holistic descriptors in

search for proportionality and smoothness in the change of their values with respect

to camera motion, and compare them according to their behaviour and their use of

computational resources.

Fig. 2. Original (left) and synthesized images yielding similar descriptors.

Finally, we leverage recent advances in image synthesis to invert the representations

extracted using these descriptors, in order to understand what visual characteristics are

being modelled by them (fig. 2). Specifically, we generate images using a generative

adversarial network as shown in [3]. Our findings indicate that descriptors trained to

perform place recognition through weakly supervised approaches are better suited for

this task than generic internal representations of networks trained to perform object

recognition, while also being much less demanding on memory and compute time.
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Extended Abstract

OCT (Optical Coherence Tomography) is an image modality that has impor-
tant applications in several medical fields, such as ophthalmology, dermatology or
cardiology. In this work, we focus on retinal OCT, which provides cross-sectional
images of the retina and is widely used for the diagnosis and monitoring of dif-
ferent pathologies. Most OCT units provide some automatic processing of the
acquired images. However, the high rate of noise and the heterogeneity of the
retinal layers limit the possibilities of an automatic or semi-automatic analysis
of the images.

In this work, we propose a method to filter the images and obtain well-
defined regions in the retinal OCT slices, as illustrated in Fig. 1. An initial
noise-reduction stage consists in the application of an anisotropic filter based on
[1], in which diffusion is not homogeneously performed in order to preserve the
boundaries of the regions. When the layers in the tomography are close enough,
this filter can be extended to three dimensions by considering the neighbors in
the previous and following layers.

Once the images have been filtered, the region of interest is delimited by
extracting the upper and lower limits of the retina in each slice. Afterward, the
selected region in each cross-sectional image is quantized by concentrating the
intensity values around those reference values that best represent the different
layers. A variation of the heat equation using an external term is applied in order
to homogenize the regions while the different pixels converge to their correspond-
ing representatives [2]. This requires fixing a series of concentration values (final
values in the image) and their corresponding attraction ranges (intervals that
converge toward those values). These values are obtained from the histogram
of the image. Finally, a statistical process is performed to refine the result by
considering the neighborhood of each pixel.

From the contours of the regions that have been extracted in the different
slices of the tomography, a three-dimensional reconstruction of the retina can
be obtained, so that it is possible to study its shape, extract measurements or
perform any other further analysis.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Stages of the segmentation: (a) Original image, (b) Filtered image using
anisotropic diffusion, (c) Extraction of the region of interest, (d) Limits of the retina,
(e) Image quantization, and (f) Region labeling.
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Abstract. Nowadays, the use and availability of egocentric data are
fastly increasing due to the growing use of wearable cameras. Given ego-
centric photo streams capturing the wearer’s days, we propose a method
that aims to assign sentiment to events extracted from egocentric images.
Such moments could be used in several ways as for example, being candi-
dates to be worth to retrieve according to their possibility of representing
a positive experience for the camera wearer.

Keywords: egocentric images, moment retrieval, sentiment analysis

1 Introduction

Life-logging describes an ego-centric vision of the experiences of a person. This
work is a preliminary study towards assignment of sentiment analysis to life-
logging photo streams. We want to predict what a sentiment an observer would
assign to an egocentric event. The aim is to seek the comforting moments with
high possibility of retrieving a memorable-positive feeling to the user. To the best
of our knowledge none of the previous approaches has dealt with this problem.

2 Approach

Fig. 1. Images labelled as Positive
(green), Neutral (yellow) and Neg-
ative (red).

Given a photo stream, we apply a temporal
segmentation based on the work presented in
[1]. We consider an event as a group of images
representing the same scene. We rely on se-
mantic information extracted from the images
for the classification. For that purpose, we use
the DeepSenti Network[2], which is based on
the Visual Sentiment Ontology (VSO)[3]. The
network extracts semantic concepts called Ad-
jective Noun Pairs (ANP), which are com-
posed by a pair of a noun and an adjective
with a given sentiment value in the range of
[-2 : 2]. The fact that the ANPs are classified
strictly into Negative or Positive concepts could be a limitation when aiming to
recognize sentiments from daily moments, since most of them used to be neutral.
We propose a method that takes into account the sentiment associated to the
ANPs describing the images, and the sentiment associated to the nouns that
compose those concepts. To find the relevant ANPs for an event we propose a
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new method of filtering based on conceptual concepts. To do so, we used the
wordNet tool (http://wordnet.princeton.edu) to extract the semantic similarity
between concepts. Then we use that information to cluster them. As further step,
following what would be considered as similar from an ego-centric point of view,
we manually refine the resulted clusters into 44 categories. We label the clusters
as Positive, Neutral or Negative. First, we extract the ANPs of each event frame
and rank them by their probability (ProbANPj ) of describing an image and select
the top-5 ANPs. Then, we cluster them based on their Wordnet-based nouns se-
mantic distance. For the event sentiment computation (Sevent), we focus on the
largest cluster. We fuse the contribution of the ANPs and the nouns extracted
following the eq. 1. We take into account the probability associated to the ANPs
aiming to penalize the ANPs with low relation to the image content:

Sevent =
∑
j

(α ∗ SANPj + β ∗ SNounj ), j = 1 : NANP , (1)

where SANPj = (SV SO
ANPj

∗ ProbANPj ), S
V SO
ANPj

is the ANP’s sentiment given by
the VSO and SNoun is the label of the noun, α and β are the contributions (%)
of the ANPs and the nouns.

3 Validation

Data set: We created the UBRUG-Senti dataset, which is composed by 4495
ego-centric photos recorded with a Narrative Clip camera, with a frequency of
2fpm (http://getnarrative.com/). These photos compound 98 events that were
manually labelled as Positive (36), Neutral (43) and Negative (19) events.

Results: We run experiments with different combinations of α and β values.
We performed a balanced 5-fold cross validation. We achieved an average train-
ing accuracy of 73±3.8% and F-score of 59±5.4% and test accuracy of 75±8.2%
and F-score of 61±13.2%, when α = 0.8 and β = 0.2, i.e. when the ANP infor-
mation is considered but the major contribution comes from the noun sentiment
associated. As expected, neutral events are the most challenging ones to classify.

4 Conclusions
We proposed a novel prediction tool for events sentiment assignment based on
new semantic distance of ANPs and fusion of ANPs and nouns sentiments ex-
tracted from ego-centric photostreams. We introduced a new labelled dataset
composed by 98 events. The proposed approach obtained a classification accu-
racy of 75% on the test set, with deviation of 8%.
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Abstract. This paper proposes an automated tool for the 3D visual-
ization of the retinal arterio-venular tree using Optical Coherence To-
mography (OCT) images. The system provides useful information to the
doctors that can be of a great utility to obtain accurate diagnosis in a
large variability of pathologies.

Keywords: computer-aided diagnosis, retinal imaging, OCT, vessel tree

1 Introduction
Computer-aided diagnosis (CAD) has become one of the major research subjects
in medical imaging. OCT is a standard imaging technique in the ophthalmologic
field because can provide non-invasive diagnostic images. This tomograph pro-
vides two types of images: a near infrarred reflectance retinography and histo-
logical sections image of ocular tissues, as shown in Figure 1. Ophthalmologists
use OCT retinal images for the analysis of the vascular tree and produce a di-
agnosis in different diseases. Therefore, the use of an automatic system for the
3D visualization of the vessel tree is relevant to facilitate the specialists work,
increasing their productivity and helping to establish preventive and therapeutic
strategies.

Fig. 1. Near infrared reflectance retinography and histological section example.

2 Methodology
The methodology takes advantage of different image analysis techniques to ini-
tially segment the vessel tree and estimate its calibers along it [1]. Then, the
corresponding depth for the entire vessel tree is obtained [2]. Finally, with all
this information, the 3D reconstruction of the vessel tree is achieved, interpolat-
ing with splines all the segments to obtain a smoother representation. Figures
2 (a), (b) and (c) illustrates this 3D representation process over a curve. This
model allows the visualization and manipulation of the 3D vessel tree by means
of graphical transformations including translation, scaling and rotation.
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(a) (b) (c)
Fig. 2. Example of 3D representation process. (a) Set of points (x, y, z) of the plane.
(b) Interpolation with splines between points. (c) 3D tube along a spline.

3 Results and Conclusions
This automated tool for 3D visualization of the retinal arterio-venular tree has
been evaluated by an expert who has validated the functionality of the sys-
tem. The methodology showed promising results, providing a coherent 3D vessel
tree visualization that can be posteriorly used in different medical diagnostic
processes of many diseases as, for example, hypertension or diabetes. Figure 3
illustrates with an example the result of the methodology.

(a) (b) (c) (d)
Fig. 3. Example of interactive 3D visualization of the vessel tree. (a) Input Near in-
frared reflectance retinography. (b) 3D Visualization of the vessel tree. (c) Rotation of
the vessel tree. (d) Scaling of the vessel tree.

Acknowledgements
This work is supported by the Instituto de Salud Carlos III, Government of Spain and
FEDER funds of the European Union through the PI14/02161 and the DTS15/00153
research projects and by the Ministerio de Economı́a y Competitividad, Government
of Spain through the DPI2015-69948-R research project.

References

1. de Moura, J. and Novo, J. and Ortega, M. and Charlón, P.: 3D Retinal Vessel
Tree Segmentation and Reconstruction with OCT Images. International Conference
Image Analysis and Recognition 716–726 (2016).

2. de Moura, J. and Novo, J. and Ortega, M. and Barreira, N. and Penedo, M. G.:
Vessel Tree Extraction and Depth Estimation with OCT Images. Conference of the
Spanish Association for Artificial Intelligence 23–33 (2016).

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

232



Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

233



q

x qP x q x q
P x q b

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

234



Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

235



Deep Reinforcement Learning in Serious Games:
Analysis and Design of Deep Neural Network

Architectures

Aline Dobrovsky, Uwe M. Borghoff, and Marko Hofmann

Fakultät für Informatik
Universität der Bundeswehr München

85577 Neubiberg, Germany
{aline.dobrovsky,uwe.borghoff,marko.hofmann}@unibw.de

Extended Abstract

1 Deep Reinforcement Learning in Serious Games:
Introduction and Motivation

Serious Games (SG) belong to the most important future e-learning trends; they
attain enhanced public acceptance and importance [1]. Although more frequently
used in recruitment and training, their production is still effortful and expensive.
The generation of human behaviour and general game playing remain prevalent
trends and challenges [2]. Serious games can profit from diverse behaviour to
increase learning effectiveness and from general AI methods for easy adaption
to different games. Deep reinforcement learning (DRL) offers an opportunity for
application because it has shown considerable results and is widely applicable
as a general method. DRL means the combination of reinforcement learning (cf.
[3]) and deep learning methods (cf. [4]). A famous example is deep Q-learning for
learning to play Atari games, where a convolutional neural network was trained
with a variant of Q-learning on different Atari games and partially outperformed
human game players [5].

We aim to expand and improve the application of DRL in SG through offer-
ing a novel framework, including partially automated adaption and interactive
learning. An overview of the framework and its interactive learning component is
described in [6]. In this paper, we will define the meaning of DRL architectures,
examine promising examples and derive implications for concrete applications
in SG. We will identify important factors, characteristics and dependencies for
usage of DRL in SG through conceptual conclusions and experimental analyses
on exemplary games. Our research is co-funded by the Federal Armed Forces of
Germany within a project called Santrain. The goal of this project is the devel-
opment of a serious game for first aid on the battlefield (“TCCC training”). DRL
seems to be a promising way to generate adaptive behaviour for the opposing
forces, which is considered to be vital for realistic learning.
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2 Designing Architectures for Deep Reinforcement
Learning in Serious Games

In this work, “architecture” denotes all characteristics that define the structure
of the deep neural network component in DRL; including the general structure,
types of layers (e.g. convolution, pooling) and connections, topology of different
layers, weights and activation functions, etc. Although the problem is related to
hyperparameter optimization, we mean to avoid the need for extensive optimiza-
tion methods but rather assume that we can derive general recommendations for
using DRL in SG. Our methodical approach comprises three stages:

Analysis of exemplary architectures Successful architectures (as described
in [5]) are investigated. Several related domains and applications are consid-
ered, e.g. convolutional neural network architectures from image recognition
and evolved architectures on computer games.

Conceptual design conclusions Considering the findings of our analysis, con-
ceptual proposals for the network architecture are derived. We expect that
structured requirements can be concluded and specified to define suitability
of architectures for different application scenarios in SG.

Experimental investigation First experiments are conducted for examining
selected architecture characteristics on exemplary games.

3 Conclusions and Future Work

We assume that, by utilizing specific DRL architectures, the usability of DRL
in SG can be increased and that general criteria for such architectures can be
derived. To the best of our knowledge, this paper will offer the first particular
overview and analysis of DRL architectures with regard to applications in SG.
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1 Extended abstract

Speaker Diarization deals with annotating who and when a speaker is talking,
it represents a challenge for scientific community [1]. This problem can be tack-
led from a point of view of a re-identification process, detecting a speaker and
checking whether he/she appears again.

Several approaches have been proposed to solve the diarization problem.
They have been based on audio, video and a combination of both. Intensity
Channel Contribution (ICC) [1], bottom-up hierarchical agglomerative cluster-
ing of Mel Frequency Cepstral Coefficients (MFCC) are used for audio. In video
diarization, lips movement or face centered is used. Finally, as dual solution, au-
dio and video descriptors are used, both descriptors have to keep the coherence.

In this paper, we are interested in diarization of parliamentary debates ses-
sions based only on video. The scenario is composed of a presidential table, plat-
form and seats, from deputies could intervene. Theses interventions are recorded
by a network of cameras distributed in the Parliament, which can do pan, tilt
and zoom.

To extract features, first the face is obtained as region of interest (ROI)
and then local descriptors are extracted because they have demonstrated good
performance in facial analysis [2]. After the speaker face is modeled, a matching
stage is carried out by comparing the extracted features against the database
models.

The experiments have been realized using 29 videos. Those videos variate
in number of frames, shots and speakers. As features we have considered in
the comparison the following ones: Histogram of Oriented Gradients (HOG),
Local Binary Patterns (LBP), LBP Uniform (LBPu2), Intesity based LBP (NI-
LBP), Local Gradient Patterns (LGP), Local Phase Quantization (LPQ), Lo-
cal Salient Patterns (LSP0), Local Ternary Patterns (LTP), LTP high (LTPh),

� Work partially funded by TIN2015-64395-R.

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

238



LTP low (LTPl), Weber Local Descriptor (WLD) and Local Oriented Statistics
Information Booster (LOSIB). They are calculated in the ROI using a 5 × 5
grid. At the time, the comparison of the models were calculated with Canberra,
Chebyshev, Cosine, Euclidean and kullback–Leibler (KL) divergence histogram
measures. Getting an idea of the number of experiments executed, 29 videos
with 12 local descriptors with five different measures were processed, a total of
1740 experiments. Moreover, those experiments were validated by five diariza-
tion approximations, obtaining a total of 8700 experiments. Those diarization
approximations are methods to evaluate the performance of the local descrip-
tors under consideration, True Re-identification Rate (TRR) and True Distinc-
tion Rate (TDR) are used as measures [3]. Besides, for a specific speaker audio
annotation, audio fragment, could appear different deputies shots in the video
sequences. For this reason, we propose the following four approaches:

– First Appearance (FA): The person of the first shot detected by the system
in the audio fragment is taken as representative speaker shot.

– Most Frequent (MF): The person that the system detect as greater number
of occurrences in the audio fragment is taken as representative speaker shot.

– Greater Length (GL): The person that the system detect as higher duration
shot in the audio fragment is taken as representative speaker shot.

– Greater Total Length (GTL): The person that the system detect as higher
duration in the audio fragment is taken as representative speaker shot.

Considering the mean TRR and TDR, the best local descriptors are WLD
(45.04%, 78,91%) and NILBP (44.97%, 77.15%), that behave better in this sce-
nario. Then, if we focus on the descriptors comparison measures, the two higher
are KL (49.47%, 70.98%) and Cosine distance (43.21%, 79.81%). Ultimately,
comparing the employed approaches to evaluate the performance, MF and GTL
achieve highest values.

To summarize this paper, four approaches to measure the performance of
diarization problems have been proposed. Moreover, different local descriptors
were compared, obtaining a general idea of their behavior. Finally, multiple
histograms measures to matching have been compared, allowing us to know
what configuration give us greater results for upcoming test.
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Over the last six years, there has been a growing interest in analyzing human
daily activities from data collected by wearable cameras. Daily activities are
crucial to characterize human behavior, and enabling their automatic recognition
would pave the road to novel applications in the field of Preventive Medicine.
The hands are involved in a wide variety of daily tasks, such as typing on a self-
phone keyboard, drinking coffee or riding a bike. Along with the objects being
manipulated in a scene, the hands are often the main focus in the egocentric field
of view. Consequently, their detection is a fundamental step towards egocentric
action recognition.

In this work, we propose a hand detector that exploits skin modeling for fast
hand proposal generation and Convolutional Neural Networks for hand recogni-
tion. Our hand detector consists in a three-task architecture outlined in Fig. 1.
We first detect regions containing skin pixels. Later, we generate a set of hand
proposals using these regions. Finally, we classify the hand proposals using a
Convolutional Neural Network (CNN).

Skin detection. For this task, we use the pixel-level skin detection (PERPIX)
method [1]. We tested this method on the UNIGEN dataset [2], achieving true-
positive and true-negative rates of 0.809 and 0.843, respectively. We showed that
the PERPIX method offers competitive results using less than the 10 percent of
the training data used in [2].

Hand proposal generation. We first determine if the estimated skin-region
contains two arms. A two-arms region is segmented into two by first fitting
the points from its medial-axis into two lines that should represent each arm. To
make a soft segmentation, we obtain small regions using the watershed algorithm.
Then, each small region is assigned to the closest line of the two (see Fig. 2c).
Finally, we separate the hands from each one-arm regions by fitting a rectangular

Fig. 1: Outline of the proposed method for hand detection.
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(a) Original (b) Skin-detection
binary mask

(c) Arm segmenta-
tion

(d) Hand contour
cut

Fig. 2: Example of a hand proposal generation over a skin region containing two
pixel-connected arms.

box from its contour. The side of the box closer to the center of the frame is
considered to be the nearest to the hand. Consequently, we obtain the hand
proposals by cutting the contour at different fixed distances from that side, see
Fig. 2d.
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Fig. 3: Detection results on the UNI-
GEN test set for different values of the
intersection over union (IoU) ratios.

Hand recognition. To classify a hand
proposal we created a binary classifier
by fine-tuning the CaffeNet network.
Our training set was obtained by com-
bining several datasets with bounding
boxes of hands to obtain positive ex-
amples, and ImageNet to obtain nega-
tive examples. The total number of im-
ages and bounding boxes is 761,946 and
872,414, respectively.

Experimental results. We eval-
uated our method over a subset of
2,000 images from the UNIGE-HANDS
dataset [2]. We manually annotated
hands to allow a numerical evaluation.
The number of images containing hands
were 1,000 and in total they were over
1,739 hands. Fig. 3 shows precision-
recall curves for four distinct values of
intersection over union. We obtain an
average precision (AP) of 0.216 when using the PASCAL VOC criteria.
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Abstract. Building an automatic system for dietary assessment would
allow a better estimate of caloric intake than traditional methods. The
computer vision community has focused its efforts in areas as food de-
tection, food recognition, portion estimation and calorie intake. For food
detection, the best results have been obtained using Convolutional Neu-
ral Networks (CNN). However, these results are obtained on different
datasets and are not directly comparable. This article proposes an overview
of the last advances on food detection and an optimal model based on
CNN methods and an SVM that outperforms the state of the art.

1 Introduction

In the last decades, the amount of people with overweight and obesity is pro-
gressively increasing. Recently, the computer vision community has focused its
efforts on developing automated systems for dietary assessment, which usually
involve a food detection system. In [5], the authors apply fine-tuning on the
last two layers of a GoogLeNet obtaining high accuracy, but test their model
on only 5000 images. In [1], the authors propose an AlexNet model for food
detection, achieving a 4% higher accuracy with respect to the baseline, getting
a 93.8% on a dataset of 3,214 images acquired from social media. In [2], the
authors improve the accuracy on this dataset to 99.1% using a NIN model. In
addition, they evaluate their model on other datasets, IFD and FCD, obtaining
95% and 96% of accuracy. An evaluation of different CNN models and settings
was proposed by [3] on a dataset, we call RagusaDS. The authors get the best
results using AlexNet (fine-tuned) and Binary SVM. In terms of accuracy, they
achieved 94.86%. In this article, we propose a food detection model that provides
the best accuracy in the state of the art with respect to different available food
datasets.

Fig. 1. Food (blue) and non-food (red) images from RagusaDS (left) and FCD (right)
datasets.

2 The food detection approach

We propose a methodology for food detection, which involves the use of the
GoogLeNet model for feature extraction and SVM for classification. In our ex-
periments, we pre-train the network on ImageNet images. Then, the GoogLeNet
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is fine-tuned during 10 epochs, in the case of FCD dataset, and during 40 epochs
for RagusaDS, using the training set of the respective datasets. We evaluate the
accuracy on food detection on the validation set, and select the model that gets
the best accuracy. From this model, the image features are extracted for each
image contained in the training and validation sets. Then, we use it as a feature
vector to train a SVM classifier using the GridSearchCV.

Table 1. State of the art food detection methods

Algorithm Dataset #Images Accuracy

[3] AlexNet + SVM RagusaDS 16,393 94.86%
Our GoogLeNet + SVM RagusaDS 16,393 95.62%

[2] CNN-NIN FCD 53,572 96%
Our GoogLeNet + SVM FCD 53,572 98.22%

Our GoogLeNet + SVM FCD + RagusaDS 69,965 97.14%

3 Results and Conclusions

We evaluated the food detection using traditional GoogleNet with fine-tuning,
and also GoogleNet with SVM. We used the following public datasets for food
detection, since they contain a significant amount of images (more than 15,000):
a) RagusaDS from [3], that contains 16,393 images in total, selected from Flickr
of food and non-food and from UNICT-FD889 of food images, and b) FCD
that consists of 53,572 images in total, composed by food images from Food101
dataset [4] and by non-food images from Caltech256. The results show that bet-
ter accuracy is achieved in both datasets when GoogleNet is used for feature
extraction and then SVM for classification. As showed in Table 1, we obtained
the best accuracy with respect to the state of art on the datasets evaluated with
improvements of 2% and 1% over the models of [2] and [3], respectively. Com-
bining both datasets, our model obtained 97,14% of accuracy. As a conclusion,
we explored the problem of food detection comparing the last works in the lit-
erature and proposed a model based on GoogLeNet and SVM, which provides
an improvement over the state of the art with respect to two public datasets.
Moreover, models based on GoogLeNet, independently of the settings, gave the
highest accuracy on the food detection problem.
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Extended Abstract

The field of hand prostheses has seen a number of advances in recent years. Com-
mercial off-the-shelf prostheses have gotten ever more sophisticated, introducing
new designs that allow the individual movement of fingers. Similarly, research
prostheses got a lot of new functionality and articulation [1]. Unfortunately,
research prostheses are often custom-made (e.g. [2]) by the respective team, re-
quiring a huge amount of effort and development steps done over and over again.
Part of the problem is that commercially available prostheses are not designed
to be modified or re-used for research. Additionally, these still rely on an analog-
only interface introduced decades ago. As such, the underlying control scheme is
very limited and can not be altered, making hand prostheses unsuitable to test
new algorithms and control schemes during research.

The system brought forward in this contribution alleviates this problem by
introducing an open replacement for the electronics of the commercial bebionic
hand prosthesis from Steeper Inc. (Leeds, UK). Having both a digital as well as
an analog interface it is backward compatible and allows for a larger number of
digital sensors to be connected to it.

Figure 1 shows the main data/control flow of the prosthesis. Two or more
electromyographic (EMG) sensors sample the myoelectric signal present on the
surface of the patients skin. In case of an analog sensor, the amplified and
pre-conditioned signal is sampled using an on-board analog-to-digital converter
(ADC) subsequently processed by the main microcontroller unit (MCU).

EMG
Sensors

ADC
Main
MCU

Thumb

Finger
MCU

Finger

Fig. 1. Conceptual architecture of the data and control flow of the prosthesis. The
ADC stage is optional when EMG sensors with a digital interface are used.
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For sensors with a digital interface (containing the ADC inside the sensor),
the ADC stage is skipped. Based on the incoming signal, the motor for each
finger is actuated. While the control from the index to the pinkie is offloaded to
separate motor controller boards situated in each finger, the thumb is controlled
directly by the main MCU. This design was kept from the original electronics.
Figure 2 depicts the new electronics with the main controller board on the right
and the motor from the index finger on the left.

The firmware for the system is based on FreeRTOSTM and implements both
the classical control scheme as well as one based on multiple features and an LDA
classifier. Digital filters provide for an alternative to the fixed filters implemented
in hardware. This flexibility allows to easily adapt the prosthesis to different
situations, e.g., elimination of ripple voltage (50Hz, 60Hz or even 400Hz in
avionic systems). When the prosthesis is in use, a logging subsystem records
the raw signals onto an SD-card, facilitating research with actual patient data
instead of those recorded from healthy subjects in a lab setting.

Current research targets to combine the digital and analog interface to im-
prove interoperability with different systems. Further, we anticipate to include
additional sensors such as inertial measurement units as integral parts of the
prostheses to detect/offset motion artifacts.

Fig. 2. Image of our custom electronics of the motor controller for a single digit (left)
and of the mainboard (right), each with a one cent coin (Euro) for size comparison.
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Extended Abstract

Despite the significant amount of academic research on pattern recognition for
hand prostheses, clinical application is still insufficient. The underlying control
strategies of even modern myoelectric hand prostheses date back to the 1950s [1].
As a consequence, longterm acceptance by patients is significantly reduced [2].
Among the reasons are restricted functionality of these devices as well as a lack
of clinical trials for classification-based control [3], with the bulk of of existing
research relying on pre-recorded myoelectric signals [2]. A possible solution for
these problems is a system for testing classification-based control systems in
real-time. Furthermore, the introduction of novel sensing technology like near-
infrared (NIR) spectroscopy can further improve classification results [4].

In this paper we present a MATLAB tool for processing both EMG and
NIR sensor signals in real-time in order to provide a fully operational tool for
clinical testing. All steps of the multi-stage classification process as proposed
by Englehart et al. [5], including feature extraction, classifier training as well
as the operational classifier phase for actuating the prosthesis, are provided.
The hardware setup consists of custom-built sensors with combined EMG and
NIR sensing capability connected to a PC equipped with a NI DAQ system
as shown in Figure 1. After a short training phase, the decision tree classifier
produces output for actuating a Michelangelo hand by Ottobock Healthcare.
To validate the system design, it was tested with four probands performing
wrist flexion, wrist extension and fist hand movement patterns. After a training
phase, features were extracted in real-time from either the EMG or NIR sensor
data for classification with the model created during the training phase. In this
setup, NIR sensor data alone proved to be sufficient for distinguishing three
hand movement patterns with two sensors. The classification accuracy is equal
or better to standard EMG data recorded from the same sensor pick-up area on
the forearm. However, setting an appropriate signal strength threshold is equally
challenging for NIR sensor signals.
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Fig. 1. The hardware setup for acquiring NIR and EMG signals with the (1) Michelan-
gelo hand for prosthesis actuation (2) the data acquisition system and (3) the combined
NIR-EMG sensors and amplifier.

Future work will be focused on the simultaneous real-time classification of
both NIR and EMG sensor data to improve the reliability of these pattern-
recognition-based control schemes. Furthermore, the approach should be ex-
tended with a higher number of tested grip patterns and different feature ex-
traction methods for the two sensing methods.
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Extended Abstract

One of the areas of research during the period of last ten years in the ViMed
laboratory at Wroclaw University of Science and Technology is application of
virtual reality method for laparoscopic surgery training [2–5]. The number of
surgical advanced procedures using endoscopic techniques is growing steadily.
The endoscopic surgery requires special skills which are difficult to acquire in
operating room [10, 11]. The simulation teaching performed on laboratory mod-
els offers opportunity to provide hands on experience. Discusses the effects of
reconstruction algorithms for 3D scene based on images from the camera for op-
erational training [7]. A key element of the system is a new approach to training
[9], in which a 3D model of the operative field is the basis of the interaction
between the trainees (vets and surgeons) a simulation system. Presents and dis-
cusses the outline of the 3D processing algorithm and the results of a test for
a group of 16 vets and 20 surgeons. The tests were conducted on simulators
LapSim (http://www.surgical-science.com/lapsim-the-proven-training-system/)
and eoSim SurgTrac (http://www.eosurgical.com/). The number of parameters
assessed were equal 22 and 21 respectively.

1. LapSim - 22 parameters : Start Time, Score, Status, Total Time (s), Left
and Right Instrument: Misses (%), Path Length (m), Angular Path (degrees),
Outside View (#, s); Tissue Damage (#), Maximum Damage (mm), Grasper
Collided with Left Box (#), Left Box Lifted (#), Left Box Min Exposure
Angle (degrees), Grasper Collided with Right Box (#), Right Box Lifted
(#), Right Box Min Expo-sure Angle (degrees)

2. eoSurgical – 21 parameters : time, left and right hand appliance of: dis-
tance between(cm), acceleration(mm/s2), distance(m), handedness(%), off
screen(%), smoothness(mm/s3), speed(mm/s)

To evaluate the quality of the training very fruitful was our experience in the
areas for performance assessment in computerized surgical training system[8]

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

252



as well as an assessment of education process management [1, 6] .Also meth-
ods developed in other centers [12, 13]. Two laparoscopic simulators systems for
training surgeons and vets were tested using virtual reality. The effects make a
very important contribution to the development of many fields such as: modeling,
identification and medical diagnostics.
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1 Introduction

The paper presents a methodology for using multi-objective differential evolu-
tionary approach to optimize a cancer chemotherapeutic treatments. The Pareto
optimal set of solutions for multi-objective optimization problem with intricate
constraints was specified. The performance assessment of non-dominated solu-
tions is discussed.

A chemotherapy is a treatment for a cancer tumor using set of toxic drugs.
In a cancer chemotherapy optimization problem schedules of medical treatments
were calculated based on a mathematical growth model for cancer tumor de-
scribed by set of differential equations [1–6]. The minimization of tumor burden
at a fixed period of time and the minimization of the toxicity of drug regimens
with constraints, which described an influence of anticancer drugs for the hu-
man body, have been considered. Mathematical, Gompertz model with a liner
cell-loss effect, to define a tumor growth, was used [3, 7, 4, 6, 8, 9].

The non-dominated optimal solutions set is found using modified differen-
tial evolutionary search method for multi-objective optimization problem with
the help of standardization of constraints [8, 10, 11]. The drug doses should be
scheduled to ensure the patients will tolerate its toxic side effects and their
survival time will be longer. The search of optimization result may be very
time-consuming taking under consideration the whole Pareto set of treatment
scenarios. It depends on patient medical parameters and the experience of physi-
cians.

Therefore, in the paper we try to analyse the performance of the optimal
multi-objective strategies calculated as the set of non-dominated solutions, which
can explore the wide range of treatment scheduling strategies [12, 13].

The performance measures [14, 15] were devised, which can gauge the qual-
ity and diversity of non-dominated solutions. Providing different drug schedules
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belonging to the Pareto optimal front, could be an advantage for decision-maker
using proposed measures to obtain the effective chemotherapeutic treatment sug-
gestions. A physician could assess the effectiveness of proposed drugs schedules.
On the basis of assumptions concerning oncologists preferences knowledge about
non-dominated front helps the decision maker in choosing the best compromise
strategy for a cancer chemotherapy treatment.
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Medical devices and computerized medical applications are exponentially in-
creasing nowadays. This is actively supported by the EUs personalized healthcare
m-Health and e-Health research programs. The core of such researches is repre-
sented undoubtedly by the basic field of biomedical engineering, the physiological
modeling, simulation and control topic.

In many biomedical systems external controllers provide biosignal input or
inject given specific dosage substituting the internal, physiological procedure
because patients body cannot ensure it or produce it. The outer control might
be partially or fully automated. The regulation has several strict requirements,
but once adequately established, it permits not only to facilitate the patients
life, but also to optimize (if necessary) the amount of the used dosage.

Individualized model-based control gains more and more importance in patho-
physiological control. The investigated models are nonlinear and rather complex
by nature. Furthermore, the parameters of the patients slowly change over time.
However, despite the difficulties, the controllers have to ensure safety and sta-
bility under all circumstances. Hence, not only classical nominal control require-
ments, i.e. disturbance rejection, good command following and stability are re-
quired, but robust performance as well. Modern robust control methods endeavor
to provide this safety, and guarantee to handle even the worst case scenario by
taking neglected dynamics into account. This is done by exact mathematical
formulations, but also by empiricism gained from the medical expertise of the
corresponding control process. Although modern robust control theory repre-
sent linear control methods, their extension into nonlinear cases is an actively
researched case as well.

At the EUROCAST 2015 conference the newly formed Physiological Controls
(PhysCon) Group of the Óbuda University presented itself [1]. In the meantime,
based on the obtained results the Physcon group evolved as a research center
of the University Research and Innovation Center, and the current paper gives
an overview of last 2 years research activities. Our researches focused on four
physiological problems:

� The research is supported by the European Research Council (ERC) under the Eu-
ropean Unions Horizon 2020 research and innovation programme (grant agreement
No 679681.
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– diabetes, the artificial pancreas problem: we have investigated novel double
diabetes model [2] and developed novel robust control solutions: LMI-based
control [3], Robust Fixed Point Transformation-based control [4] and Tensor
Product (TP)-based control algorithms [5];

– model-based cancer therapy: focusing on antiangiogenic targeted molecular
cancer therapy we have investigated new tumor growth model possibilities
[6], but discrete and nonlinear time control possibilities as well [7], [8]. Our
efforts has been rewarded by an ERC Starting Grant, the most competitive
and prestigious individual research grant of the EU;

– hemodialysis: we have developed a real-time industrial controller [9] and
analyzed novel TP-based robust algorithms [10];

– biostatistics: we performed statistical investigations on diseases analyzing
correlation of their different parameters [11]. The evidence-based medicine
problem gives in this way the possibility to model the medical problem by
retrospective data.
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DATA, DATA, DATA!

Big data and machine learning will solve our problems,
Or Will It?

Machine learning (ML) practitioners use data to build statistical models which
they hope will allow them to make predictions about the properties of unobserved
individuals (or missing attributes of observed individuals) who are assumed to
be from the same population that generated the data. Econometricians, on the
other hand, use data to build causal models. They hope to predict the change,
usually averaged over the population, in the outcome variable due to a change
in the causal variable. Both communities have to deal with both quantifiable un-
certainty (risk), and unquantifiable Knightian uncertainty (ambiguity).[5] Thirty
years ago Leamer [6] brought this distinction to the attention of economists. Re-
cent claims by Angrist and Pischke’s [4] for the vast improvements in causal mod-
els due to advances in modeling and BIG data/ML work techniques has again
raised the issue that these techniques do not deal meaningfully with Knightian
uncertainty (ambiguity) [7].

In this paper we present a data model we dub the Inscrutable Decision
Maker (IDM) that postulates observed data arises as a unquantifiable choice
from amongst multiple unobservable probabilistic data generating sources. Our
motivating contention is that while one can statistically model the observed data
ex post, any ex ante forecasting model must acknowledge non-probabilistic am-
biguity in some fashion. From our perspective, both econometricians and ML
practitioners face the twin tasks of identifying the multiple unobservable data
models and the ambiguity in the observable data.

We derive our data model from the Anscombe-Aumann model of subjective
utility [1], [3]. Using a formalism for ambiguity abstracted from Ellsberg’s Para-
doxes [2], we construct a compact description for non-deterministic decisions
and the resulting ambiguous data that combines the individual probabilities of
unambiguous alternatives with the total probability of ambiguous alternatives.
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We then relate our data model to marginal models for populations by averag-
ing out ambiguity and to conditional models using ambiguity to differentiate
individuals. Finally we present an example computational algorithm for logistic
regression models.

...

...

Random Urns

Uncertainty Urn

Ambiguity Analysis
(Implicit Clustering)

Urn Factory

Training Items

d = [(x1, y1),
       (x2, y2),
       …
       (xn, yn)] 

(observed,T/F)

Production Item
xn+1

Pr( yn+1 )
Classi cation

Fig. 1. The Inscrutable Decision Maker Model
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The Computer and the Calculator
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Some recent discussions have suggested that the the concept of universal
stored program computer is not useful in understanding the history of comput-
ing. In particular, there is the suggestion that this idea was so well known that
all of the early computing devices already incorporated this concept. We review
the design of several early machines. We argue that all or almost all of the early
digital machines were based on the idea of a calculator and that the computer
was a real and significant new concept. We attempt to explain the differences
between calculator and the computer, and try to show that our contemporary
computing is based on the computer rather than the calculator, and that the
calculator model is inadequate to describe our current notions of computing.
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Extended Abstract

The socio-economic aspects of Instant Messaging (IM) (WhatsApp, Windows Live
Messenger...), Short Messaging Service (SMS) and social media (e.g. Facebook,
Twitter, etc) have been severely affected by spams received through them. Indeed,
they have become a serious security risk, especially for embedded systems.

Electronic spam, or unsolicited messages sent massively, is one of the threats
that affects email and other media [2]. Several terms have been coined for these
non-email spams: “instant spam” or “spim” refers to spam via IM, “mobile spam”
for SMS spam, and “social spam” if received through social media. During the last
four decades its high volume, especially of email spam, have produced exorbitant
economic and time losses. For this reason, many diverse anti-spam techniques
have been deployed, which filter distinct characteristics of spam, working at
different levels and based on a number of procedures. The appearance of newer
filters stimulated the adaptation of both spams and spamming strategies, and vice
versa. This never-ending process has been called “spam arms race”, and considered
an example of coevolution or reactive adversarial Machine Learning (ML).

The efficacy and complexity level of anti-spam filters have been high enough to
stop most unwanted messages and to slow down spammers’ counterattacks. Due
to this, the overall spam volume has decreased from 92.6% in 2008 [6] to around
50% as of June 2016. Moreover, the Global Financial Crisis of 2007-2009, the
takedowns of many spamming botnets, and the migration of the spam business to
other more profitable and less monitored techniques (e.g. ransomware, phishing...)
or electronic media explain this drop too.

Related with the latter, although the quantity and proportion of non-email
spams are still not as massive as those of email ones, they are constantly growing:
500 million instant spams in 2002-2003 [5]; during 2011 up to 30% of all SMS
traffic in China and India was mobile spam [3]; and Facebook blocked daily 200

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

274



million harmful activities and hosted 14.3 million undesirable and potentially
dangerous fake accounts in August 2012 [4].

Initially, non-email spam filters lacked technological complexity, being limited
to prevention, technological education of users, legislation and law enforcement
agencies. They are still the most recommended due to their effectiveness. Later
on, some filters adapted from email spam ones appeared, even though these media
are based on dissimilar technologies and fulfill even antagonistic requirements.
At first, collaborative and less automatic techniques were adapted, such as user
feedbacks, challenge-response, whitelists and blacklists. More recently, approaches
based on ML began to be implemented, being the most used Bayesian methods,
focusing in Naïve Bayes-based filters; Support Vector Machines; Artificial Neural
Networks, from paradigmatic neural architectures to deep learning schemes; and
decision trees. These three groups are usually combined in order to overcome some
non-email spam filtering difficulties: usage of Internet slang or SMS language,
which likely requires anti-obfuscation methods [1]; small-sized messages... On
the other hand, so far not as many filters not adapted from email ones exist.

In this paper the characteristics of non-email spam - focusing on IM, SMS and
social media - are described and compared with those of email spam. Additionally,
the trends in non-email spam that have appeared in the last decade and the
spammers’ countermeasures to the preceding filters, if any, are introduced. After
that, an overview of the state-of-the-art filters for non-email spam is presented.
Among them, our proposal of a hybrid anti-email-spam, which can be adapted
to filter non-emails, is explained [1]. It is based on Self-Organizing Maps, an
unsupervised neural architecture, and thematic categories, and it includes an
important anti-obfuscation feature.
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Abstract. To alleviate overcrowding on the most popular subway lines and 
specific trains, especially during rush hours, we propose a system to optimize 
passenger distribution. Through visual cues directly displayed on the waiting 
platform, travelers are informed about the occupation rate in carriages so that 
they can make a decision about which to use before the train arrives. The sys-
tem evaluation indicated the relevance of the implementation for both travel-
ers satisfaction as well as for train operators. 

Keywords: Metro Stations, Passenger Distribution 

1 Introduction 

The trend of population growth in cities demands consideration of more effi-
cient subway management systems that alleviate overcrowding on popular 
trains and subway lines, especially during the busiest travel times. Several 
works  have shown that the position and number of platform exits/entrances 
has a significant influence on passenger distribution [1], [2]. As stated in [3], 
a station with several platform entrances resulted in a more balanced pas-
senger distribution. Uneven distribution causes delays for trains when the 
operator needs to allow extra time for boarding, resulting in longer waiting 
times for passengers. In order to alleviate this situation, passengers waiting 
on the train platform should be directed to doors where there are less peo-
ple waiting to board, thereby orienting themselves better before the train 
arrives. 

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

278



2 Technical Implementation 

We propose in this paper a system that displays the available places at each 
carriage before the train arrives. We implied the number of passengers cal-
culating the weight of each carriage via a control system before the train 
leaved the previous station. This number was then broadcast to the next 
station. A model was then built in order to calculate the passenger distribu-
tion in one carriage in real time. For the remaining set of carriages we im-
plemented a software system that generated a random distribution. An ul-
trasonic sensor acquires the real time data from the center-line distances to 
determine the carriage load through an Arduino UNO board that was con-
nected to a laptop.  In addition, a Java program was developed to evaluate 
the measured values. The program graphically simulated a subway station 
and showed the optimum distribution of passengers through the control 
system indicating entrances with less occupancy rate determining the dis-
tance between the undercarriage of the subway train and its axis. From the 
measured distance we could infer the degree of capacity utilization of the 
carriage. The measuring time corresponds to the period of time before the 
departure during which the passengers are aboard and the door of the train 
closed.  

3 Results 

The control system with maximum ease of use was determined by a survey. 
The participants had to answer relevant questions and choose between four 
different graphic control systems. According to the results 75% of the re-
spondents would use a similar control system to that proposed in this paper. 
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Abstract. Technology based on sensors or cameras that is related to the field 
of Intelligent Transportation Systems (ITS) can help to alleviate road conges-
tion problems by collecting and evaluating real time traffic data. In this paper, 
we present an approach to counting vehicles in target roads that are equipped 
with cameras. The implemented software is capable of working in different 
streets and makes later statistical analysis of the data possible.  

Keywords: Vehicle Counting, Computer Vision 

1 Introduction 

Technology based on sensors or cameras that is related to the field of Intelli-
gent Transportation Systems (ITS) can help to alleviate road congestion prob-
lems by collecting and evaluating real time traffic data [1, 2]. In this paper, 
we present an approach to counting vehicles in target roads that are 
equipped with cameras. Relying on the EmguCV library for image processing 
and .NET technologies information, image and time data is collected and sent 
to a server. This approach makes later statistical analysis of the data possible.  

2 Technical Implementation 

The implemented software is capable of working in different streets but the 
camera angle is important for accurate detection of moving vehicles. A cam-
era for each side of the street was required, regardless of the number of 
lanes. We processed the images in as follows: 
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The implemented system started to receive a video stream provided by ei-
ther alive camera or by a recorded video (e.g. by CCTV).  For cost-saving and 
performance reasons, all the frames were in gray scale. After receiving the 
data, image processing was initiated. This phase consisted of the following 
three blocks: 

Background building. The background was determined by comparing se-
quential series of frames and averaging them by OpenCV functions to cre-
ate a scene with no vehicle. 
Filtering and comparison of two sequential frames. Comparison points for 
two sequenced frames were determined and a threshold was calculated 
that enabled the detection of such a frame with distinct black/white con-
trast. The resulting image noises from this operation were then reduced 
by using Gaussian Blur noise filters.  
Movement detection. Having subtracted the background from the thresh-
old frame, we obtained a new frame that was composed of moving con-
tours. We then determined the contours that shaped the vehicle.  

After having obtained the information related to the time stamp, scene im-
age, and plate number we stored it in a database and repeated all the above 
mentioned steps until having received the stop command. 

3 Evaluation 

We evaluated the implemented system by examining the received video 
stream provided by a recorded video file [3] under daylight conditions. After 
solving problems related to the duplicated detection of the same vehicle in 
two different scenes a rate of 90% detections in a short period of time could 
be established.  
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Abstract. Intelligent Transport System applications are supported by systems 
relying on Dedicated Short-Range Communications (DSRC). This paper pre-
sents the implementation steps for a vehicle to vehicle (V2V) communication 
system that intends to increase driver awareness of the surroundings in an 
emergency situation. Particularly, the system broadcasts basic safety warning 
messages between an emergency vehicle and other vehicles in the vicinity. 

Keywords: Vehicle-to-Vehicle communication, Emergency 
Warrning System, DSRC 

1 Introduction 

Cooperative Intelligent Transport Systems and Services (C-ITS) enable wire-
less communication between vehicles and/or traffic infrastructure using a 
standardized set of messages that are based in the transfer of data in real-
time. Intelligent Transport System applications are supported by systems 
relying on Dedicated Short-Range Communications (DSRC) that consist of 
Road Side Units (RSUs) and On Board Units (OBUs) with transceivers and 
transponders [1]. V2V communication uses IEEE 802.11 or ITS-G5A/B/D 
standards which operates in 5.9GHz with a bandwidth on 75MHz and a range 
of 1000m [2]. This paper presents the implementation steps for a vehicle to 
vehicle (V2V) communication system that intends to increase driver aware-
ness of the surroundings in an emergency situation. Particularly, the system 
broadcasts basic safety warning messages between an emergency vehicle 
and other vehicles in the vicinity.  
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2 Technical Implementation 

Relying on [3] we implemented a Basic Safety Message (BSM) that is used to 
exchange safety data regarding vehicle state. The message was broadcast 
routinely to surrounding vehicles and contained information regarding longi-
tude, latitude and vehicle identity.  In order to locate the vehicles we used an 
``Adafruit ultime’’ GPS antenna.  Once their position was known, a raspberry 
pi 2 computer processing unit combined the coordinates with other onboard 
sensors (e.g., speed, heading, acceleration) to generate the required BSM 
data string. Once the BSM was generated, the message was wirelessly 
transmitted to another vehicle by using the NRF24l01 LNA wireless module.  

In order to make sure that the broadcast BSM was properly obtained, we 
relied on a receiver with Dedicated Short Range Radio Communication 
(DSRC). The system also included a computer processing unit that was able 
to decode the BSM properly and a GPS antenna to verify the relative distance 
between the sending and the receiving device. In order to convey the mes-
sage to the driver in an adequate way, we developed an in-vehicle interface 
to display the warning through a 12*2 LCD display.  

3 Prototype Evaluation 

The prototype was tested under both lab and real-life conditions. Under lab 
conditions the devices were able to show the intended emergency message.  
During the field test one device was positioned in a vehicle that was marked 
as an emergency car. The second one was located in a different vehicle. Both 
devices were capable of sending a message within a range of 20 meters. Fur-
thermore, the range could be increased by adding a third device and using it 
to resend the message.   
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Abstract. Neglect of the instructions of road traffic signs is one of the main 
contributing factors in road accidents. This paper shows the development of a 
TSD (Traffic Sign Detection) application for traffic signs that contain the red 
color on an Android platform using image processing techniques.  The applica-
tion displays detected traffic signs and assists the driver in not missing im-
portant traffic information.  

Keywords: Traffic Sign Recognition, Advanced Driver Assitance Systems, Traffic 
Safety, Computer Vision 

1 Introduction 

Traffic accidents are among the leading causes of fatalities and injuries 
worldwide. Studies have shown that more than 90% of vehicle accidents are 
caused due to driver error. Neglect of the instructions of road traffic signs is 
one of the main contributing factors in road accidents. Advanced Driver As-
sistance Systems (ADAS) refer to those systems which support the driver in 
performing various driving tasks safely. Among them, Traffic Sign Recognition 
(TSR) systems offer significant information to the driver about the road re-
strictions and surrounding environment by detecting and recognizing the 
traffic signs along the way [1]. The prevalence of smartphones and the recent 
advances in their computational power and camera quality has provided a 
new platform for developing low cost ADAS applications. We present in this 
paper the development of a TSD (Traffic Sign Detection) application for traf-
fic signs that contain the red color (mostly regulatory signs for “no entry” 
“stop” and “yield”) on an Android platform using image processing tech-
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niques.  The application displays detected traffic signs and assists the driver 
in not missing important traffic information.  

2 Technical Implementation 

In order to develop the smartphone application for real time detection of 
specific traffic signs, we reviewed the recent research performed on TSR and 
the required theory for traffic sign detection. Based on the analysis, we 
adopted the most effective approach relying on the OpenCV computer vision 
library. Color-based methods rely on exclusive color specification of traffic 
signs, while shape-based methods take advantage of defined shapes of traf-
fic sings [2]. However, much research combines both of the mentioned tech-
niques to achieve higher precision in detection.  The main steps involved in 
implementing the code for image processing consisted of image acquisition, 
region of interest calculation, segmentation, color detection, shape classifi-
cation and sign detection [3]. A graphical user interface that included check-
boxes and push-buttons completed the proposed application.  

3 Results 

In this paper, we proposed an application to monitor the road for traffic sign 
detection using mobile smart devices. Evaluation results showed a high ob-
ject detection rate (84 %) within a few milliseconds of time. The detection 
time differed depending on the resolution of the device used. A higher reso-
lution needed more time to process the higher number of pixels, but the 
detection was more precise. The number of false detections could be re-
duced by improving the app in future work.  
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Abstract. This abstract paper introduces a hybrid optimization-based
approach to solve the Multi-Robot Task Allocation (MRTA) problem.
This approach can coordinate among several intelligent vehicles and aid
in the cooperation for better overall performance. The algorithm is to
be implemented on autonomous golf-carts and tested in off-road environ-
ments within real-life scenarios. Several experiments are to be carried out
and compared against another approaches, this is to ensure the credibil-
ity and the efficiency of the proposed approach.

1 Introduction

According to the World Health Organization (WHO), road traffic accidents are
ranked number one as the main cause of death among young people [1]. The
majority of these accidents are caused because of the human-error, due to the
many distractions surrounding the drivers and pedestrians as well. Many so-
lutions are proposed to reduce the number of accidents on the road, and one
of these leading solutions is having self-driving vehicles [2]. Nowadays several
car manufactures introduce their intelligent vehicles to the roads for public use.
However, the more intelligent vehicles are on the road, the more cooperation and
coordination among them are required.

In reference to the results from the current literature review, the coordina-
tion and cooperation among mult-agent systems can be modeled as Multi-Robot
Task Allocation (MRTA) problem. MRTA problem is NP-hard, accordingly us-
ing an optimization-based approach to solve it is recommended [3]. This paper
discusses the advantage of applying a hybrid meta-heuristic optimization algo-
rithm to solve MRTA problem, and the following section 2 describes the proposed
optimization-based approach to solve MRTA problem.

2 Proposed Approach

MRTA problem is one of the challenging problems in multi-robot systems, it can
be seen as an optimal assignment problem. At which the goal is to find the best
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assignment for a set of robots to a set of tasks in such a way that optimizes
the overall system performance, subjected to a set of constraints. The problem
is modeled as multi-Traveling Salesmen Problem (mTSP), where the robots are
considered as salesmen and the tasks are the same as cities. The formulation
scheme is set to single-task robots, multi-robots tasks and time-extended tasks
in a decentralized paradigm. From the current state-of-the-art, it was found
that various optimization techniques have been used to solve the general task
allocation problems and MRTA problem as well.

Two main optimization approaches obtained the best results in term of com-
putational time and final assignment solution cost, they are the Simulated An-
nealing (SA) and the Genetic Algorithm (GA) approaches. However, each al-
gorithm have a disadvantage, thus a combined hybrid approach is proposed to
overcome these disadvantages, and accordingly it enhances the overall process.

The proposed approach is to be implemented in multiple autonomous golf-
carts, which are equipped with the necessary sensors and actuators to navigate
without any human intervention from one point to another. The vehicles are part
of the Intelligent Campus Automobile (iCab) project [4]. Several experiments are
to take place in an off-road environment, simulating various real-life scenarios.
Moreover, in order to proof the credibility of the proposed approach, it will be
tested on a well-known TSP test-bench and compared against other approaches
under the same conditions.

Acknowledgments

This research is supported by Madrid Community through project SEGVAUTO-
TRIES (S2013-MIT-2713), and the Spanish Government through the CICYT
projects (TRA2015-63708-R and TRA2013-48314-C3-1-R).

References

1. WHO, ”WHO global status report on road safety 2013: supporting a decade of
action”. World Health Organization, 2013.

2. A. Hussein, F. Garcia, J.M. Armingol and C. Olaverri-Monreal, ”P2V and V2P
Communication for Pedestrian Warning on the basis of Autonomous Vehicles”. In
proceedings of IEEE International Conference on Intelligent Transportation Systems
(ITSC), pp. 1-6, 2016.

3. A. Khamis, A. Hussein, and A. Elmogy, ”Multi-Robot Task Allocation: A Review
of the State-of-art”. Chapter in Cooperative Robots and Sensor Networks Systems,
pp. 31-51, 2015.

4. A. Hussein, P. Marin-Plaza, D. Martin, A. de la Escalera and J.M. Armingol, ”Au-
tonomous Off-Road Navigation using Stereo-Vision and Laser-Rangefinder Fusion
for Outdoor Obstacles Detection”. In proceedings of IEEE Intelligent Vehicles Sym-
posium (IV), pp. 104-109, 2016.

Eurocast 2017, February 19-24, Las Palmas de Gran Canaria Extended Abstracts

287



Stereo Vision-Based Convolutional Networks for
Object Detection in Driving Environments

Carlos Guindel, David Mart́ın, and José Maŕıa Armingol
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Abstract. Advanced driver assistance systems (ADAS), as well as au-
tonomous vehicles, rely on object detection algorithms to enable a full
understanding of the traffic scene. This work proposes a vision-based
approach for on-road object detection which incorporates stereo infor-
mation, frequently available in ADAS, within the framework provided
by a state-of-art deep learning algorithm.

Keywords: deep learning, stereo vision, object detection

1 Introduction

Deep learning has become ubiquitous in almost every application involving ob-
ject recognition in the past few years, intelligent transportation systems being
no exception. Thereby, a variety of applications have been lately approached
through Convolutional Neural Networks (CNNs) and other similar techniques.

The hierarchical feature learning performed in the CNNs is frequently fo-
cused on the three color channels of the image, while additional information is
not exploited. Nevertheless, stereo vision systems have proven to be a satisfac-
tory alternative for obtaining useful depth information in driving environments
over the past decades. Obstacle detection is particularly benefited by the spatial
reasoning provided by the stereo systems [1].

While CNNs are ideally suited to object classification, fitting them in a com-
plete object detection scheme remains a very active research field. Lately, designs
based on “attention” mechanisms are becoming popular. Faster R-CNN [3], a
natural evolution of the previous R-CNN approach, is one of the most notorious.
It provides an end-to-end framework whose results are comparable with more
complex approaches. However, hypothesis generation remains a strong limiting
factor in performance, particularly when a high overlapping is required.

We aim to enhance the state-of-the-art detection and classification frame-
work provided by Faster R-CNN by leveraging depth information in a simple,
straightforward way. Our proposed approach is shown in Fig. 1.

Depth information is appended to the RGB image as a fourth channel, in
which each pixel is given a value proportional to its estimated disparity value.
Stereo matching is performed through the widely known SGBMmethod. In order
to avoid spurious errors introduced by non-defined values, a simple background
interpolation is applied beforehand.
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Fig. 1. Proposed object detection system.

We adopt VGG-16 as the CNN architecture. Experiments are performed on
the KITTI dataset. To this end, the publicly available training set was conve-
niently divided into two splits, for training and evaluation. Table 1 compares our
approach against the vanilla Faster R-CNN approach.

Table 1. Detection mAP (%) obtained on the KITTI validation set.

Input image Easy Medium Hard

RGB 79.98 66.46 57.53
RGB+Disp. 80.84 66.64 58.03

ΔmAP +0.86 +0.18 +0.50

This work is intended to be the first step towards a full scene understanding
system based on the information given by the detected traffic participants, aimed
to be integrated into the IVVI 2.0 [2] intelligent vehicle.
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One of the most important elements regarding urban mobility is traffic man-
agement. Mobility has a great influence in citizens lives for many reasons. To
name a few, it affects security, efficiency, sustainability and environmental im-
pact. Thus, it is required to equip mobility managers with proper tools to get
a precise idea about the current traffic situation and also to estimate its future
state. These tools essential to facilitate their decision-making process.

The aim of this work is at creating a congestion prediction model for the
Portuguese city of Porto based on FCD. To obtain such traffic model it has been
applied the Knowledge Discovery in Databases (KDD) process, which comprises
the following phases: data pre-processing, data mining and interpretation and
model evaluation.

In the first step of the KDD process we selected the most suitable attributes.
Also, samples with missing and/or erroneous values were filtered. After that,
we did a transformation of that dataset using a grid in order to discretize the
spatial coordinates using a well-known preprocessing tool: grid decomposition
([1]). Each cell consisted on a max and min lattitude and longitude selection,
also sampling by the hour of the day and the day of the week. After that we split
the original dataset into N dataset spatio-temporal 3D datasets, assigninig all
GPS samples to each one of the aforementioned cells. Moreover, a few statistics
were obtained for each cell, regarding occupancy, inflow and outflow of vehicles.

As a final task in this preprocessing stage we tagged each cell. We assigned
each cell one of the three possible congestion states, namely Free, Synchronized
and Congested. We did that using an analogy to the fundamental diagram of
traffic flow (1). In that diagrams there is the so called critical point. It means
a density value corresponding to the maximum traffic flow value. That point is
commonly used as marker for determining when a traffic network is considered
to be congested (beyond that density value). We made an analogy to label our
cells in a similar way.
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Fig. 1. Fundamental diagram of traffic flow.

After the preprocessing, we worked to obtain a classification model for each
one of that cells in order of using it as a predictor of future congestion all
around Porto city. We performed a set of experiments to evaluate a number of
classification and evaluation algorithms, always using 10-folded crossvalidation
because of the limited number of samples per cell.

The best model was obtained when we only adjust the parameters of the
classifier Bagging + C.4.5. We also evaluated other metrics like the model con-
sistency (variance reduction) and Multiclass Area Under the Curve metric ([3]).

Finally, in the last stage of the Knowledge Discovery in Databases process
we made a simple interface to visually inspect the resulting predictions.

The dataset used for this work is the same published here ([2]) and was built
by capturing GPS positions from 442 taxis, acting as probe vehicles for this
purpose. Every 15 seconds a GPS sample was stored, every time a passenger
hired a ride to some place in that city. Results obtained were encouraging: A
classification accuracy of 82.5%.
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Mobility is an essential part of modern societies. Urban mobility has three
important goals, namely Safety, Efficiency and Sustainability. Modern cities have
a number of challenges ahead. To name a few, population levels are increasing
together with increments in pullution, energy demand and environmental impact.

A very important element within urban mobility is Traffic Simulation[4].
There is no doubt about the importance of the development of accurate traffic
simulations in particular for an efficient trafficmanagement and planning. In that
context, there is an outstanding tool, SUMO (Simulation Urban Mobility)[3][1],
which is not only a complete and customizable microsimulation platform. It is
also changing the game rules with its open software approach. Its community of
developers is very alive and growing everymonth, likewise the number of research
groups that embrace this tool as main technology for their research plans.

However, SUMO still lacks of something that will be clearly a deal breaker
for local administrations regarding other tools and platforms [3][1]. That is per-
formance. Traffic networks are generally very big and computationally expensive
to simulate. Realtime performance levels are needed for on-line use.

In our lab we are aiming at the parallelization of SUMO, but before of that
move, we are evaluation the performance improvement through shifting from
Python to ANSI C as programming language.

We have studied how SUMO works. SUMO makes its calculations in Phy-
ton[2]. Phyton is a high level multi-platform programming languaje. Its object
oriented approach and its portability may yield an inncecessary headover regard-
ing SUMO performance.

We use python because the SUMO engine is implemented in that language,
and researchers when want to communicate with SUMO through TraCI use that
high level language. However, here we present some promissing results using C
for several modules. In this work we compare two versions of SUMO, the out-
of-the-box based on Python and a second one, developed in our lab with some
modules in C instead. We present a performance comparison study, using that
two versions of SUMO.

For our experiments we have used a simple network, consisting of in a two
lanes motorway. We simulated a vehicle flow, between fifty and one hundred cars
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driving along that motorway during five seconds. That vehicles drive along the
motorway in a constant speed and don’t have to take any decision along the way.

Results are encouraging. We have evaluated the application speed-up by do-
ing an arithmetic average of thirty simulations in both SUMO versions, varying
the number of vehicles.

Fig. 1. C vs Python

In figure 1 we represent the number of simulated vehicles in the horizontal
axis. In the vertical axis we see the averaged execution time in miliseconds. As
we can see, C has a clearly better response, and at lease in this range, there
seems to be a clearly linear relationship between both variables. For every test,
C is faster than Python.

As a future plan, we are preparing more extensive experiments, varying the
type of vehicles, number of lanes, streets, highways, to see if in harder condi-
tions we get consistent results regarding both versions of SUMO. Also, we plan
to translate some more modules and funcionalities from Python to SUMO be-
fore the parallelization of that platform. We have already designed the parallel
architecture and we will share the main elements it will include.
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Abstract. This paper proposes a scalable traffic responsive hierarchi-
cal control system for optimizing the flow of vehicles through a large
urban network. The network is partitioned into several regions, in or-
der to reduce the computational complexity of the design and of the
implementation of the coordinated feedback controller. Coordination be-
tween regions is realized at a slow time scale through perimeter control,
preventing congestion and performance collapse by keeping the num-
ber of vehicles in each region below the maximum flow density in the
macroscopic fundamental diagram (MFD) for that region. At a fast time
scale a cell transmission (CTM) urban traffic model is used for designing
a strategy coordinating local feedback controllers (e.g. classical traffic
lights, but the method can be applied also for controllers using I2V com-
munication, or for autonomous vehicles) in each region. It is shown that
these controllers can adjust the the macroscopic fundamental diagram
(MFD) for the region, improving the performance of perimeter control.

Keywords: urban traffic control, hierarchical control, coordinated control, cell
transmission model, perimeter control

1 Description of proposed methodology

Consider a large urban area U =
⋃

i=1...I Regi where the conflicts between the
interacting traffic streams are resolved by traffic responsive control actions. In
order to allow computationally efficient design of the control strategies hierar-
chical decomposition of the problem can be used [?]. In line with this approach
we propose using perimeter control controlling the flow entering Regi through
its boundaries with neighbouring regions in order to avoid congestion in Regi.
Coordinated local feedback control optimizes traffic flow inside each Regi at a
faster time scale. Currently traffic lights are used as actuators, using informa-
tion from loop detectors, video cameras and radars to select red/green switching
times. But in the future additional communication via I2V and V2I infrastruc-
tures will enable more sophisticated strategies, like advisory speeds, or even fully
� corresponding author: rene.boel@ugent.be
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controlled speed for autonomous vehicles. In order to simplify the presentation
we discuss our control design paradigm below assuming traffic lights are used,
but the extension to other control actuators is obvious. The goal of the feedback
strategies is to reliably and robustly minimize average delay for all participants
in the traffic. The proposed method allows distinction between different modes
of traffic, e.g. in order to give priority to emergency vehicles and to public trans-
portation, and leads to smooth traffic behaviour, improving safety and reducing
pollution.

Perimeter control [ ], [ ] avoids the unstable right branch of theMFDi of Regi
by reducing the inflow to Regiwhen the number of vehicles in Regi approaches the
maximum of MFDi. In [ ] distributed feedback control laws select the inflow to
Regi as functions of the number of vehicles in Regi and in its neighbours. The
choice of the stable operating point, achieving low delay, depends on the shape of
the MFD [ ]. MFDs with a high maximum, for as high a traffic density as possible,
improve the system performance. In [ ] a selection of an appropriate member of a
library of preplanned settings of the traffic lights is used for this purpose.

Improving MFDi requires a combination of the efficiency of pretimed green
waves and of the robustness and responsiveness of feedback controllers.We pro-
pose (for more details see [1]) that coordinated MPC controllers of the switching
times of the traffic lights inside Regi can improve the shape ofMFDi. Our MPC
approach uses predictions of traffic arriving at the intersections in Regi over a
horizon of a few cycles of the traffic light, and selects the switching times of
the traffic lights that minimize the waste of capacity. These predictions at each
intersection depend on planned control actions at neighbouring intersections,
thus ensuring proper coordination. The predictions use a novel computationally
simple CTM (cell transmission) model for urban traffic, including upstream and
downstream effects as in classical CTM, as well as queue discharge delay and
effects of red lights. In [ ] we show that, even for rather simple cases with limited
scope for improvement, these strategies can speed up the flow of vehicles out of
the region leading to improved MFDs. The proposed decomposition partitioning
U =

⋃
i=1,...,I Regi into I regions Regi renders the design tool scalable.
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1 Introduction

Emergency logistics refers to systems and procedures devoted to manage the
distribution of aid by means of resources and specialists to areas affected by a
man-made or natural disaster. The main aim in those situations if to provide an
urgent relief. In this work the Ambulance Routing Problem (ARP) proposed by
Talarico et al. [2] that arises in a disaster response scenario is addressed. This
problem considers a set of equal ambulances, K, a set of patients, P , which is
divided into a subset of red code patients, R, and a subset of green code patients,
G, such that P = R ∪G, and a set of hospitals, H. Each hospital h ∈ H counts
with a number of ambulances Kh such that

∑
h∈H Kh = |K|. Moreover, in order

to provide an appropriate aid to the injured persons different type of actions
have to be performed. Namely, depending on the severity of the injury, different
types of patients arise:

– Set of red code patients (R): It is composed by those patients that are
seriously injured and need to be brought to a hospital by an ambulance.

– Set of green code patients (G): It is composed by those patients that are
slightly injured and can be helped directly in the field for a given amount of
time di, i ∈ G.

Therefore, according to the previous classification, ambulances have to perform
different actions. Namely, in the case of a red code patient the ambulance has to
depart either from a hospital or from its current position in the given scenario and
bring him/her to a hospital. On the other hand, in the case of green code patients
the ambulance has to reach that injured person and provide an assistance for a
given time di without needing to return to the hospital.

As can be noticed, a wealth of combinations of actions to be performed by
the ambulances emerges in order to minimize a given objective function. In this
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regard, the quality of a solution for the ARP is evaluated by means of the weight
service completion time for all red code patients and the latest service completion
time among all green code patients.

2 Dynamism in the Ambulance Routing Problem

The static problem (i.e. the problem not considering any changes or additional
events besides the initial data) has been solved in the literature using a Large
Neighborhood Search (LNS) [2]. Nevertheless, the ambulance routing problem
appears in a context with a particular tendency to dynamism, since patients
could change their condition or new patients could appear meanwhile ambulances
are developing their routes. Following the nomenclature given in [2], the patients
who can be assisted directly in the field are green code patients, and those who
need to be brought to hospitals are red code patients. Thus, we can define three
different kinds of dynamic events that could come up over the time horizon:

– Either new green or red patients appear along the execution of a given re-
sponse plan and have to be incorporated in the solution that are working.

– A green patient becomes a red patient due to unforeseen difficulties, this
leads to changes in the assistance and service provided by the ambulances.
For instance, a green patient converted to red would make the ambulance to
return to the hospital.

– Either a green or red patient deactivates due to other sources of assistance.

These three kinds of dynamism have to be taken into account in order to
properly offer medical aid while improving the quality of the assistance and
schedules provided. In this sense, to the best of our knowledge, this problem
with this special casuistry has not been tackled in the literature. For this reason,
the goal of this work is two-fold. On the one hand, a particular implementation of
a Variable Neighborhood Search (VNS, Hansen and Mladenovic [1]) is proposed
to solve the initial static problem and, on the other hand, the dynamic version
of the problem is dealt extending the above-mentioned VNS implementation.
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Extended abstract

Nowadays, the idea of a completely interconnected city with infrastructure, vehi-
cles and even the humans on a connectivity loop is a reality. They are commonly
found on the people’s everyday life. For instances, smart phones applications are
capable to interact with the some city devices, and even with automated driving
functions. All these characteristic have been well-received by users around the
world, even the idea of automated vehicles. Some studies shows than 55 percent
of the population would like to take rides on automated vehicles and even more
than 65 percent on a partly automated vehicle [1].

With the evolution of the Intelligent Transportation Systems (ITS) in the
last decade, a great variety of ADAS systems have been tested accomplishing the
deployment of them in commercial vehicles as: lane departure warning and as-
sistance, automatic parking, blind spot monitoring, among others. Most of them
are based on on-board sensors as radars, LiDAR, cameras, ultrasonic sensors
and communication V2X [2]. But in the case of a complete automated driving
there are still a great variety of different scenarios to be tested to accomplish
the commercial deployment of a SAE level 4 and 5 of automation [5].

Great varieties of tests related have been performed on highways. However,
planning constrains and control techniques have been implemented but not in an
extensive way as the first two cases [3]. One of the big and interesting challenging
scenarios is the lane change maneuver. This scenario is defined by a series of
constrains and conditions given by the perception systems, as detection of the
environment and obstacles, and others of control part, as speed considerations
and even communication with another vehicles.

On the current paper, the control architecture implemented was made based
on [4] and the approaches are related with the behavioral planner on the deci-
sion block for the Lane Change maneuver on Highways. We are considering the
information obtained from the sensors as frontal LiDAR and cameras to detect
obstacles on the road, and communication with other vehicles to coordinate in
a cooperative way the maneuver.

Three possible stages were established to validate the maneuver. The first is
the generation of a parametric (continuous) curve to change the lane, considering
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Fig. 1. Control architecture in detail with obstacle avoidance.

the possibilities that a vehicle could come on the opposite direction and the total
time to recreate the maneuver. The second stage is to overtake the other vehicle
in the opposite lane (adding a secure distance in front of the overtaken vehicle)
and the third stage is the return of the vehicle to the lane.

The implementation of these algorithms and the control architecture was per-
formed in a simulator based on simulink, and with the capabilities of simulated
the dynamics of the vehicle, called Dynacar [6].
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1 Introduction

Beyond doubt, behaviour of drivers has a strong impact on vehicular traffic flow.
In order to investigate those effects, i.e. gains and losses resulting from more or
less cooperative behaviour, simulations are an expedient to quantify those effects
in numbers. Comprehensive simulations include road networks containing roads
with multiple lanes. The discrete decision making of single vehicles whether or not
to change their lane is influenced by multiple factors, and often controlled by lane-
change models of different types. Obviously, the decision is depending not only on
the demand to stick to traffic rules, but also to follow the own route and gain speed
advantage by overtaking others. Additionally, the reaction to other, neighbored
vehicles’ requirements may trigger the consideration of lange changes. To do so,
influence on the current speed and acceleration may be necessary to execute the
lane-change. A cooperative lane-change model considering the discussed issues
is presented in [1]. It acts as extension to both lane-change (e.g. MOBIL [2])
and longitudinal models and especially provides solutions for situations where
cooperation between vehicles is necessary. However, it does not present and
quantify potential gains and advantages resulting from cooperative behaviour
compared to egoistic lane-change models. This paper presents simulation results,
which show in which situations cooperation is beneficial and how much resources
can be saved as a consequence. It reveals benefits when using cooperative lane-
change behaviour, especially in terms of average time consumption of vehicles
to get from source to destination. Additionally, another unrealistic effect of
non-cooperative models can be counteracted, that is not visible when averaging
time and fuel consumption: Single vehicles are convicted to wait for a very long
time, because it is impossible to change to the target lane in dense traffic. If
the blocking vehicle on the target lane considers also its neighbors, the neighbor
vehicle can change lane after a short waiting time and continue its ride, what
moves simulation results closer to reality.
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2 Investigation and Simulation Results
The simulations were carried out using different scenarios, configured within the
microscopic traffic simulator TraffSim [3]. Within the scope of this investigation,
multiple situations where cooperative behaviour is essential were set up, like an
overloaded highway exit or intersections with turn lanes. The simulation results
show that cooperative behaviour leads to reduction of average travel time and
fuel consumption in all investigated situations. For this abstract, representative
results were picked to demonstrate the performance improvements. The scenario
consists of a traffic light with four connected road segments and multiple lanes,
including turn restrictions and therefore necessity of lane-changes for some of the
vehicles to reach the desired destination. Results reveal improvements of 1.54 %
average fuel consumption over all vehicles and 1 % less average time consumption
for this example scenario. These improvements can completely be associated with
the cooperative lane-change behaviour, and less waiting times after standstill
due to consideration of neighbor vehicles’ needs.

Additionally, the travel time distribution is more balanced, due to avoidance
of very long waiting times for single vehicles due to blocked highway exit lanes,
which is revealed in histograms over travel time in figure 1.

(a) Non-cooperative behaviour (b) Cooperative behaviour

Fig. 1. Travel time distribution with different behaviour settings
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Extended abstract

A probabilistic safety analysis methodology based on Bayesian networks mod-
els for the probabilistic safety assessment (PSA) of highway and roads is pre-
sented. The main idea consists of (a) identifying all the elements encountered
when travelling the road, such as light or speed limit signs, infrastructure, ter-
rain, intersections, tunnels, viaducts, roundabouts, curves and any safety rele-
vant elements, (b) reproducing these elements by sets of variables, such as, speed,
weather conditions, visibility, vehicle types, driver’s experience, etc., (c) identi-
fying the direct dependencies among variables, (d) building a directed acyclic
graph to reproduce the qualitative structure of the Bayesian network, and (e)
building the conditional probability tables for each variable conditioned on its
parent nodes.

Since human error is the most important cause of accidents, driver’s tiredness
and attention are used to model how the driver’s behaviour evolves with driving
and how it is affected by the environment, signs and other factors. In addition,
in the model we have considered the following variables: driver’s speed decision,
driver’s type, traffic intensity, vehicle type, speed, vehicle and pavement failures,
collision, weather, signal state, driver’s decisions, technical failures and incidents.
After establishing the dependencies among the variables, the conditional proba-
bility tables are built to quantify the Bayesian network and to obtain the joint
probability of all variables. Closed formulas for these tables are derived, which
allow us to implement the model and to identify the particular contribution of
each variable in a sensitivity analysis. A computer program developed in Matlab
implements the Bayesian network model from the list of road items and a set
of parameter values given by a group of experts. In this way, the most critical
elements can be identified and sorted by importance, so that an improvement of
the global safety of the road can be done savings time and money. Any mainte-
nance program based on this set leads to an important saving of resources. Real
examples of a Spanish highway and a conventional road illustrate the proposed
methodology and show its main advantages with respect to alternative methods.
One of these examples can be seen in Figure 1 illustrating the plots and graphical
information provided by the program.

Among the original contributions of the paper we include: (a) a systematic
and natural methodology presented for the PSA of highways in which the contri-
bution of each element to safety is identified, (b) efficient closed formulas of the
conditional probability tables, (c) a computer program to automatically built
the Bayesian network based on a video of the road and an extra lab work where
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the items are identified, (d) a report including plots of the acyclic graph, a plot
of the elements, a graphical representation of the cumulative expected number
of severe incidents and a table with the risk associated with each item given to
identify the most risky items, (e) a partitioning technique to reduce the com-
plexity from non-linear to linear in the number of items or road length, and (f)
some applications to real cases of roads and highways.
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