
Aalborg Universitet

Modeling Electronic Circular Dichroism within the Polarizable Embedding Approach

Nørby, Morten; Olsen, Jógvan Magnus Haugaard; Svendsen, Casper Steinmann; Kongsted,
Jacob
Published in:
Journal of Chemical Theory and Computation

DOI (link to publication from Publisher):
10.1021/acs.jctc.7b00712

Publication date:
2017

Document Version
Early version, also known as pre-print

Link to publication from Aalborg University

Citation for published version (APA):
Nørby, M., Olsen, J. M. H., Svendsen, C. S., & Kongsted, J. (2017). Modeling Electronic Circular Dichroism
within the Polarizable Embedding Approach. Journal of Chemical Theory and Computation, 13(9), 4442-4451.
https://doi.org/10.1021/acs.jctc.7b00712

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: June 18, 2025

https://doi.org/10.1021/acs.jctc.7b00712
https://vbn.aau.dk/en/publications/1c00dd1a-977a-465f-8483-871bcab497c4
https://doi.org/10.1021/acs.jctc.7b00712


Modeling electronic circular dichroism within the

polarizable embedding approach

Morten S. Nørby,∗,† Jógvan Magnus Haugaard Olsen,† Casper Steinmann,‡ and

Jacob Kongsted†

†Department of Physics, Chemistry and Pharmacy, University of Southern Denmark,

DK-5230 Odense M, Denmark

‡Department of Theoretical Chemistry, Lund University, Chemical Centre, P. O. Box 124,

SE-221 00 Lund, Sweden

E-mail: mortennp@sdu.dk

Abstract

We present a systematic investigation of the key components needed to model sin-

gle chromophore electronic circular dichroism (ECD) within the polarizable embedding

(PE) approach. By relying on accurate forms of the embedding potential, where espe-

cially the inclusion of local field effects are in focus, we show that qualitative agreement

between rotatory strength parameters calculated by full quantum mechanical calcula-

tions and the more efficient embedding calculations can be obtained. An important

aspect in the computation of reliable absorption parameters is the need for conforma-

tional sampling. We show that a significant number of snapshots are needed to avoid

artifacts in the calculated electronic circular dichroism parameters due to insufficient

configurational sampling thus highlighting the efficiency of the PE model.
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1 Introduction

Electronic circular dichroism (ECD) is a key spectroscopic technique used to characterize

molecules. For example, it can be used in the process of determining the absolute configu-

ration of chiral molecules. For this, modeling of ECD parameters has been a great subject

of interest, and particular attention has been paid to the use of quantum mechanical (QM)

methods since these have proven to yield both accurate and predictive results.1–4 Experi-

mental ECD spectra are typically recorded for condensed-phase samples. It can therefore

be important to include the effects of the chromophore’s environment, e.g. a solvent, in

the quantum chemical calculations. In principle, a straightforward approach is to use a

supermolecular cluster scheme where the chromophore and a number of molecules in the

environment are all described quantum mechanically. However, this approach can be prob-

lematic. First of all, in such calculations there are molecules exposed to a vacuum which

can lead to artificial edge effects.5–7 Further, environment effects on spectroscopic properties

may potentially be very long-ranged and indeed a substantial number of molecules must be

included to obtain converged results.5,8–10 Considering recent advances in method formula-

tions and algorithms11 - as well as the continued development of more efficient computational

platforms - density functional theory (DFT) has become the method of choice when consid-

ering large molecular clusters. In addition, its time-dependent formulation (TDDFT) may

be used to address general response properties including electronic excitation energies and

transition strengths relevant for construction of e.g. UV absorption spectra.12 However, some

approximate exchange-correlation functionals may introduce artificial charge-transfer states

that are very low in energy, and may therefore lead to artifacts in the predicted results.5 Fur-

thermore, the issue of conformational sampling means that one generally needs to perform

not only one but a number of similar calculations, thus increasing the computational cost

drastically. Methods that are more efficient than supermolecular calculations are therefore

generally preferred.

In contrast to a full QM treatment of the system, another strategy is to restrict the num-
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ber of atoms treated quantum mechanically and describe the remaining atoms in a classical

fashion. By this, one way to represent the environment is to use molecular mechanics (MM)

leading to the so-called hybrid QM/MM approach.13 A key concern when using QM/MM-like

approaches is the quality of the embedding potential, i.e. the quality of the MM parameters

used to represent the electrostatic potential and maybe also non-electrostatic terms. Typical

calculations that utilize a QM/MM approach are based on an embedding potential that is

constructed on the basis of fixed point charges which are located at the position of the atoms

that define the molecular environment. However, including higher-order atom-centered mul-

tipoles and atom-centered polarizabilities in the embedding potential greatly increases the

accuracy of the embedding potential as opposed to non-polarizable embedding potentials.14

Such a division of a composite system into two regions treated at different levels of theory

greatly reduces the computational cost compared to the cluster approach thus defining a po-

tential route for efficient inclusion of structural dynamical effects into the response property

calculations.

Recently, with the increasing computational power and development of more efficient

algorithms, it has become possible to study the convergence of response properties with

respect to the size of the quantum region.5 Such studies have typically been performed

in connection with a QM/MM approach to capture long-range effects but using a non-

polarizable embedding potential. The general conclusion from such studies is that very large

quantum regions are needed in order to reach convergence of the calculated properties.5,10,15

However, by relying on more accurate forms of the embedding potential, smaller quantum

regions are typically needed, thereby reducing the computational cost of the calculations.16,17

In addition, the inclusion of local field effects in the embedding formalism can be crucial when

the aim is to reproduce the results obtained from a full QM cluster calculation. Such local

field effects have previously been introduced in polarizable continuum models (PCMs)18

where they are known as cavity field (CF) effects.19–29 Although QM/MM approaches have

been used to study ECD parameters,30–34 we here introduce the QM/MM equivalent of the
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CF effect known as the effective external field (EEF) effect.35 From a computational point

of view ECD spectroscopy is assessed by the calculation of rotatory strengths,36–41 and in

this paper we employ the polarizable embedding (PE) approach42,43 to model the effects of

the environment, here a solvent, on the rotatory strengths including also the above discussed

EEF effect.

2 Methodology

Our computational strategy is based on the PE model,42,43 which has been implemented for

different wave function approaches,42,44–48 but here we rely on the implementation within

DFT (PE-DFT).42 The PE model has been formulated within standard response theory42,43

as well as damped response theory.49 In this work we use the standard response theory formu-

lation, but the conclusions drawn are equally valid within the damped response formalism.

The PE model is a variant of the QM/MM approach, thus dividing the total system

into a quantum part - treated using a QM method - and a classical part - described by

ab-initio-derived atom-centered multipole moments and dipole–dipole polarizabilities. The

interactions between the quantum- and classical regions are described through an embedding

operator, v̂emb, which is added to the conventional vacuum Kohn-Sham (KS) operator, f̂KS,

thus forming an effective KS operator

f̂ eff = f̂KS + v̂emb . (1)

The embedding operator is further divided into a part that describes the permanent charge

distribution of the environment, v̂es, and the induction (polarization) operator, v̂ind, that

describes the induced charge distribution of the environment

v̂emb = v̂es + v̂ind . (2)
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Note that the operator v̂ind depends explicitly on the electron density, meaning that the

polarization is calculated based on a double self-consistent-field procedure. For further details

regarding the construction of v̂es and v̂ind see references 42 and 43.

A convenient way of addressing excited states and their properties is through response

theory.50,51 In the case of an isotropic molecular medium, the ECD response, originating

from a transition from the ground state |0〉 to an excited state |n〉, relates to the residue

of the mixed electric-dipole–magnetic-dipole polarizability tensor. Thus the ECD rotatory

strength - given in length gauge - is

Rn0 = Im(〈0|µ̂|n〉 · 〈n|m̂|0〉) (3)

where µ̂ is the electric dipole operator and m̂ is the magnetic dipole operator. In practi-

cal calculations such a residue is calculated on the basis of the solutions to a generalized

eigenvalue problem involving the electronic Hessian and a generalized overlap matrix.50 The

additional contributions to the Hessian stemming from the polarizable environment can be

described as two separate contributions:42 a zeroth-order contribution, which corresponds to

modified orbital energies, and a contribution that describes the dynamical response of the

environment due to the localized electronic excitation. In addition, as discussed in detail

below, the property gradient is also modified due to the applied perturbation.35

To avoid origin-dependent results of the rotatory strength, due the origin-dependence of

the magnetic dipole operator, gauge-including atomic orbitals (GIAOs) can be used.16,52–55

Finally, the predicted rotatory strengths are used in combination with either Lorentzian or

Gaussian band profiles to simulate the ECD spectrum56 with the latter being used in this

work.

Local field effects, which among other are important in the study of molecular absorption

intensities, depend on the polarization of the environment induced by the externally applied

perturbation. The PE model discussed above was originally formulated without taking

5



this into account. However, recently the direct coupling between the external electric field

and the environment was developed and implemented, resulting in an extension of the PE

model.35 Calculations that include EEF effects are denoted PE(EEF) in this work while

those without EEF effects are denoted PE. The ECD rotatory strength in the PE(EEF)

formalism can easily be obtained by substituting the electric transition moment of eq 3 by

the effective electric transition dipole moment, µ̄, obtained as

µ̄ = µ + µ̃ (4)

where µ is the normal electric dipole transition moment and µ̃ is the contribution to the

electric dipole transition moment due to the direct coupling between the environment and

the externally applied electric field. The quantity µ̃, in the PE(EEF) formalism, is obtained

by

µ̃PE(EEF) = −
S∑

s=1

F̂e
s

∂
[
µind

s

]T
∂Fω,ext

. (5)

Here we have introduced a sum over all sites, S, in the environment that contain a polar-

izability which in turn induces a local dipole moment, µind
s . Furthermore, F̂e

s is the electric

field operator involving site s and Fω,ext is the external electric field.

A practical aspect of the PE model, and QM/MM schemes in general, is the need to

explicitly include conformational sampling, in contrast to models that employ a continuum

description of the solvent where conformational sampling is implicitly included. This is

usually obtained by considering a number of snapshots extracted from a molecular dynamics

(MD) trajectory. The environment in a continuum description is represented as a dielectric

where the solute is enclosed in a cavity, which is typically formed by the union of spheres

centered at the individual solute atoms with radii defined by the Van der Waals (vdW) radius

of the associated atom. In this way the cavity reflects the molecular shape of the solute. The

cavity surface is typically represented by a number of tessera each assigned an area and a

charge in the center position. In this paper we use the FixSol method by Thellamurege and
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Li57 which was recently combined with the PE model.58 The FixSol method is an extension to

the family of conductor-like screening models (COSMO)59–63 where the medium is considered

as a conductor with the dielectric constant ε =∞ with a subsequent scaling of the induced

charge distribution to recover the effect of having a finite ε. The equivalent effect to the

local fields, discussed in connection with the PE model, when the molecule is introduced in

a dielectric medium is known as the cavity field effect. The quantity µ̃ from Eq. 4 is then

obtained from

µ̃FixSol = −
K∑
k=1

V̂ e
k

∂
[
qind
k

]
∂Fω,ext

n

(6)

where we have introduced a sum over all tesserae, K, and V̂ e
k is the electric potential operator

involving site k. Furthermore, Fω,ext
n holds the normal components of the externally applied

field. The induced charges are determined by

qind
k = − ε

ε− 1

∑
l

D−1
kl

(
Fω,ext · n̂

)
l

(7)

where n̂ is the outward pointing vector perpendicular to each tessera, and D is the matrix

describing the solvent polarization due to a perturbing electric field.64

3 Computational details

All calculations of rotatory strengths were carried out using a development version of the

Dalton program65 interfaced with the PE library66 and Gen1Int.67,68 In order to obtain

HHO

Scheme 1: (S)-cyclohex-2,4-dienol.

gauge-invariant results we used the implementation of Ruud and Helgaker69 which applies
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standard time-independent GIAOs. For the purpose of analyzing the components needed to

compute the rotatory strength we consider the (S)-cyclohex-2,4-dienol molecule (illustrated

in Scheme 1) solvated in water. Furthermore, to illustrate the importance of conformational
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H
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Scheme 2: The four stereoisomers of terrein.

sampling we consider the set of four stereoisomers of terrein (illustrated in Scheme 2) solvated

in acetonitrile.

The embedding potential representing the solvent molecules consists of distributed multi-

pole moments up to second order (quadrupoles) and distributed dipole-dipole polarizabilities

unless otherwise noted. The expansion centers for the distributed multipoles and polarizabil-

ities were placed at the atomic nuclei that define the environment. All distributed multipoles

and polarizabilities were derived by utilizing the LoProp approach70 employing the LoProp

for Dalton script71 based on integrals and response functions obtained from the Dalton

program package.65

For the analysis of the rotatory strength of (S)-cyclohex-2,4-dienol we consider a sin-

gle conformation extracted from the last frame of a one nanosecond molecular dynamics

trajectory produced using the Desmond MD package72–74 as distributed by Schrödinger.75

The MD simulation workflow was run with the default parameters in the Maestro interface

to Desmond. The OPLS 2005 force field72 was chosen to represent (S)-cyclohex-2,4-dienol,

while water molecules were added in a cubic box to a distance of 20 Å in all principle di-

rections measured from the solute, yielding a total of 3083 water molecules all represented

using the TIP3P76,77 water model. For the subsequent PE-QM calculations, spherical cuts
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around (S)-cyclohex-2,4-dienol were extracted from this frame including all water molecules

within the radius of the sphere.

All PE-QM calculations of (S)-cyclohex-2,4-dienol solvated in water utilized the CAM-

B3LYP functional78 and the 6-31+G* basis set79–82 to represent the solute while the 6-31G*

basis set was used for water molecules included in the quantum region. Multipoles and

polarizabilities of the water molecules in the classical region were calculated at the same

level of theory as the quantum mechanically treated water molecules, i.e. CAM-B3LYP/6-

31G*. When including FixSol in the calculations, atomic radii of 1.40, 2.10 and 1.90 Å

were used for the H, C, and O atoms, respectively, to define the molecular cavity. For the

ground-state wave-function optimization we used a static dielectric constant of ε = 78.39

whereas for the transition property calculations we used εinf = 1.776.

The QM/MM MD simulations that were used to generate geometries of the four stereoiso-

mers of terrein in acetonitrile were carried out in the sander module in AMBER.83 The sim-

ulations utilized the PM6-DH+84 method for terrein while the acetonitrile molecules were

described using a classical six-site model.85 Each of the four stereoisomers of terrein and

the acetonitrile molecules were initially minimized with the conjugate gradient minimizer for

1000 steps before an initial equilibration for 50 ps in the NVT ensemble at 300 K followed

by an additional equilibration for 50 ps in the NPT ensemble at 300 K and a pressure of

1 bar. To obtain adequate sampling, each of the four stereoisomers was first run for 1 ns

in the NPT ensemble. One hundred snapshots were subsequently extracted from each of

the 1 ns trajectories and used as starting points for additional 2 ns simulations for a total

of 0.8 µs simulation time. Snapshots were extracted from each trajectory at 0.5 ns, 1.0 ns,

1.25 ns, 1.5 ns , 1.75 ns and 2.0 ns for a total of 600 snapshots per stereoisomer (2400 in

total). Excitation energies, oscillator strengths, and rotatory strengths were computed at the

PE-B3LYP86–88/pcseg-289 level of theory for each snapshot. Acetonitrile parameters were

computed with the B3LYP functional and an ANO-type recontraction of the aug-cc-pVDZ90

basis set as required by the LoProp procedure. See supporting information for additional
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computational details.

4 Results and discussion

In this section we consider initially two approaches aimed at modeling solvent effects on the

rotatory strength of (S)-cyclohex-2,4-dienol. We first consider a cluster approach in which

all solvent molecules are treated at the quantum mechanical level. By characterizing the

orbitals involved in the transition under study we can rule out that we are dealing with an

intruding charge-transfer state as observed for similar cluster calculations,5–7,91,92 meaning

that this approach will allow us to establish a proper reference for further approximate

calculations. Next we consider the PE-QM approach with or without EEF effects. The solute

is always treated using quantum mechanics while the solvent effects are incorporated through

an embedding potential, either as a classical potential made from permanent multipoles and

polarizabilities, or through a dielectric continuum description. Another aspect which can be

important to consider when calculating ECD parameters is the finite-temperature effects.

We address this issue by collecting snapshots of four stereoisomers of terrein embedded in

acetonitrile solution from MD trajectories and compute the ECD spectrum for each snapshot.

4.1 Cluster approach

It has previously been reported that DFT based electronic structure calculations using ap-

proximate functionals on large cluster systems may suffer from spurious low-lying charge-

transfer states originating from the solvent molecules positioned at the edge of the clus-

ter.5–7,91,92 This will typically be the case when the solvent molecules are exposed to a

vacuum.93 When considering a response theory approach, where the excited states are found

by locating residues of the appropriate response function, this is particularly problematic

as one need to resolve an increasing number of states in order to determine the relevant

state(s). Hence it is important to analyze the calculated states in order not to compare
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(a) (b)

Figure 1: (a) Convergence of the electric- and magnetic transition dipole moments as a
function the sphere radius defining the water molecules included in the full QM calculation.
(b) Rotatory strength parameters based on full QM calculations. Zero QM cluster size
indicates that only the solute has been included in the calculation.

states containing spurious charge-transfer from edge solvent molecules. In our case, how-

ever, the bright π → π∗ transition remains lowest at any finite cluster size considered. For

the largest cluster we consider (including all solvent molecules within a distance of 8 Å from

the solute corresponding to 148 water molecules) the π → π∗ transition is located at 4.715

eV. Based on calculations of the smaller clusters we find that the lowest excitation energy

is converged to within 0.015 eV of the 8 Å cluster by including 23 water molecules (3.5 Å

cluster; see Figure S4 in the supporting information).

We now move on to analyze the ECD of our solute. As the ECD intensity is related to the

rotatory strength given in Eq. 3 we will begin this section focusing on this quantity and its

specific elements i.e. the electric- and magnetic transition dipole moments (eTDM/mTDM).

In Figure 1a we have illustrated the dependence of the lengths of the eTDM and mTDM,

associated with the lowest π → π∗ transition with respect to cluster size treating all molecules

quantum mechanically. Comparing the convergence pattern of the two transition dipole

moments it is observed that especially the mTDM has a very slow convergence with respect

to cluster size as opposed the electric transition moment. Focusing on the eTDM we see that

even for very small cluster sizes this quantity is only slightly affected by an increase in the

solvent radius. On the other hand the mTDM fluctuates around a value of 0.9 a.u. for all
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cluster calculations. Such fluctuations have a large impact on the rotatory strength, which

may even change sign as observed for the 3.0 Å cluster (see Figure 1b). Indeed the results

obtained using the cluster approach indicates that very large clusters are needed for the

rotatory strength to converge with respect to cluster size. Hence for all practical purposes

this approach is not applicable, or becomes computationally very expensive at best, when

the solute/solvent dynamics are taken into account (as will be discussed in Sec. 4.3).

4.2 Polarizable embedding approach

(a) (b)

Figure 2: (a) The difference between the electric transition dipole moment calculated using
an 8 Å cluster approach and PE-QM, with or without EEF, with varying number of water
molecules included in the quantum region. (b) The rotatory strength calculated using PE-
QM with or without EEF effects - keeping only the solute in the quantum region - as a
function of increasing size of system size.

To test the performance of the PE model, we first use the full QM calculation on the

largest cluster as our reference calculation and step-wise convert water molecules from the

quantum region to the classical region, thus keeping the system size at 8 Å in all calculations.

In the PE-QM calculations we capture the mutual polarization between the quantum region

and the remaining solvent molecules in the classical region, and thus we expect the transition

moments to converge much faster towards the reference compared to the cluster approach

described in the previous section. Note that the analysis presented in Sec. 4.1 was made on

the basis of clusters gradually increasing in size, whereas the analysis made in this section
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keeps a fixed system size but now differentiates between water molecules being described

either classically or based on quantum mechanics.

In Figure 2a we compare the use of the PE model with or without EEF effects by

focusing on the deviation in TDMs from the reference calculation for the lowest π → π∗

transition. Focussing on the eTDM, which is the only TDM affected by adding EEF effects,

it is evident that the PE(EEF) model yields values that compare much better to the full QM

reference than the results obtained without EEF effects included. Indeed, most encouraging,

we observe that even the smallest quantum region at 2.5 Å (PE(EEF)-QM(2.5)) - keeping

the remaining 5.5 Å water of the initial 8 Å cluster in the classical region - is capable of

reproducing the full QM reference satisfactorily. This shows that properties derived only

from eTDMs, such as oscillator strengths, benefit substantially from including EEF effects

because very small quantum regions can be used. On the other hand, the mTDM is not

modified by EEF effects and even for large quantum regions we still observe deviations from

the reference compared to that observed for the eTDM. Thus the deviations one can expect

in the rotatory strength parameter comparing full QM calculations and PE-QM calculations

is dominated by the error made in the mTDM whether EEF is included or not.

Next we address the convergence of the rotatory strength with respect to system size.

Figure 2b shows the convergence of the rotatory strength obtained with PE(EEF)-QM(0)

with respect to system size, i.e. keeping only the solute in the quantum region and systemat-

ically increasing the classical region up to 20 Å. The convergence pattern of the two models

are very similar and is reached at approximately a system size of 8 Å, however, not including

EEF leads to a much higher rotatory strength for all cluster sizes. Indeed the calculated

rotatory strength obtained using PE(EEF)-QM(0) is 6.86 10−40cgs, close to the value pre-

dicted by the cluster approach in the previous section, and approximately three times lower

than the predicted value obtained using PE-QM(0) (17.47 10−40cgs).

Figure 3 shows the difference in rotatory strength for a system size of 20 Å as a function

of the quantum-region size using PE(EEF)-QM(7) as reference. As opposed to Figure 2
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Figure 3: Rotatory strength difference calculated using PE-QM with or without EEF effects
as a function of increasing quantum region size (zero indicating that only the solute is
included in the quantum region) using PE(EEF)-QM(7) as reference (8.25 10−40cgs). The
system is in all cases a 20 Å spherical cluster.

where the focus was to investigate the quantum effects by directly comparing embedding

calculations with quantum mechanical calculations we here focus on the convergence of the

quantum-region size for a fully converged system size. We thus utilize the largest affordable

model as a reference (PE(EEF)-QM(7)). We expect the two models (PE & PE(EEF)) to

yield similar results for larger quantum regions and indeed increasing the quantum-region

size by more the 3.5 Å yields almost identical results. For the smaller quantum regions we

generally observe less deviations from the reference of the rotatory strength when EEF is

included which can be attributed to the more accurate eTDMs. Thus, we find that including

EEF yields improved rotatory strengths for small quantum regions but it is necessary to

include solvent molecules in the quantum region if high accuracy is needed. Furthermore, as

seen from Figure 3, representing the water molecules by the TIP3P standard water potential

leads to an almost identical behavior of the rotatory strength when expanding the size of the

quantum region compared to the use of PE without EEF effects underlining the importance

of these effects.

So far the analysis for the ECD parameters have been performed for a single cluster of

molecules. However, as will be detailed in the following section, configurational sampling is

of utmost importance when the aim is to compare the calculated results to e.g. experimental

values. Sampling may be included either explicitly (as discussed in the following section)
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or implicitly through use of a dielectric continuum description of the solvent. Based on

the FixSol continuum model - and including only the solute in the cavity - we obtain for

(S)-cyclohex-2,4-dienol a rotatory strength of 33.37 10−40cgs when including the effects of

the cavity field. Such results cannot directly be compared to their PE counterparts without

introducing configurational averaging - a point which will be elaborated in the following

section.

4.3 The four stereoisomers of terrein

To demonstrate the implementation and computational protocol presented above we present

in this section UV/Vis absorption and ECD spectra of the four stereoisomers of terrein

(depicted in Scheme 2) in acetonitrile solvent. The two stereocenters in terrein allow for

a total of four unique stereoisomers: (±)-terrein and (±)-isoterrein. The hydroxyl groups

attached to the cyclopentenone ring in terrein are in trans configuration whereas they are

in cis configuration in isoterrein. Figure 4 shows the UV/Vis absorption and ECD spectra
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Figure 4: Computed absorption spectrum and electronic circular dichroism spectrum in the
top and middle row, respectively, for (±)-terrein and (±)-isoterrein in the left and right
column, respectively [(+) is red and (−) is blue]. The bottom row shows the sum of the
ECD spectra for two stereoisomers.
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of the four stereoisomers of terrein. In these calculations 600 snapshots have been used to

construct each of the spectra as detailed in the Computational details section.

The UV/Vis absorption spectra for terrein and isoterrein (top row in Figure 4) are, as

expected, very similar. All four stereoisomers of terrein show a major absorption peak around

285 nm due to a strong π → π∗ transition with an additional minor absorption peak at 215

nm. The computed UV/Vis spectra for either terrein or isoterrein for both the (+) and (−)

configurations are overlapping which indicates convergence with respect to the number of

snapshots included. To quantify how a spectrum S converges towards a reference spectrum

we use the integral:94,95

δdev(S,N) =

∫ ωmax

ωmin
|SN(ω)− S600(ω)| dω∫ ωmax

ωmin
|S600(ω)| dω (8)

where SN(ω) is the spectrum obtained by including only N snapshots in the averaging and

S600 is the reference spectrum obtained by using all 600 snapshots for each stereoisomer. The

integral limits ωmin and ωmax are defined in this work by the frequency range of the spectrum

in Figure 4. For UV/Vis absorption this deviation is plotted in the top row in Figure 5 for

(±)-terrein and (±)-isoterrein, respectively. The percentage-wise deviation is initially around

35 % when only 10 snapshots are included but quickly reaches a 10 % deviation when 100

snapshots are included or below 5 % when 300 snapshots are included (see Figures S3 and

S4 in the supporting information for the spectra.) Such a low deviation in the computed

UV/Vis absorption spectra is not unexpected since convergence has previously been shown

to be obtainable with around 100 snapshots for solute-solvent systems.96 However, computed

ECD spectra are more sensitive to structural and environmental effects and generally require

a larger number of snapshots to be included.95 ECD spectra are shown for the stereoisomers

for terrein and isoterrein, respectively, in the middle row in Figure 4. Both spectra show

the expected opposite sign between the stereoisomers. The ECD spectrum for (±)-terrein

shows major peaks at 230, 270 and 305 nm. For (±)-isoterrein the three peaks in the
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ECD spectrum are located at slightly shorter wavelengths, namely around 210, 260 and

290 nm and with noticeably smaller intensities than what was observed for (±)-terrein. In

general, the features of all four ECD curves are similar in the sense that there is a sign

change between all major peaks. For example, the Cotton effect for the three major peaks

of (+)-terrein is positive, negative and finally positive. Using Eq. 8 to quantify how the
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Figure 5: Percentage error of computed UV/Vis (top row) and ECD (bottom row) spectra
as a function of snapshots included in the averaging compared to the spectrum obtained by
including all 600 snapshots for each stereoisomer of terrein and isoterrein.

individually computed ECD spectra converge as the number of snapshots is increased we

observe (Figure 5 bottom row) that the deviation is much larger for ECD than it was for

UV/Vis absorption. Initial deviations for terrein and isoterrein are larger than 125 % and

250 %, respectively. The convergence is observed to follow that of the UV/Vis spectra but

with larger deviations. Even when including 200 snapshots the deviation is still around 25 %

and converges only slowly towards the reference value. As has been touched upon above,

this is due to the solvent molecules causing large changes in the rotatory strength between

different snapshots.

A final measure on how well the ECD spectrum is converged is presented in the bottom

row of Figure 4 where we have computed the difference ECD spectrum, that is, the two

17



ECD spectra in a column added together. In an ideal situation with perfect sampling of the

stereoisomers of terrein, the ECD spectra of two stereoisomers should match exactly with

a sign difference and the difference ECD spectrum should be zero for all wavelengths. In

practice, the difference ECD spectrum will deviate from zero as a result of the insufficient

configurational sampling discussed above. Here, Eq. 8 is not suitable as a metric because

the integral in the denominator would go towards zero faster than the difference in the

numerator. Instead we compute the mean, mean absolute error (MAE) and root mean

square error (RMSE) of the difference ECD spectra as presented in Table 1. We observe

Table 1: Mean, mean absolute error (MAE) and root mean square error (RMSE) of difference
ECD plots as a function of included snapshots in the averaging. Units are M−1 cm−1.

Number of Snapshots
100 200 300 400 500 600

terrein mean -0.3 0.3 0.3 0.1 0.1 0.0
MAE 0.7 1.0 0.5 0.3 0.5 0.3
RMSE 0.9 1.3 0.6 0.5 0.7 0.5

isoterrein mean 0.8 0.0 0.1 0.2 0.1 0.3
MAE 1.7 0.8 0.6 0.7 0.6 0.7
RMSE 2.2 1.1 0.8 1.0 0.8 0.9

that the mean of the difference ECD spectra converges quickly to values oscillating close

to zero from around 200 snapshots for both terrein and isoterrein. Care should be taken

though, not to put too much significance to the mean of the difference ECD spectra when

there is no other data to back up the conclusions. We demonstrated in Figure 5 that the

convergence was rather slow for the absolute spectra and thus conclude that although the

mean looks favorable, it is a mere fortuitous cancellation due to sign changes in the difference

ECD spectra. Therefore, we instead use the MAE and RMSE of the difference ECD spectra

as a more robust metric to quantify convergence. As the number of snapshots is increased

we observe that the MAEs (RMSEs) converge from around 300 snapshots after which they

are in the 0.3 - 0.5 M−1 cm−1 (0.5 - 0.7 M−1 cm−1) range in the case of terrein and 0.6 - 0.7

M−1 cm−1 (0.8 - 1.0 M−1 cm−1) in the case of isoterrein.

In summary, we have investigated multiple metrics in order to quantify convergence of
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solute-solvent UV/Vis and ECD spectra. We note in particular that the number of snapshots

to include when computing ECD spectra are much larger than the corresponding UV/Vis

spectra.

5 Conclusion

In this paper we have investigated several approaches for the calculation of rotatory strengths

of solvated molecules. In order to establish a proper reference, from which less accurate but

efficient models can be benchmarked against, we have first of all calculated the rotatory

strength based on a supermolecular cluster approach. Our results show that this approach

requires that a substantial number of solvent molecules need to be included in the quan-

tum mechanical calculation in order to reach convergence of the rotatory strength. As an

alternative to the cluster approach we benchmarked the polarizable embedding (PE) model

with or without local-field corrections, i.e. the so-called effective external field (EEF) effect,

against the cluster approach. Our results show that by using the PE model we are able

to qualitatively reproduce the rotatory strength calculated using the supermolecular cluster

approach. Furthermore, we find that the inclusion of EEF effects yields better convergence

with respect to quantum-region size. However, if highly accurate rotatory strengths are

needed it is necessary to include some solvent molecules in the quantum region because of

the sensitivity of the magnetic transition moment. We further show, for the case of the four

stereoisomers of terrein, that the rotatory strength is heavily dependent on the number of

snapshots considered which highlights the need for a computationally feasible and reliable

methodology.
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for the four stereoisomers of terrein. DALTON input and output along with relevant files

for the project are available on Figshare (url: https://figshare.com/projects/Modeling_

electronic_circular_dichroism_within_the_Polarizable_Embedding_approach/20747)
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