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Abstract
This paper addresses the problem of parametric model checking for weighted transition systems.
We consider transition systems labelled with linear equations over a set of parameters and we
use them to provide semantics for a parametric version of weighted CTL where the until and
next operators are themselves indexed with linear equations. The parameters change the model-
checking problem into a problem of computing a linear system of inequalities that characterizes
the parameters that guarantee the satisfiability. To address this problem, we use parametric
dependency graphs (PDGs) and we propose a global update function that yields an assignment
to each node in a PDG. For an iterative application of the function, we prove that a fixed point
assignment to PDG nodes exists and the set of assignments constitutes a well-quasi ordering,
thus ensuring that the fixed point assignment can be found after finitely many iterations. To
demonstrate the utility of our technique, we have implemented a prototype tool that computes
the constraints on parameters for model checking problems.

1998 ACM Subject Classification D.2.4 Software/Program Verification

Keywords and phrases parametric weighted transition systems, parametric weighted CTL, para-
metric model checking, well-quasi ordering, tool

Digital Object Identifier 10.4230/OASIcs.SynCoP.2015.77

1 Introduction

Specification and modelling formalisms that address non-functional properties of embedded
and distributed systems have been intensively studied in the last decades. In particular the
modelling formalism of timed automata [3] has established itself as a very useful formalism
for expressing and analysing timing constraints of systems with respect to timed logics
such as TCTL [2] and MTL [20]. This has naturally sparked interest for formal verification
of functionality, and model checking techniques have often been used. However, timing
constraints are not the only non-functional properties of interest in applications. Often
modelling resources that can be consumed and must be monitored during the evolution
of a system, such as energy, is an important issue in applications. This initially led to
weighted extensions of timed automata [7, 5] and more recently to energy automata [9]. Such
formalisms are typically abstracted as weighted transition systems, which are transition
systems having the transition labelled by real numbers (or vectors of reals) that represent
the resource consumption; and weighted versions of temporal logics are used to encode and
verify logical properties.

In this paper we consider a parametric extension of the concept of weighted transition
system by allowing the transition labels to be not only numbers, but also linear equations over
a given set of parameters. Similarly, a parametric version of weighted CTL is defined, where
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Figure 1 ModelMex for the robotic vacuum cleaner example.

the temporal operators are themselves indexed with linear equations representing upper
bounds for the computation traces. In this context, we address the problem of parametric
model checking: given a parametric model and a parametric logical property, compute a
linear system of inequalities that describe the possible values of the parameters that will
guarantee that the model satisfies the property.

As an example, consider a robotic vacuum cleaner. We want to know whether, in a given
situation, our robot can reach and clean a dirty room within some time frame. While we
know how many rooms there are, we do not have full knowledge of the time spent by the
robot from room to room and neither do we know how long time a room takes to clean. The
knowledge of the problem can be represented graphically as depicted in Figure 1, where
the parameters p, q represent our lack of knowledge. We want to check whether the robot
can finish the job under some linear constraints over the parameters. This is the kind of
problems we aim to address and solve in this paper.

The main contribution of this work, is the definition of a global function which iteratively
computes a fixed point on the so-called parametric dependency graphs (PDGs). The PDGs in
this paper are structures that handle parametric quantitative properties in a manner inspired
by the Symbolic Dependency Graphs proposed in [19]. We use PDGs to represent problems
by stating the dependencies between a given problem and its sub-problems along with their
parametric quantitative constraints on the solution to the problem. We use Tarski’s Fixed
Point Theorem [24] to show that a fixed point exists. In this regard, we also prove that it
can be reached in a finite number of steps using Dickson’s Lemma [13] for well-quasi orders.
Using these results, we show how to build PDGs for encoding of model checking, where
parameters exist on both model and formula. Parametric model checking then entails finding
constraints on parameter interpretation that makes a property satisfied. In some cases the
constraints may be either trivially satisfied or not satisfiable, making it possible to give an
yes/no answer. However, in the general case the answer is the set of parameter constraints
obtained as a system of linear inequalities. Our technique can be further used to solve related
issues such as bisimulation checking for parametric models ([10]).

In addition to the theoretical work of this paper, we have implemented a prototype
tool (PVTool) that computes the fixed point for verification of parametric properties on
parametric models. The input for the tool is a model that may have parametric weights on
transitions, together with a state and a formula. Outputted is then a derivation of the exact
constraints for interpretations of the parameters in the model and formula for the property
to be satisfied by the model. Finally, we have conducted a series of preliminary performance
experiments using the tool.
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Related Work. In recent years, various extensions to modeling formalisms and logics have
been developed. In [23], a Parametric Kripke Structure and parametric CTL is presented
along with algorithms computing constraints on parameters that must be satisfied for a
parametric formula to be satisfied in a state. This inspired the authors of this paper to
study the behavior of parametric weighted transition systems in [8] where various notions of
bisimulation on parametric systems are discussed. In the world of automata, [4] proposes
an extension to Timed Automata with parametric guards and invariant called Parametric
Timed Automata. For parameter synthesis [6] uses an inverse method relying on an initial
good parameter valuation for each parameter used to compute a constraint on parameters.
It is then shown that if some parameter valuation satisfies the constraint, the system is
behaviorally equivalent (identical traces) to the system under the initial valuation. This
method is in contrast to traditional methods such as [15] based on Counterexample Guided
Abstraction Refinement (CEGAR, [12]) where the goal is to avoid a set of bad states given
beforehand. Tool support for various formalisms have also been developed. In [16], parameter
synthesis of Linear Hybrid Automata in HyTech is discussed and [18] provides an extension
to UPPAAL (see [21]) capable of generating parameter constraints that are necessary and
sufficient for a reachability or invariant property to hold for Linear Parametric Timed
Automata. Related to our work is also [19] where Dependency Graphs, introduced by Liu
and Smolka (see [22]), are extended to Symbolic Dependency Graphs suitable for model
checking using Weighted CTL and Weighted Kripke Structures. They compute a fixed point
on assignments to nodes, being simply the cost of satisfying a formula in the weighted setting.
We extend this to the parametric setting where we guarantee termination by exploiting that
assignments can be interpreted as a well-quasi ordering. Refer to [14, 1] for a discussion of
well-quasi orders for termination of algorithms operating on infinite structures.

2 Parametric Weighted Models and Logic

We now introduce various concepts used throughout this paper. We let Q denote either
universal- or existential-quantification, i.e. Q ∈ {A,E}. Furthermore, we let min{∅} =∞
and max{∅} = 0 and denote the set of natural numbers, including zero, by N.

A Parametric Weighted Transition System (PTS) is an extension of weighted transition
systems with linear expressions of parameters as labels on the transitions. From here on,
P denotes a fixed finite set of parameters. E is the set of all linear expressions on the form∑
xipi + y where xi, y ∈ N and pi ∈ P for any i ∈ N.
Finally, PTS label states with a set of atomic propositions from the fixed finite set AP.
We now proceed by formally defining a PTS:

I Definition 1. A Parametric Weighted Transition System (PTS)M is a triple

M = (M,→, `), where

M is a finite non-empty set of states.
→ ⊆M × E ×M is the transition relation.
` : M −→ 2AP is a labeling function mapping states in M to a set of atomic propositions

Whenever (m, e,m′) ∈ → we use the shorthand notation m
e−→m′. We will use M to

denote the set of all PTSs.
A run ρ in a PTS M = (M,−→, `) is a possibly infinite sequence ρ = m0e1m1e2m2...

where ∀i ∈ N,mi ∈ M and for i > 0, ei ∈ E we have mi−1
ei−→ mi. A run is maximal if

it is infinite or the last state in the run has no outgoing transitions. Runs(m) denotes all

SynCoP’15
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maximal runs ρ starting from m and Runs(M) denote all maximal runs inM. ρ(i) denotes
the state of ρ with index i. Finally |ρ| denotes the length of a run ρ given by the number of
states. Runs over PTSs accumulate sums of linear expressions from the transitions in the
run. Given a position j ∈ N in a run ρ, let ρ(j) = mj . The accumulated weight, AWρ(j), of
ρ at position j is then defined by AWρ(j) =

∑j
i=1 ei if j > 0 and AWρ(j) = 0 if j = 0. We

denote by out(m) the set of all expression-successor pairs of outgoing transitions from m.
The notion of interpretations, presented next, was first introduced in [8]. We will briefly

explain the concept of interpretations; for further discussions, see [8]. Interpretations on the
set of parameters is a mapping of each parameter to a natural number. As in [8], we will first
define the simplest form of interpretations, namely the interpretation directly on parameters.

I Definition 2. i : P −→ N is a function mapping each parameter to a natural number.

We denote the set of all interpretations by I.
Interpretations are extended to the domain E , by letting for an arbitrary x ∈ N, i(x) = x

and by requiring that i preserves polynomial structures, i.e., for arbitrary p1, ..., pk ∈ P and
x1, ...xk+1 ∈ N:

i(x1p1 + ...+ xkpk + xk+1) = x1i(p1) + ...+ xki(pk) + xk+1

To reason about parametric properties of PTS, we define a parametric extension of
Weighted Computation Tree Logic (WTL) called Parametric Temporal Logic (PTL) and give
a satisfiability relation of formulae w.r.t. PTS. Interpretations are used to interpret both
formulae bounds and PTS edge expressions.

I Definition 3. The set of PTL state formulae are given by the abstract syntax:

Φ,Ψ ::= > | ⊥ | a | Φ ∧Ψ | Φ ∨Ψ | Eϕ | Aϕ

and the set of PTL path formulae are given by the abstract syntax:

ϕ ::= X≤eΦ | ΦU≤eΨ
where a ∈ AP and e ∈ E .

Whether a PTL formula is satisfied by a state m or a run ρ of some PTS M with an
interpretation i, is given by the satisfiability relation |=i. We denote this byM,m |=i Φ and
M, ρ |=i ϕ, respectively.

I Definition 4. Given a PTL formula, a PTS M = (M,−→, `), a state m ∈ M or a run
ρ ∈ Runs(M) and an interpretation i ∈ I, the satisfiability relation |=i is inductively defined
as:

M,m |=i > always
M,m |=i ⊥ never
M,m |=i a iff a ∈ `(m)
M,m |=i Φ ∧Ψ iff M,m |=i Φ andM,m |=i Ψ
M,m |=i Φ ∨Ψ iff M,m |=i Φ orM,m |=i Ψ
M,m |=i Eϕ iff there exists ρ ∈ Runs(m), such thatM, ρ |=i ϕ

M,m |=i Aϕ iff for all ρ ∈ Runs(m), it is the case thatM, ρ |=i ϕ

M, ρ |=i X≤eΦ iff |ρ| > 0, i (AWρ(1)) ≤ i(e) andM, ρ(1) |=i Φ
M, ρ |=i ΦU≤eΨ iff there exists j ∈ N s.t. M, ρ(j) |=i Ψ where i (AWρ(j)) ≤ i(e)

andM, ρ(j′) |=i Φ for all j ∈ N, j′ < j
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3 Analysis of Parametric Properties

In this section we present a global method for analysis of various parametric problems using
fixed point computations on Parametric Dependency Graphs (PDG). In this work we show
how to abstract model checking problems into finding minimal fixed point assignments on
PDGs specifically built for model checking. Refer to the technical report [10] for missing
proofs.

3.1 Fixed Point Computations on Parametric Dependency Graphs
As presented in [19], Symbolic Dependency Graphs (SDG) can be used as an abstraction of
problems with quantitative dependencies. We give a parametric extension to SDGs called
Parametric Dependency Graph (PDG). This section will introduce PDGs in a general and
formal fashion without context. Intuition and example of application is given in Section 3.2,
where we show how to encode the model checking problem.

As the name suggests, Dependency Graphs encode dependencies. These dependencies
may arise from the optimal substructure of a given problem. We encode this through the
notion of hyper-edges with multiple targets, one for each dependency. In the most general
sense the notion of a cover-edge states an upper bound constraint for the cost of some
sub-property to be true, where cost is encoded as expression weights on the hyper-edges.

I Definition 5. A Parametric Dependency Graph (PDG) is a tuple G = (N,H,C), where:
N is a finite set of nodes,
H ⊆ N × 2E×N is a finite set of hyper-edges.
C ⊆ N × E ×N is a finite set of cover-edges.

Whenever (n, T ) ∈ H we refer to n as the source node and T as the target-set. For each
n′ ∈ T we refer to n′ as a target node, or simply target. We will use n e

99Kn′ whenever
(n, e, n′) ∈ C.

The set of all PDGs will be denoted by G. We will now proceed to define assignments
which are used to encode the parametric cost for reaching a truth value in PDGs and note
that the assignments form a complete lattice.

I Definition 6. Given a PDG G = (N,H,C), an assignment

A : N −→ (I −→ N ∪ {∞})

on G is a mapping from each node n ∈ N to a function that, given a parameter interpretation,
yields a natural number or ∞.

We denote the set of all assignments A. The partial ordering over A is defined as follows:

I Definition 7. (A,v) is a poset such that for A1, A2 ∈ A:

A1 v A2 iff ∀n ∈ N ∀i ∈ I : A1(n)(i) ≥ A2(n)(i)

(A,v) is clearly a complete lattice with A0 and A∞ as top and bottom element, respectively.
Let A0 denote the assignment that maps to each node a function that assigns the value

0 regardless of parameter interpretations, i.e. ∀n ∈ N ∀i ∈ I : A0(n)(i) = 0. Similarly
A∞ denotes the assignment that maps to each node a function that assigns the value ∞
regardless of parameter interpretations.

Generally when computing assignments, we use ∞ to represent negative results (infinite
cost) and 0 (no cost) to represent positive results. As usual, when computing a minimal

SynCoP’15
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fixed point, we start from the bottom element, A∞ and similarly from the top element, A0,
for maximal fixed points.

We are now ready to define the global update function, which applied iteratively, updates
PDG node assignments. Note that this function only considers PDG where for any node
there is at most one outgoing cover-edge. This is not a limitation for this work as we only
consider problems where one cover-edge is sufficient and one can easily extend the function
to consider multiple cover-edges while preserving all results.

I Definition 8. Given a PDG G = (N,H,C), F : A −→ A is a function that, given an
assignment A on G, produces a new assignment on G for any n ∈ N, i ∈ I, as follows:

F (A)(n)(i) =



{
0 if A(n′)(i) ≤ i(e)
∞ otherwise

if n e
99Kn′

min
(n,T )∈H

{ max
(e,n′)∈T

{A(n′)(i) + i(e)}} otherwise

We use F i(A) to denote i repeated applications of the function F on A, i.e
F i(A) = F (F i−1(. . .F 1(A))) for i > 0 and F 0(A) = A.

To show that F has a minimal fixed point, we observe by case inspection of Definition 8
that F is monotone with respect to the complete lattice (A,v) as stated by the following
lemma.

I Lemma 9. The update function F is monotone on the complete lattice (A,v).

By Tarski’s Fixed Point Theorem, we can conclude that F has a minimal and maximal
fixed point. The assignment corresponding to these fixed points are denoted by Amin and
Amax. We now proceed to show that Amin corresponds to F i(A) for some i ∈ N, ensuring
that the minimal fixed point is computable in a finite number of steps. The key to this is
the notion of well-quasi orders [14].

In general, assignments are functions that, given a node and an interpretation, compute
a number. As our function is monotone w.r.t. v we know that the sequence of assignments
computed by our function, given an interpretation, is decreasing for any node. We can
therefore pick any interpretation and interpret an assignment A as a tuple (x0, x1, . . . , xk)
where k + 1 is the number of nodes in the PDG and xi ∈ N ∪ {∞} for all 0 ≤ i ≤ k. Each
iteration can then be interpreted as a function computing the next tuple in a (possibly)
infinite sequence of tuples. Let the set of all such tuples be denoted by AT and let ATi ∈ AT

denote the tuple computed by the i’th iteration and ≤ the component-wise ordering of tuples
in AT .

As ((N ∪ {∞}),≤) is a well-quasi order, we can use [17] (Theorem 2.3) saying that the
Cartesian product of a finite number of well-quasi-ordered spaces is well-quasi-ordered, to
state the following lemma.

I Lemma 10. (AT ,≤) is a well-quasi-order.

By the well quasi-ordering of (AT ,≤), we can now state that the fixed point computation
ends in a finite number of steps, when applied iteratively on the bottom element A∞.

I Theorem 11. There exists a natural number i such that Amin = F i(A∞).

A similar result for the maximal fixed point does not exist. Consider a PDG consisting
of only one node with a non-zero self loop. In this case, the next assignment is the old one
plus the loop expression weight, thereby never reaching a fixed point.

I Lemma 12. There exists a PDG such that Amax 6= F i(A0) for any i ∈ N.
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3.2 Parametric Dependency Graphs For Model Checking
The verification of PTL properties differs from the usual notion of model checking in that
it may not always be possible to give a Boolean answer. Instead we seek constraints on
parameter interpretations that makes a PTL formula satisfiable by a given PTS state.

The construction rules in Figure 2 define the PDG construction for model checking.
As PDGs in this context are used to encode constraints on satisfiability of PTL formulae,

they are constructed over a PTS modelM, a state m in the model and a PTL formula Φ.
Each node n ∈ N of a PDG G will be a pair 〈m,Φ〉, where Φ is interpreted as a formula
that may be satisfied in state m. A node n therefore represents M,m |=i Φ. We notice
that the problem may depend on sub-formulae of Φ and successors of m. We therefore use
hyper-edges to connect the root 〈m,Φ〉 to nodes representing these dependencies. For PTL
path formulae we encode the parametric upper bounds as cover-edges in the PDG.

It should be clear from the PDG construction that by applying the update function F

on an assignment to the PDG, any node that has an outgoing hyper-edge with an empty
target set, i.e. nodes representingM,m |=i > orM,m |=i a where a ∈ `(m), gets the value
min{max{∅}} = 0 thus representing satisfiability whereas nodes with no outgoing edges gets
the value min{∅} =∞ thus representing non-satisfiability. This shows the intuition behind
the semantics of the values, that 0 represents satisfiability and ∞ represents non-satisfiability.
In the context of model checking we compute a minimal fixed point, meaning that we start
from the bottom element, A∞.

We now state the correctness theorem of the developed model-checking algorithm. The
proof follows the correctness proof in [19], as models and formulae can be converted to
a non-parametric setting using an interpretation. We denote by B(M,m,Φ) the PDG
constructed by the rules in Figure 2 for the model checking problemM,m |=i Φ.

I Theorem 13 (Correctness of Model-Checking Algorithm). Let M = (M,→, `) be a PTS,
m ∈ M a state, i ∈ I an interpretation and let G = B(M,m,Φ) = (N,H,C) where
〈m,Φ〉 ∈ N . Then

M,m |=i Φ iff Amin(〈m,Φ〉)(i) = 0

The following example shows the construction of a PDG given a PTL formula and a PTS
model and the application of Theorem 13 to derive parameter constraints.

I Example 14. Given the PTSM (Figure 3) and the formula

Φex = EbU≤5(a ∧ EX≤7+qb),

we now apply the construction rules in Figure 2 to encode the queryM,m |=i Φex as the
PDG G in Figure 4.

By repeated application of the monotone function F , we arrive at a fixed point after 7
iterations. Using the correctness theorem (and a few trivial simplifications) we get the exact
constraints i(p) ≤ 7 + i(q) and i(q) ≤ 5 for i to be a valid interpretation. A quick look at
the PTS should convince the reader of the correctness of these constraints.

4 Prototype Tool (PVTool)

We now present a proof of concept tool (PVTool [11]), being entirely web-based, for verification
of parametric properties using the technique developed in this work. In Section 1, Figure 1
we presented an example of a parametric system which depicts a robotic vacuum cleaner.
We now want to verify whether or not the cleaner can move from the starting location to

SynCoP’15
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〈m,>〉

∅
(a) True.

〈m,⊥〉
(b) False.

〈m, a〉

∅
(c) a ∈ `(m).

〈m, a〉
(d) a 6∈ `(m).

〈m,Φ ∧Ψ〉

〈m,Φ〉 〈m,Ψ〉
(e) Conjunction.

〈m,Φ ∨Ψ〉

〈m,Φ〉 〈m,Ψ〉
(f) Disjunction.

〈m,QX≤eΦ〉

〈m,QXΦ〉

e

(g) Cover case for
the next operator.

〈m,QΦU≤eΨ〉

〈m,QΦUΨ〉

e

(h) Cover case for
the until operator.

〈m,EXΦ〉

· · · · · · · · ·〈m1,Φ〉 〈mk,Φ〉

e1 ek

(i) Existential next.

〈m,AXΦ〉

· · · · · · · · ·〈m1,Φ〉 〈mk,Φ〉

e1 ek

(j) Universal next.

〈m,EΦUΨ〉

〈m,Ψ〉

〈m,Φ〉

〈m1, EΦUΨ〉

〈mk, EΦUΨ〉

··
··
··
··
··
··

e1

ek

(k) Existential until.

〈m,AΦUΨ〉

〈m,Ψ〉

〈m,Φ〉

〈m1, AΦUΨ〉

〈mk, AΦUΨ〉
··
··
··
··
··
··e1

ek

(l) Universal until.

Figure 2 Let {(e1, m1), (e2, m2) . . . (ek, mk)} ∈ out(m) and Q ∈ {A, E}.

one of the next rooms within 10 minutes units and clean it within 20 minutes. This question
can be stated as follows:

Mex, charger1 |=i EX≤10[A dirty U≤20 clean]

In the online PVTool we can now construct a model of the vacuum cleaner problem and
state the PTL query and in return get the parameter constraints for the property to be
satisfied in the model as depicted in Figure 5. We will briefly explain the model syntax used
in the tool. The line “charger1 := {clean, ready} <p>room1 + <2>room2;” declares a
state with the symbolic name charger1 and two atomic propositions: clean and ready. The
state has two outgoing transitions; one going to the state room1 with the weight p and one
going to the state room2 with the weight 2. Subsequent lines declare states in a similar
manner. The formulae syntax is almost identical to the syntax used in the paper, with
the exceptions that all sub-formulae must be enclosed in square brackets, bounds on path
formulae must be enclosed on curly brackets and we do not write the ≤ sign. A thorough
explanation of the syntax can be found on PVTool’s web page.

To examine performance of the implementation we experiment with models that have
a variable number of states. All experiments use models with a structure similar to the
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m

{b}

m′

{a}

q

p

3

Figure 3 PTSM. `(m) = b, `(m′) = a.

〈m,EbU≤5[a ∧ EX≤7+qb]〉1

〈m,EbU [a ∧ EX≤7+qb]〉2

〈m′, EbU [a ∧ EX≤7+qb]〉 3〈m, a ∧ EX≤7+qb〉10

〈m,EX≤7+qb〉12〈m, a〉11 〈m′, a ∧ EX≤7+qb〉4

〈m,EXb〉13 〈m′, EX≤7+qb〉5 〈m′, a〉 6

∅

〈m′, EXb〉7

〈m, b〉 8

∅

〈m′, b〉9

5

q

3

p

7 + q

q
7 + q

p

Figure 4 PDG G.

model depicted in Figure 1. We simply change the amount of rooms and intermediate “clean”
states. For all experiments we use the PTL query

Mex, charger1 |=i E [A dirty U≤s clean] U≤r done

Refer to Figure 6 to see the performance results. Memory and time consumption increase
exponentially in the number of PTS states, reflecting the exponential increase in number of
possible paths when scaling the PTS.

5 Conclusion and Future Work

We have defined a variant of Weighted CTL which uses parametric linear expressions as
upper bounds on transition weights to allow reasoning about unknown behavior. We call this
logic Parametric Temporal Logic (PTL). The semantics of PTL is defined for Parametric
Weighted Transition Systems (PTS) that allow parametric linear expressions as weights on
transitions.

For encoding of parametric propositional dependencies we present Parametric Dependency
Graphs (PDGs). We associate to each node in a PDG a parametric cost and demonstrate
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Figure 5 Screen shot of verification of PTL property on the model in Figure 1 using PVTool.

PTS sts PDG nds Iter. Mem (kB) Time (s)
7 41 9 1,004 0.0015
13 77 13 1,504 0.017
19 113 17 3,808 0.19
25 149 21 14,264 2.5
31 185 25 60,548 35
34 221 29 263,832 781

Figure 6 Experiments on a 4 core Intel Xeon E3-1245 v2 3.4 GHz processor with 16 GB RAM.

that a maximal and minimal fixed point on these costs exists. We also show that the minimal
fixed point can always be computed in a finite number of steps. Furthermore we show that
deciding model checking PTS with PTL properties corresponds to finding the minimal fixed
point in a PDG abstraction of model checking problems.

For verification of PTL properties on PTS we have implemented a model checking tool,
PVTool ([11]) - available online, in which it is possible to define a PTS, give a PTL formula
and get as output the constraints on parameters for a state in the PTS to satisfy the formula.
In this context, preliminary experiments were made using an easily scalable PTS model to
assess memory and time consumption which scaled exponentially in the size of the PTS, as
expected.

As extension on this work, we propose to further look into other methods for updates on
assignments to PDG nodes. In [19], the authors present a local fixed point algorithm for
dependency graphs. If something similar can be done in the parametric setting we expect
significant performance improvements. It would also be interesting to investigate whether a
complete characterisation of PDGs for which the maximal fixed point can be computed in
a finite number of steps, can be made. Finally one could look for new or existing problem
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domains where our method can be applied. A first step in this direction was done in the
draft [10], for a variant of bisimilarity checking.
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A Fixed point computation results

In this appendix we show the fixed point computation from Example 14 in Table 1. For
readability we have taken the liberty of simplifying the assignments based on properties of
expressions and min /max functions valid under any interpretation of parameters. If any
assignment to a node does not change (modulus our simplification rules) during the entire
computation, we have omitted the node from the table. Let A(n) be the assignment to some
node n and e ∈ E an expression.

max{∅} = min{0, . . .} = 0
min{∅} = max{∞, . . .} =∞+A(n) = e+∞ =∞
0 +A(n) = A(n)
e+ 0 = e

Min/max of a single element is the element itself

Finally, let F i(n) be a shorthand for F i(A∞)(n). Using the correctness theorem we
can now derive constraints that must be satisfied by an interpretation i for M,m |=i

EbU≤5[a ∧ EX≤7+qb] to be true. From our simplified assignments it is easy to see that the
constraints for F 7(1)(i) = F 8(1)(i) = 0 given some interpretation i must be i(p) ≤ 7 + i(q)
and i(q) ≤ 5.
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