
Aalborg Universitet

Sound Synthesis and Evaluation of Interactive Footsteps for Virtual Reality
Applications

Nordahl, Rolf; Serafin, Stefania; Turchet, Luca

Published in:
I E E E Virtual Reality Annual International Symposium

DOI (link to publication from Publisher):
10.1109/VR.2010.5444796

Publication date:
2010

Document Version
Publisher's PDF, also known as Version of record

Link to publication from Aalborg University

Citation for published version (APA):
Nordahl, R., Serafin, S., & Turchet, L. (2010). Sound Synthesis and Evaluation of Interactive Footsteps for
Virtual Reality Applications. I E E E Virtual Reality Annual International Symposium, 1, 147-153.
https://doi.org/10.1109/VR.2010.5444796

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -

Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

https://doi.org/10.1109/VR.2010.5444796
https://vbn.aau.dk/en/publications/307efa70-3d45-11df-b167-000ea68e967b
https://doi.org/10.1109/VR.2010.5444796


Downloaded from vbn.aau.dk on: August 23, 2025



Sound Synthesis and Evaluation of Interactive Footsteps for Virtual
Reality Applications

Rolf Nordahl ∗ Stefania Serafin† Luca Turchet‡

Medialogy, Aalborg University Copenhagen
Lautrupvang 15, 2750 Ballerup, DK

ABSTRACT

A system to synthesize in real-time the sound of footsteps on dif-
ferent materials is presented. The system is based on microphones
which allow the user to interact with his own footwear. This so-
lution distinguishes our system from previous efforts that require
specific shoes enhanced with sensors. The microphones detect real
footsteps sounds from users, from which the ground reaction force
(GRF) is estimated. Such GRF is used to control a sound synthe-
sis engine based on physical models. Evaluations of the system in
terms of sound validity and fidelity of interaction are described.

Keywords: sound synthesis, physical models, footsteps sounds,
auditory perception

Index Terms: H.5.5 [Information Systems]: Information In-
terfaces and Presentation—Sound and Music Computing; H.5.2
[Information Systems]: Information Interfaces and Presentation—
User Interfaces

1 INTRODUCTION

The development of efficient yet accurate simulation algorithms,
together with improvements in hardware technology, has boosted
the research on auditory display and physically based sound models
for virtual environments (VEs)[27, 23, 7].

The addition of auditory cues and their importance in enhancing
the sense of immersion and presence is a recognized fact in virtual
environment research and development. Most prior work in this
area has focused on sound delivery methods [25, 24], sound quan-
tity and quality of auditory versus visual information [4] and 3D
sound [11, 28]. Recent studies have investigated the role of auditory
cues in enhancing self-motion and presence in virtual environments
[17, 15, 26].

Self-generated sounds have been often used as enhancements to
VEs and first-person 3D computer games – particularly in the form
of footstep sounds accompanying self-motion or the presence of
other virtual humans.

Such sounds are used to produce embodiment and a sense of
weight with the overall goal of heightening the sense of ”realness”
to the character or person. Usually such sounds are taken from
sound libraries or recorded by Foley artists who put shoes in their
hands and interact with different materials to simulate the act of
walking.

Recently, several physics based algorithms have been proposed
to simulate the sounds of walking. One of the pioneers in this
field is Perry Cook, who proposed a collection of physically in-
formed stochastic models (PhiSM) simulating several everyday
sonic events [5]. Among such algorithms the sounds of people

∗e-mail: rn@media.aau.dk
†e-mail:sts@media.aau.dk
‡e-mail:tur@media.aau.dk

walking on different surfaces were simulated [6]. A similar algo-
rithm was also proposed in [10], where physically informed models
reproduced several aggregate surfaces. Procedural sound synthesis
of walking has also been recently described in [9].

Previous work on interactive footwear, such as the research per-
formed by Paradiso and coworkers [21, 3], consisted of designing
shoes augmented with sensors used to control footsteps sounds. A
smaller number of examples, such as recent work of Nordahl [20]
and Law et al. [18], have even aimed to provide multimodal cues
linked to footsteps events in such environments.

In this paper, we are particularly interested in developing a so-
lution which requires a minimum amount of sensing technology
and is shoe independent, which means that subjects can keep their
own footwear while using the system. This creates several advan-
tages from the interaction side: users do not need to wear ad-hoc
designed shoes, whose wearability is decreased by the addition of
several sensors.

We propose an interactive system which enables a designer to
synthesize in real-time footsteps sounds of different materials. We
describe the results of experiments whose goal is to test the degree
of realism of the system, the ability of subjects to recognize the
virtual material they are walking on, and the fidelity of interaction.
The ultimate goal is to integrate this system in the simulation of
multimodal virtual environments where the act of walking plays an
important role.

2 THE SOUND SYNTHESIS ENGINE

We developed a physically based sound synthesis engine able to
simulate the sounds of walking on different surfaces. Acoustic and
vibrational signatures of locomotion are the result of more elemen-
tary physical interactions, including impacts, friction, or fracture
events, between objects with certain material properties (hardness,
density, etc.) and shapes. The decomposition of complex everyday
sound phenomena in terms of more elementary ones has been an
organizing idea in auditory display research during recent decades
[12]. In our simulations, we draw a primary distinction between
solid and aggregate ground surfaces, the latter being assumed to
possess a granular structure, such as that of gravel.

2.1 Solid surfaces
Sonic interactions between solid surfaces have been extensively in-
vestigated, and results are available which describe the relationship
between physical and perceptual parameters of objects in contact
[16, 27]. Such sounds are typically short in duration, with a sharp
temporal onset and relatively rapid decay.

A common approach to synthesizing such sounds is based on a
lumped source-filter model, in which an impulsive excitation s(t),
modeling the physics of contact, is passed through a linear filter
h(t), modeling the response of the vibrating object as y(t) = s(t)?
h(t).

Modal synthesis [1] is one widely adopted implementation of
this idea. In this synthesis technique, the response model h(t)
is decomposed in terms of the resonant frequencies fi of the vi-
brating object, also known as the modes of the object. The re-
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sponse is modeled as a bank of filters with impulse response
h(t) = ∑i aie−bit sin(2π fit), where ai represent the amplitudes of
the modes, bi the decay rates of the modes, and fi the frequencies
of the modes.

A footstep sound can be considered as the result of multiple
micro-impact sounds between a shoe and a floor. The set of such
micro-events can be thought as the result of the interaction between
an exciter and a resonator. The exciter is represented by the in-
teraction between shoe and ground. Such interaction can be either
continuous, as in the case of a foot sliding across the floor, or dis-
crete, as in the case of walking on a solid surface.

To simulate such scenarios, both an impact and friction model
were implemented.

In the impact model, the excitation corresponding to each im-
pact s(t) is assumed to possess a short temporal extent and an un-
biased frequency response. Such excitation consists of a discrete-
time model of the force f between the two bodies, dependent on
additional parameters governing the elasticity of the materials, their
velocity of impact ẋ, and masses:

f(x,ẋ) =
{
−kxα - λ xα ẋ if x > 0
0 x ≤ 0

where α depends on the local geometry around the contact sur-
face, and x stands for the compression of the exciter (when x > 0
the two objects are in contact) [2].

In the friction model we adopted a dynamic model, where the
relationship between relative velocity v of the bodies in contact and
friction force f is represented through a differential equation rather
than static mapping. Assuming that friction results from a large
number of microscopic elastic bonds, called bristles in [8], the v-to-
f relationship is expressed as:

f (z, ż,v,w) = σ0z+σ1ż+σ2v+σ3w

where z is the average bristle deflection, the coefficient σ0 is the
bristle stiffness, σ1 the bristle damping, and the term σ2v accounts
for linear viscous friction. The fourth component σ3w relates to
surface roughness, and is simulated as fractal noise.

2.2 Aggregate surfaces
To synthesize aggregate surfaces, we implemented the physically
informed sonic models (PhiSM) algorithm [5].

This model simulates particle interactions by using a stochas-
tic parameterization. This means that the different particles do not
have to be modeled explicitly, but only the probability that particles
will create some noise is simulated. For many particle systems, this
phenomenon is well taken into account by using a simple Poisson
distribution, where the sound probability is constant at each time
step, giving rise to an exponential probability waiting time between
events.

2.3 Implementation
Using the algorithms described in the previous sections, we imple-
mented a comprehensive collection of footstep sounds. As solid
surfaces, we implemented metal and wood. In these materials, the
impact model was used to simulate the act of walking, while the
friction model was used to simulate the sound of creaking wood.

As aggregate surfaces, we implemented gravel, sand, snow, for-
est underbrush, dry leaves, pebbles and high grass. The simu-
lated metal, wood and creaking wood surfaces were furthermore
enhanced by using some reverberation. The role of reverberation is
discussed in the testing section.

The sound synthesis algorithms were implemented in C++ as
external libraries for the Max/MSP sound synthesis and multimedia

real-time platform.1 To enable compatibility with the Pure Data
platform, 2 the algorithms were implemented using Flext. 3

In our simulations, designers have access to a sonic palette mak-
ing it possible to manipulate all such parameters, including material
properties. One of the challenges in implementing the sounds of
different surfaces was to find suitable combinations of parameters
which provided a realistic simulation. For each simulated surface,
recorded sounds were analyzed according to their combinations of
events, and each subevent was simulated independently. As an ex-
ample, the sound produced while walking on dry leaves is a combi-
nation of granular sounds with long duration both at low and high
frequencies, and noticeable random sounds with not very high den-
sity that give to the whole sound a crunchy aspect. These different
components were simulated with several stochastic models having
the same density, duration, frequency and number of colliding ob-
jects.

The amplitude of the different components were also appropri-
ately weighed, according to the same contribution present in the
corresponding real sounds. Finally, a scaling factor for the sub-
components volumes gives to the whole sound an appropriate vol-
ume, in order to recreate a similar sound level which it would hap-
pen during a real footstep on each particular material.

A pilot test was run to ascertain that such a global volume plays
an important role in the judgments concerning the sounds’ realism
and in the recognition of the surface material. Indeed, wrong set-
tings for such a parameter can cause wrong recognitions.

3 CONTROLLING THE SOUND SYNTHESIS ENGINE

The developed sound synthesis engine is controlled as following:
users are asked to walk inside an area delimited by four micro-
phones placed on the floor in a square configuration. Specifically,
we used four Shure BETA 91,4 high performance condenser micro-
phones with a tailored frequency response designed specifically for
kick drums and other bass instruments. The microphones’ features
made them a good candidate for the purpose of capturing footsteps
sounds. In the interaction between a foot and a sole, the exciter is
usually called ground reaction force (GRF), i.e., the reaction force
supplied by the ground at every step. The aim of the phase of analy-
sis has been that of extracting the GRF from the acoustic waveform.
The real footsteps sounds produced are detected by the microphone,
and their GRF extracted and used to control the temporal evolution
of the synthetic footsteps. An example of a footstep sound and its
corresponding GRF is shown in Figure 1.

4 EXPERIMENT

We conducted different experiments whose goal is to investigate the
ability of subjects to recognize the different walking sounds they
were exposed to. The study of human perception of locomotion
sounds has addressed several properties of walking sound sources:
the gender [19, 13] and posture of a walker [22], the emotions of
a walker [13], the hardness and size of the shoe sole [13], and the
ground material [14].

Such studies have been concerned only with recognition of
sounds in an off-line scenario, where subjects were asked to lis-
ten to some sounds and classify them. In this experiment, we are
interested in having subjects classify sounds both off-line, but also
in an active settings, i.e., by using the developed interactive sys-
tem. One of our hypotheses is that the recognition when using the
interactive system is higher than in the off-line setup.

Moreover, we conducted an experiment using recorded real
sounds in order to compare their recognition rate with that of the
developed synthesized sounds.

1www.cycling74.com
2www.puredata.org
3http://puredata.info/Members/thomas/flext
4http://www.shure.com/
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Figure 1: A footstep sound (top) and the corresponding calculated
GRF (bottom).

4.1 Methods
Three kinds of experiments were conducted:

1. experiment 1: recognition of footsteps sounds generated in
real time by the subjects.

2. Experiment 2: recognition of synthesized recorded footsteps
sounds.

3. Experiment 3: recognition of real recorded footsteps sounds.

The sounds provided during experiment 1 were synthesized
sounds generated in real time while subjects were walking using
the interactive system described in the previous section.
The sounds provided during experiment 2 consisted of recordings
of footsteps sounds generated by the use of the interactive system.
The sounds provided during experiment 3 consisted of recordings
of real footsteps sounds on different surfaces. Such sounds were
chosen among those available on the Hollywood Edge sound effects
library.5 Each sound in experiment 2 and 3, composed of several
footsteps, had duration of about 7 seconds.

Participants were exposed to 26 trials in experiment 1 and 2, and
30 trials in experiment 3. During experiments 1 and 2, 13 stim-
uli were presented twice in randomized order. The stimuli con-
sisted of footsteps sounds on the following surfaces: beach sand,
gravel, dirt plus pebbles (like in a country road), snow (in particular
deep snow), high grass, forest underbrush (a forest floor composed
by dirt, leaves and branches breaking), dry leaves, wood, creaking
wood and metal. To simulate room characteristics, footsteps sounds
on wood, creaking wood and metal were enhanced adding a certain
amount of reverberation.

In experiment 3, fifteen stimuli were presented twice in random-
ized order. They consisted of the previous mentioned sounds with-
out the reverberated ones, more footsteps sounds on carpet, con-
crete, frozen snow, puddles and water.

4.1.1 Participants

Fourtyfive participants were divided in three groups (n = 15) to per-
form the three between-subjects experiments. The three groups

5www.hollywoodedge.com/

were composed respectively of 6 men and 9 women, aged be-
tween 19 and 29 (mean=22.13,standard deviation=2.47), 8 men and
7 women, aged between 20 and 35 (mean=22.73,standard devia-
tion=4.01), and 10 men and 5 women, aged between 20 and 29
(mean=23.13,standard deviation=2.39). All participants reported
normal hearing conditions. All participants were naive with respect
to the experimental setup and to the purpose of the experiment.

During experiment 1 the shoes used by subjects were sneakers,
trainers, boots and other kinds of shoes with rubber soil.
The participants took in average about 24, 15 and 12 minutes for
experiments 1, 2 and 3 respectively.

4.1.2 Setup

Figure 2: A subject performing experiment 1.

All experiments were carried out in an acoustically isolated labo-
ratory where three setups were installed. The setup for experiment 1
consisted of the interactive system, and the participants were asked
to use it in order to generate the footsteps sounds in real time (see
Figure 2).
The setup for experiments 2 and 3 consisted of a simple graphical
user interface with which the participants were asked to interact,
and a spreadsheet to collect their answers.

The interface was created using the Max/MSP program and was
composed only by buttons to be pressed. Each button was num-
bered, and by pressing it a sound was triggered and conveyed to
the user by means of headphones. Users were asked to press each
button according to their numerical order, and to write the corre-
sponding answers on the spreadsheet.
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Correct Wrong I don’t know Realism Quality
answers answers

Beach Sand 50. 36.67 13.33 5.3 5.15
Gravel 70. 26.66 3.33 5.57 5.57
Dirt pebbles 10. 86.67 3.33 5.75 4.73
Snow 80. 16.67 3.33 5.81 5.67
High Grass 0. 83.33 16.67 - 5.4
Forest 63.33 33.33 3.33 4.84 4.7
Underbrush
Dry Leaves 40. 60. 0. 4.75 4.96
Wood 46.67 20. 33.33 3.93 4.55
Creaking Wood 93.33 6.67 0. 5.16 5.17
Metal 80. 13.33 6.67 3.33 4.77
Wood 20. 70. 10. 3.83 4.76
plus Reverb
Creaking Wood 93.33 3.33 3.33 4.93 5.17
plus Reverb
Metal 83.33 10. 6.67 3.6 5.23
plus Reverb

Table 1: Results of experiment 1: recognition (in percentage) of the surfaces with the interactive system.

4.1.3 Task
During experiment 1 the participants were asked to wear a pair of
headphones and to walk in the area delimited by the microphones.
They were given the list of different surfaces to be held in one hand,
presented as non-forced alternate choice.

During the act of walking they listened simultaneously to foot-
steps sounds on a different surface according to the stimulus pre-
sented. The task consisted of answering by voice the following
three questions after the presentation of the stimulus:

1. Which surface do you think you are walking on? For each
stimulus choose an answer in the following list: 1) beach sand,
2) gravel, 3) dirt plus pebbles, 4) snow, 5) high grass, 6) forest
underbrush, 7) dry leaves, 8) wood, 9) creaking wood, 10)
metal, 11) carpet, 12) concrete, 13) frozen snow, 14) puddles
and water, 15) I don’t know.

2. How close to real life is the sound in comparison with the
surface you think it is? Evaluate the degree of realism on a
scale from 1 to 7 (1=low realism, 7=high realism).

3. Evaluate the quality of the sound on a scale from 1 to 7 (1=low
quality, 7=high quality).

At the end of the experiment, subjects were asked some ques-
tions concerning the naturalness of the interaction with the system
and to comment on its usability and possible integration in a virtual
reality environment.

The task in experiment 2 was similar to experiment 1. How-
ever, subjects were sitting on a chair, listening to the sounds through
headphones and interacting with the interface mentioned in section
4.1.2. The task in experiment 3 was similar to experiment 2, but
in addition to the classification of the surfaces subjects were also
asked to evaluate the degree of certainty of their choice on a scale
from 1 to 7. At the end of the experiments 2 and 3 the subjects
were also given the opportunity to leave an open comment on their
experience interacting with the system.
The list included a range of materials wider than those presented
in experiment 1 and 2 (see section 4.1). Conversely, in experiment
3 all the materials in the list were presented. The subjects were
informed that they could choose the same material more than one
time and that they were not forced to choose all the materials in the
list. In addition for experiment 1, they could use the interactive sys-
tem as much as they wanted before giving an answer. Likewise for
experiments 2 and 3 they could listen to the sounds as much as they
wanted. When passed to the next stimulus they could not change
the answer to the previous stimuli.

4.2 Results
The collected answers were analyzed and compared between the
three experiments. Results concerning the percentage of correct
answers in experiment 1 and 2 are illustrated in Figure 3, while the
comparison between the two experiments in terms of realism and
quality of the sounds is showed in Figure 4. The degree of realism
was calculated only looking at data from correct answers, i.e., when
the surface was correctly recognised.

The first noticeable element emerging from both figures is that
almost always the use of the interactive system gave rise to a better
recognition of the surfaces and a higher evaluation of realism and
quality of the proposed sounds, rather than the recorded sounds.
In both experiments the footsteps sounds on snow, creaking wood
(with and without reverb), gravel and metal (with reverberation)
were correctly recognized with high percentage, while the recog-
nition of the surfaces dirt plus pebbles, high grass and wood (with
reverberation) turned out to be wrong most of the times. Regarding
the recognition of the other surfaces, good results were found for
beach sand and forest underbrush, while correct recognition for dry
leaves and wood (without reverberation) were under 50%.

All percentages were higher in experiment 1, although an in-
depth analysis shows significant difference only for dry leaves (χ2

= 4.1761, df = 1, p-value = 0.041) and metal (χ2 = 4.6886, df = 1,
p-value = 0.03036).

An analysis performed on the wrong answers reveals that in av-
erage subjects tended to classify erroneously a surface as another
belonging to a same category (e.g., wood-concrete, snow-frozen
snow, dry leaves-forest underbrush) rather than to different cate-
gories (e.g., wood-water, wood-gravel, metal-dry leaves).
Moreover, results show that the addition of the reverberation to the
sounds gave rise to better recognitions for metal, and worse for
wood plus reverberation, which was perceived most of the times
as concrete (not tangible differences were found for the creaking
wood). As concerns the comparisons between reverberated and not
reverberated sounds in terms of realism negligible differences were
found, while in terms of quality the reverberated sounds led to light
higher evaluations.

Results of the third experiment are illustrated in Figure 5. Recog-
nition of recorded sounds was quite good in average, with a better
performance for the solids and liquids surfaces compared to the
aggregate ones. In particular metal, wood, creaking wood, con-
crete, frozen snow, water and gravel show very high percentages,
while the sound of the high grass confirms the negative trend al-
ready emerged in the previous experiments. All the other materials
present percentages over 50%, with the exception of dry leaves, dirt
plus pebbles and forest underbrush, as the data in Table 3 show.
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Correct Wrong I don’t know Realism Quality
answers answers

Beach Sand 36.67 63.33 0. 4.18 4.77
Gravel 66.67 33.33 0. 4.9 4.57
Dirt pebbles 10. 90. 0. 4.71 4.37
Snow 83.33 13.33 3.33 5.17 5.14
High Grass 3.33 93.33 3.33 5. 4.3
Forest 36.67 60. 3.33 4.22 4.27
Underbrush
Dry Leaves 13.33 86.67 0. 4.5 3.87
Wood 36.67 33.33 30. 4.58 4.
Creaking Wood 76.67 13.33 10. 3.17 3.82
Metal 50. 16.67 33.33 2.93 3.29
Wood 6.67 73.33 20. 6. 4.04
plus Reverb
Creaking Wood 76.67 13.33 10. 3.35 3.89
plus Reverb
Metal 66.67 6.67 26.67 3.3 4.3
plus Reverb

Table 2: Results of experiment 2: recognition (in percentage) of the surfaces with the recorded synthesized sounds.

Figure 3: Comparison of the percentages of correct answers for each
surface in experiment 1 (black) and 2 (white). Surface type from
left to right: 1-beach sand, 2-gravel, 3-dirt pebbles, 4-snow, 5-high
grass, 6-forest underbrush, 7-dry leaves, 8-wood, 9-creaking wood,
10-metal, 11-wood plus reverberation, 12-creaking wood plus rever-
beration, 13-metal plus reverberation. Notice that the missing ele-
ment in column 5 indicates the fact that none of the subjects was
able to recognize the high-grass in experiment 1.

The degree of certainty in the answers seems to be on average
consistent with the percentage of correctness (even if there are some
exceptions, as for the footsteps on puddles, which were erroneously
classified as footsteps through the water).

What emerges from these results is the ability of the subjects
in distinguishing materials in the same category for solid surfaces,
and their difficulties in the recognition of aggregate surfaces
(aspect also confirmed by the comments of the participants).
Indeed the analysis of the wrong answers for aggregate surfaces
confirms the tendency already showed in the previous experiments,
in classifying erroneously a surface as another belonging to a same
category.

From the comparison with the results of the recognition of the
surfaces presented in the previous two experiments, one can note
that the percentage of correct answers for the same surfaces is
higher for the experiment 3, with the exception of the snow in both
experiment 1 and 2, and of forest underbrush and creaking wood
(with reverberation) in experiment 1. Moreover similar percentages
were found for beach sand in experiment 1 and 3, and the percent-
age of gravel is high in the same experiments. Finally the very low
percentages for the high grass in the three experiments confirm that
this is a sound difficult to recognize.

The final questions of experiment 1 (evaluated on a seven-point
Likert scale) show that subjects judged the interaction with the
system quite natural (mean= 5.6), and that they felt quite normal
(mean= 5.33) and a little bit constrained (mean 2.9) during the act
of walking. Indeed, subjects commented on the need of a wider
area to walk and of a wireless headphones set.

Finally, regarding the ”I do not know” answers the percentage
was higher in experiment 2 (10.77%) rather than experiment 1
(7.95%), and lower (3.11%) for the experiment 3. Tables 1,2, 3
show in details the results of experiment 1, 2 and 3 respectively.

5 DISCUSSIONS

A footstep sound is extremely dependent both on the kind of shoes
a person is wearing and on the kind of floor the person is walking
on. All sounds were synthesized assuming that the shoes hitting the
floor had a solid sole. This aspect is extremely important in the sim-
ulation of solid floors. As a matter of fact, when interacting with
virtual wood and metal more than one participant commented of
having the sensation of wearing a different kind of shoe. More pre-
cisely, they commented that they felt like they were wearing a shoe
with a solid sole. This indicates the ability of auditory feedback to
affect perception of material.

homogeneous ones: as proof of the good success our design we
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Correct Wrong I don’t know Degree of
answers answers certainty

Beach Sand 53.34 46.67 0. 4.5
Gravel 86.67 13.33 0. 5.07
Dirt pebbles 43.33 56.67 0. 4.8
Snow 63.33 36.67 0. 5.93
Frozen Snow 70. 16.67 13.33 5.66
High Grass 10. 83.33 6.67 3.5
Forest 36.67 60. 3.33 4.14
Underbrush
Dry Leaves 56.67 43.33 0. 4.77
Concrete 70. 23.33 6.67 4.43
Wood 80. 16.67 3.33 5.17
Creaking Wood 90. 6.67 3.33 6.14
Metal 96.67 3.33 0. 6.33
Carpet 66.67 23.33 10. 4.78
Puddles 33.33 66.67 0. 5.8
Water 86.67 13.33 0. 6.57

Table 3: Results of experiment 3: recognition (in percentage) of the surfaces with the recorded real sounds.

found that for the sound of the wood and metal floors more than
one participant commented that he/she felt like wearing a different
kind of shoe, and for the precision with a solid soil.

In general, the use of the interactive system facilitated the recog-
nition task, and the sound quality of the system was perceived as
higher.

One peculiar element of the interactive system is the lack of hap-
tic feedback which is present when walking in the real world and is
an important element in the perception of a surface. This lack will
be compensated in future implementations of the system, where
haptic feedback will be integrated. Some subjects also commented
on the importance of visual feedback, which would have obviously
helped in the recognition task.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we introduced a real-time footsteps synthesizer con-
trolled by the user, which works independently from the footwear.
This is a feature that distinguishes our prototype from other systems
developed with similar goals.

The system was tested in a between-subjects experiment, where
it was compared to a recognition task including recorded and syn-
thesized offline sounds. Results show that subjects are able to rec-
ognize most of the synthesized surfaces using the interactive system
with high accuracy. Similar accuracy can be noticed in the recogni-
tion of real recorded footsteps sounds, which is an indication of the
success of the proposed algorithms and their control.

The developed system is ready to be integrated in computer
games and interactive installations where a user can navigate. The
simulations proposed, however, reproduce the act of walking on a
flat surface.

On the other hand, real life scenarios include also uphill and
downhill movements whose footsteps sounds differ significantly
from those produced while walking on a flat surface. Such situ-
ations can be incorporated in our synthesis engine, by modifying
different parameters of the corresponding sounds such as amplitude
and temporal variations.

In future work, we indeed plan to utilize the system in multi-
modal environments, and include haptic and visual feedback, to
understand the role of the different sensorial modalities to enhance
sense of immersion and presence in scenarios where walking plays
an important role.
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