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Jan BendtsenMember, IEEE Klaus Trangbaek, Jakob Stoustrigenior Member, IEEE

Abstract—Often, when new sensor or actuator hardware be-  Furthermore, from an industrial application-orientednpoi
comes available for use in a control system, it is desirable to of view, the ability to switch back to an existing, proven
retain the existing control system and apply the new control control design in case a new, more complex design proves un-

capabilities in a gradual fashion rather than decommissioning tisfact - tical fi for inst if Uairti
the entire existing system and replacing it with an altogether new Satistactory In practical operation, for instance it u 1es,

control system. However, this requires that the existing contrtber _nonlin_ear_ (_a'ffects or similar causes the performance toadisgr
remains in action, and the new control law component imdded to  is a significant advantage. In many cases there may also be

the existing system. This paper formally introduces the concept other arguments for maintaining the existing control gyste

of Plug-and-Play control and proposes two different methods , hace, such as it being part of a safety-critical inteklog
of introducing new control components in a smooth manner, circuit

providing stability guarantees during the transition phase as well . . . .
as retaining the original control structure. The applicability of the We hereby define the concept of adding devices to an exist-
methods is illustrated on two different practical example systems, ing control system while it is running, and having the system

a livestock stable climate control system and a laboratory-scale (preferably automatically) utilize the new devices onjiaes
model of a district heating system. “Plug-and-Play Control”.

Index Terms—Variable structure systems, Youla-Kucera pa- While the idea of expanding a controller by adding to an
rameterization, Observer-based control existing control law is not, as such, new—see e.g., [9], [10]—
the subject of incorporating negignalsor even subsystems
into an existing system has not received much attention
in the literature before. [11] and [12] used the “Plug and

All medium- to large-scale automation systems, such &ay” terminology in a networked control framework, but
power plants, refineries, factories, supermarkets or esye| the basic idea was quite different; it revolved around semi-
ships, are equipped with control systems to handle varioastonomous agents and the emphasis was primarily on fault-
automated processes, such as production facilities [}], [#olerance. Furthermore, the overall concept presented i [
chemical batch processing [3], climate control [4], or poweand [12] seems to have more in common with the distributed
production [5]. Most practical control systems tend to beptimization schemes of [13] than with the control design-
designed at the time of commissioning of the plant and quitéiented methodology proposed here, in the sense that the
often rely on PLCs or similar hardware to implement classagents “communicate” through cost negotiations in an gitem
cally designed (and often conservatively tuned) controp® to achieve global performance optimization.

However, as time goes by and new technology and knowledgeConceptually, Plug-and-Play control is somewhat related
becomes available, it may become desirable to introduce new “Windsurfer control” [14], [15], [16]. However, while
sensor and/or actuator hardware for performance reasons.Windsurfer control also aims for performance improvemsnt b

The problem here is that a vast majority of control desigearning more about the plant during online operation,eher
methodologies are “monolithic” in the sense that they ebahave so far been no treatments sifuctural updates of the
from a full-scale model of an uncontrolled (open-loop) eyst closed loop.
and outputs a full, multi-variable control system, whichredo The main contribution of this paper is tmrmulate the
not exploit any knowledge or functionality from previousPlug-and-Play control problemin a quite general setting.
designs. If components or sub-systems are added to existilg also propose two possible approaches to the Plug-and-
systems, however, the design in principle has to be re-doRky control problem, which can be deployed depending on
from scratch, which is likely to be very expensive in terms dhe model information available and other criteria; howgeve
engineering man-hours, operation stop, and commissiarfingwe emphasize that these approaches are merely preliminary
the new system. suggestions for solutions to the problem.

Thus, when new sensor and/or actuator hardware become$he general assumption is that the new control laws must
available for use in a control system, it is often desirable be added toexisting control laws when new sensors/actuators
retain the existing control laws and apply the new contrblecome available, whiléaving the existing control systems
capabilities in a gradual, online fashion rather than deconm place Also, we assume that an existing model is available,
missioning the entire existing control system and repkadin either from data-driven or from first-principles modeling.
with the new system, [6], [7], [8]. When a device is added, the first step is to identify a model

of it. As long as the new device does not involve significant

Ehés Véorkt_is SsurJ_ported by The Danish Research Council fohfietogy  dynamics, the added model can be identified in a fairly
anTher%uutﬁcl)cr)sn a::elzer?tils.the Department of Electronic SystemsprAat stralghtf(_)rward mann_er’ seee.g., [17_]‘ If, On_the othedhére
tion and Control, Aalborg University, Denmark; emaflkt r, di non, ~New device (sensor) involves dynamics, or if the measuremen
j akob}@s. aau. dk noise of the old and new sensors is correlated, the situation

I. INTRODUCTION



becomes more difficult. To this end, we briefly present ia the plant under consideration, whif€ is a controller. Let
modified version of the so-called “Hansen scheme” for clesed be partitioned as
loop system identification with open-loop-like qualiti€k3], a a
[19]. With these techniques, it is possible to update thatpla G = {G“” qu}
model without having to identify everything from scratchda ywo
without having to decommission the plant in order to carryhe closed loop is stable ifff,, x K is stable. The LTI system
out dedicated experiments. Gy can be factorized as

The paper then discusses two possible approaches to incor- 1 ~ g
porating new devices into an existing control system in an Gyu=NM""=M"N @
“‘add-on” manner. The first approach is sensor fusion basgglth N ¢ RHZX™ M € RHT*™ M € RMHL PN €
see e.g. [20], [21]. There is a wide range of literature oR#»x™ _|f the factors have no pole-zero cancellations, they

implementation of controllers based on sensor fusion, sgg calledright and left coprime factorizationsrespectively.
e.g. [22] and the references therein. In the method presentorrespondinglyXk can be factorized as

here, however, we specifically address the situation ohfusi -
new measurements with existing ones in order to modify the K=U0v'=v'lUu ®3)
inputs to an existing controller, such that the overall perf mxp PXDP T mxp 1
mance is improved. To that end, an observer-based arojr'mecwg_?;ex,[]n_ ﬁ'h?szoccoﬁr‘i/mee f;i;}é?fza’tignse C;zr?{%oe ’c‘h/osin to
is proposed, which can be carried out independently of tgﬁtiso?y the doubldezout identity
existing design.

The second method relies on tieula-Kucergparametriza- [ v M Ul M UITV =01 [I 0
tion of all stabilizing controllers for a given plant. This[]\} M} {N V]_{N V} {N M]_{o j] (4)
methodology has the advantage that the performance transfe o
function is affine in the design parameter, which means that! N€ Youla-Kucera parameterizatiomow states thatll
the design problem has an open-loop-like nature and goed pe@bilizing controllers for some fixed systef),.., and hence
formance can thus be expected during the transition betwd8h G- based on some stabilizing” can be constructed by

controllers. Furthermore, certain stability guaranteas be INtérconnectingk’ with a free, stable parameter systémas
given for this approach. indicated in the right block diagram in Figure 1.

Both methods are tested in actual implementations; a cli-
mate control system for a livestock stable and a laboratory S e il S B el vumiied

model of a district heating system. Note, however, that it is yE ]u yE ju
K

1)

not our intention to provide a rigorous comparison betwéen t )
methods, only to show that the Plug-and-Play control proble [ K ]

is feasible in practice.

After some preliminaries in Section |l and a general problem Q
statement in Section Ill, we discuss the identification éssu
Section IV. Section V then outlines the YOUIa'Kucera'baSq—(#g. 1. Left: The interconnection of the systethand the controllek . Right:
control approach, while Section VI presents the sensooffusi A different stabilizing controller implemented &5(Q) = K’ » Q, whereK’
based control approach. Sections VII and VIII show the twian augmented version 6f, andQ is a Youla-Kucera parameter
practical application examples, and finally, Section IX sum )
up the conclusions of the work. In particular,

KQ = (U+MQ)(V+NQ)™!
[l. PRELIMINARIES = (V4+QN) N U+QM), QeRMsx (5)

Th|s sectlon_ br|.efly recapitulates some basic concgpts \%ereQ, which can be any stable system of appropriate input-
coprime factorization and the Youla-Kucera parametennat output dimensions, is called th¥oula-Kucera parameter
of stabilizing controllers, which we will use extensivelythe |} ..o configurations are illustrated in Figure 2

sequel; see [23], [24], [19], and [25] for further detailsl A~z ointed out in [27] and [28], by exploiting the Youla-
resdulttjs_ presented in this section are vahg n e'gl% 9“”:]"3 Kucera parameterization, it is possible to change between
and discrete time. Our T‘Ota“"” Is standaRiHss 1S t € two controllers online, say, from a nominal controll&y to
Banach space of real rational stable transfer matrices im@pp, \ 1hor controlleds,, in a smooth fashion by scaling th@

mr-](.jllme(rjlsmnal mhput S|gnﬁ;tpdlmsnsmfna:jgmil{t signals, ,arameter by a scalar factore [0; 1] without losing stability.
while « denotes the so-callestar product(feedback intercon- =, fact, if a desired transfer function for a new stabilizing

nection). between two LTI systems [26]. , . _.controller K; has been obtaineds (Q) = K; can be realized
Consider the setup in the left block diagram in Figurgom K, and G by factoring K, — V"' = UV:"! and
1, wherew € R™» denotes external reference/noise inpuf- _ V0, = U,V such that 0 0

signals andz € RP- represents performance outputs, e.g., R B ~
deviations from reference values.c R™ andy € RP are | Vi Uy |M Uy _|M U |Vi U _|I 0
controllable inputs and measurement outputs, respegtigel |-N M | |N V| |N W||-N M| |0 I|’




Z W 2 w
G G — . 1a
Y u oy U Yy u
>l U —»?—» ‘N/—l - — V—l l U —»(‘
K
Q Q
M 4%17 N N ‘ M — Fig. 4. Closed-loop system identification of a plagtin closed loop with a
controller K. Due to the feedback, the inputis correlated with the noise,,

making it difficult to identifyG reliably.

Fig. 2. Left and right coprime factorization-based Youla-Kucereapaeteri-
zation of all stabilizing controllers. . )
is the measurement noise that would normally affect the

measurements, relocated in the block diagram to affect the
and setting (see [29]) output of the dual Youla-Kucera parameter instead,anahd
ro are external excitation signals.

Q = U1Vo — Vil = Vi(K:1 — Ko)Vh. (6)

From Figure 2 and using the Bezout identity, it is straight-

forward to see that ¢
_ -~ N ‘T]V[_l —
z = szw + qu(U + MQ)MGyww Y u
= Goww + G M(U + QM)Gypw S
i.e., the performance transfer function framto = is affine in v
Q:
Tow =T1 + TQT3 (7) Vs v

whereTy, T», andT3 are stable transfer functions—see Figure
3. Thus, givenG and K, a control design can be carried out
by finding a stabl&) that minimizesT’,,, in some sense. This " —O— [ - l——0<+—T"2

is known as a model matching problem [30].
Fig. 5. Dual Youla-Kucera parameterization used for closed-loagtesy

identification
z T, w
By manipulating the block diagram and using (4), it is
possible to check thay = G(S)u + v,. Furthermore, from
T — QT the block diagram, we find the following relations:
(N+VSY,=y—-V (8)
Fig. 3. Performance transfer functi@n., .
and
Once a@ has been designed, the affine dependence also (M+US)Y = u—Uv

means that ifQ) is scaled byy as mentioned above, then the
performance will change in a predictable way for all values
of ~. Applying the LTI operators/ and U to (8) and (9), respec-
The Youla-Kucera parameterization hadwal formulation, tively, subtracting the bottom equation from the top ecprati
which characterizes all (linear) plants stabilized by agéir) and using the Bezout identity then results in
controller. This formulation can be exploited to recasteset- ~ ~
loop system identification problem (see Figure 4) into an ¢=Uri+Vr (10)
‘open-loop-like’ problem via the so-called “Hansen schémen a similar vein, from the block diagram, we have the relatio
[18]. Doing so often leads to better-posed identificatioobpr
lems, since the input will then be uncorrelated with the @ois M¢ = u-Uz
Assume that a controller, factorized & = UV~! = N¢ = y—-Vz
V~1U stabilizes the plant we wish to identify, and that somg
nominal plant estimate, factorized asG = NM~! =
M~1N, is known. Let the factorization be chosen to satisfy t
Bezout identity (4). Then the dual Youla-Kucera paramatriz
tion of all plants stabilized by< can be represented as shown
in Figure 5, whereS is a stable system denoted the duand, obviouslyz = S¢ +'. ¢ andz are thus available from
Youla-Kucera parameter. In the figure, = (M + SU)uy filtered measurements. Furthermoreijf is independent of

= ro4+ VUl +r)-Ud 9)

pplying N to the top expression antl/ to the bottom one,
subtracting one from the other and using the Bezout identity
fen results in

z=My— Nu (12)



r1 and rg, then ¢ is independent of’ as well. Also, S is state space realization
known to be stable. Thus, it can be seen that althaughdy

are measured in closed-loop, the identificationSobecomes A ‘ By, B
. . g . G = Cz Dzw Dzu (12)
equivalent to an open-loop identification problem. We shall c D D
yw

utilize this technique in the sequel. See e.g., [19] for more
details, but please note that we are using positive feedbagkh A4 < R"*" B, € R"™™w B € R™™ (C, €
control here. RP=X" C € RP*™ D,,, € RP=X™w D, € RP=X™ D €
RP*™w gand D € RP*™ being constant matrices, and IEtbe
a stabilizing controller. For the sake of discussion, it wilthe
following be assumed to be an observer-based state feedback

We now turn our attention to the main problem treated igontroller of the form
this paper. As mentioned in the introduction, the objedtv® A+BF+LC+ LDF ‘ L
incorporate a new sensor or actuator in an existing cordog | K= I ‘ 0

without having to re-design the existing system. There can .
be various reasons for this: for instance, the existing roont here the matrices’ and L are chosen such that+ BF and

system might contain supervisory logic that we do not wi + LC have stable eigenvalues; however, it could in principle

to interfere with or replicate. Also, plant operators oftend P€ @ny stabilizing LTI controller. ,
to be wary of replacing a known, functioning controller with In both situations, the addition of the new device causes the

an entirely new replacement. Instead, adding a contradler §iructure of the closed loop to be changed. Since the input-
the original one and slowly turning it on tends to be mor@UtPut dimensions have to match, we embed the system and
appealing in practical applications. controller in a non-minimal realization before adding treawn

Consider the situations depicted in Figure 6 device (row b) ). In the following, we only write out the case
of adding a new sensor; adding a new actuator is dual, as also

I1l. PROBLEM FORMULATION

(13)

a) . w indicated by the use of similar symbols in both columns of
: G [ Figure 6.
y u The extended versions @f and K become
K A 0 B, B
b) New sensor v \New actuator Ayq Al 0 B
G a a a
? Gy —v S Go v Go = |:0:| = C. 0 D,y Dy (14)
7 " | C 0 |Dy, D
Y Y 0O 0] 0 0
— KO KO -
and
; Ko = [K O]{A+BF+LC+LDF—L 0
c) ., G Gy F 0 0
~ G Z ] — 15)
- Go G Ga L respectively. The new matrices are assumed to be real,aunst
y| Ya u Y Ualy matrices of appropriate dimensions chosen to accommodate
3 Ky Ko [« the dimension of the added sensor signal and any dynamics
that might be revealed when adding the new device (repre-
sented byA,; and A,3).
d) G4 o Note thatG x K = Go * K, that is, we have not changed
z G w Z ] e W the closed-loop transfer function by this state space skian
G GG, Note also thatG, is deliberately chosen such that the states
y F U y = ‘T U corresponding tad,» are unobservable.
oK K, K ] Next, in row c), the new device is added, which causgs
Ya K, K| Ka Ug to be replaced by the system
Fig. 6. Plugging in a new sensor (left) or actuator (right). A 0 By B
a) Initial situation. A Ao 0 B,
23) r‘:’he existing system and controller are embedded in a nomaimealiza- G = [GG } _ C. 0 Dow Dow (16)
c) A new sensor (left) or actuator (right) is added, providatcess to a new “ c 0 Dyw D
measuremeny,, or a new control signal,,, respectively, yielding the extended Cyi Cuo | Dgw Dy
plantG;.
d) The controller is extended to include the new signal dingl K1 whereC,1, Ca2, Do and D, represent the output map of the

new sensor. Note that these parameters are, in general, not
The left column in the figure illustrates the situation whareknown a priori and may thus require identification.
new sensor is added, while the right column deals with addingFinally, the problem we are faced with (in row d) of Figure
an extra actuator. Let the existing systé€mhave a minimal 6) is the following:



Problem 1 Design an extended controlléf; = [K  K,]

(orKlz{Ing)that A+LC 0 | =(B+LD) |L 0
« utilizes the new measuremen (or control signalu,) no_0 Asi A2 | —(Ba+ LD,) 0 0
« allows asmooth transitionk, — K3, in the sense that L i } = _ F 0 r 0 0
the shift to the new controller should not cause larg ! ! c 0 -D I 0
transients Car Ca2 -D, ‘0 I
. retains closed-loop stability throughout the transition (20)
« allows recovering the old controller through the revers®r the interconnection with the new sensor (dashed lines
transition K; — K, indicate which factors the respective matrices belong to).

such that the performance transfer functiby, is improved The following result, which allows open-loop-like identifi
in some sense cation of the additional dynamics using a s_urprisingly danp
If the above problem is further restricted to be solved witua! Youla-Kucera parameter, was shown in [31].
minimal human intervention, we refer to it #ise Plug-and-  1heorem 1:Consider the augmented plant (16) in closed
Play Control Problem loop with (15). The new sensor dynamics in the augmented

plant G; is confined to a dual Youla-Kucera parametéin

IV. IDENTIFICATION OF NEW SENSOR Figure 5 given by
In order to solve Problem 1 in an automated way, it is often A B A A+ BF | B
required to estimate the new parametérs, A,z,..., D, in S = a2 | Ba A ia T (21)
the extended description above. Since we are not inter@sted Ca2 ‘ Dy Ca 7 0

stopping operation, the new parameter matrices must be iden _ e : : '
tified online, while the plant is in closed-loop operatiortiwi The identification procedure is straightforward; first gene

the existing controller. Various approaches can be coreitje at€ @ data sequence by adding excitation signals through
in particular, if the new device is so fast that its dynamic@"d2 in Figure 5, then compute the necessary siggaisd

is negligible compared to the general plant dynamics, tﬁeby filtering through the relevant. fa(;tors, and compgte the
corresponding gains can be identified in a straightforwaPapUt to the unkpown system by fllterlrrgthrough the right
manner, see e.g. [17]. If, on the other hand, the dynamidseof {Known) factor in (21). The left factor in (21) can now be
new sensor or actuator is not negligible, it will in many saséPtainéd by a standard open loop identification method.

be advantageous to identify the new parameters in an open-

loop-like setting. We briefly recount a possible approaait fi B. Simulation example

suggested in [31]. We illustrate the approach by a simple simulation example

o inspired by the application example considered in Sectibh V

A. Identifying a new sensor a simplified model of a livestock stable ventilation systdime
We focus on steps b) and c) in the left column of Figurexample in the subsequent example, which concerns changing

6. The idea is to combine the Hansen Scheme (Fig. 5) withe control law after adding a sensor, is carried out on an
the augmented plant and controller formulations introduoe actual stable; in this example, however, we deliberatety ais
the previous section, which means that we have to augmeithulation model in order to have a ‘truth’ model available
the coprime system and controller factors to accommodate for illustration purposes.
new measurement channels. It is reasonably straightfdrtear A vertical cross-section view of the stable is shown in Fegur
check that the following coprime factorizations corregpém 7. The figure gives a basic overview of how the ventilatiort par

(14)—(15), and satisfy the Bezout identity: of the climate control system operates. Ventilation iniete
A+BF|B|-L 0 walls of the stable are opened, allowing fresh air to entethé
My, U, F 770 0 roof, a number of ventilation fans expel air to the surrongdi
[No VJ i eE,ya DT o (17) In combination, the inlets and outlets generate an air flow
0 0" 0 I circulating within the stable, yield a comfortable tempera

for the livestock in the stable and removes unhealthy gases
such as ammonia. A single temperature sensor placed dgntral

A+LC|—(B+LD) L 0 ACT] _
Vo —Uo F T 00 within the stable is used for measurement feedback to a
[No o ] il s Al B> R Sl (18)  controller that controls the ventilation fan.
0 0 0 I The simulation model is based on a simple zone division

) ] ] of the stable - see Figure 8. Air flows in via inlets in the side
for the system-controller pair before introducing the ney,is travels through the stable and exits via a chimney in
sensor, and zone 3. A temperature sensor in zone 2 is used for control of

A+ BF 0 | B,-L 0 the flow ¢, in the figure.
M, U, At +BoF Age | B0 00 Howevgr, the livestock stable is_ not completely airtighaeD
[N V} = F 0T J‘ 0 0| (19) tocracksinthe walls etc., extra air tends to leak into thelst
! ! C+ DF 0 D, 1 0 This draft is not revealed by the temperature sefisdyvecause
Caa+DoF Coz | Dy ! 0 1 of its location; however, noticing that the livestock awid



=] Ventilation fan Ventilation we obtain the SyStem

_ Q12 0 0
. (lezl g2-3
it) = | 5E 0 |e+
0 g2-3 _ Gout
m3 m3 |
041 Tamb_Tl 7
_ M1 _
. . . . apfemt=L | u(t) +w(t) (22)
Fig. 7. Sketch of cross-section of the livestock stableslrair enters the Ty
stable via inlets in the side, circulates within the stabhel & eventually (053 + 044) ms

sucked out via the ventilation placed in the roof of the sabl y(t) _ [0 1 0] a:(t) + U(t) (23)

Here,(-) denotes operating point values and) = [T} (t)—
Tl, TQ() TQ, Tg() Td] , y() = TQ( ) — T and
u(t) = qout(t) — Gour denote deviations from the operating

; points (“small-signals”). The animals are assumed to deliv

ﬂ %@ a stochastic heat input with a constant bias, which can be
T : T 7 treated as an extra addition to the zone temperature opgrati

! - 2 " 33 o point [T}, T», T3]”; hence,w(t) andv(t) can be considered

- - eak

zero-mean noise sequences.

Appropriate parameter and operating point values are sub-
f f f stituted into the model, which is sampled using zero-order
hold with a sampling period of 10 sec. However, since the
Qin1 Gin.2 Gin.3 leakage flow was not taken into consideration at the design
time, and the original temperature sensor is placed in zone 2

Fig. 8. Model setup used for the livestock stable simulatiwith control vol- -~ (centrally in the stable), the controller is designed based
umes, air temperatures and airflows indicated. Initiallyydhl is measured,; the (1‘1 xg)—subsystem
)

later, the extra temperature sendy is installed to detect the temperature

decrease caused by the leakage flow. xl(t + 1) 0.9265 t
ch(t + 1)] B [0 0693 0. 8892} { (t ]

[ —0.1737 } u(t) + {wl t)} (24)

. 0.009814 (1)
one end of the stable, the farmer suspects that something
is wrong and installs a new temperature sendr, at the y(t) = [0 1] z(t) + vy (1) (25)
location indicated in Figure 8. The task is now to identife thThis system represents the known model, with known noise
system parameters related to the new sensor while the syst®8iistics
is operating.

0.02 0.01

Leti = 1,2,3 denote the zone number; is the air mass Ry = [0.01 0,02] andR,, = 0.1
in zonei, ¢y ;(t) is the inlet flow into zone, ¢,..(t) is the
outlet flow, andg;_;(¢) is the air flow from zone to zonej An observer-based state feedback control}er_ with —
at time¢. In addition, there is a leak flow;..x(¢) into zone [0'462.8 1'.8625] and L = [_0.2307 — 0.3306] IS applied
3 to maintain the temperature in zone 2 at a setpoir216C'.

When the new temperature sensor is added, it becomes

Assuming the air is incompressible, we have the relationpossible to observe the last state in the true simulationemod

0.9265 0 0

z(t+1) = 0.0693 0.8892 0 x(t) +
Gour (* Zq"“ )+ Grear(t) 0.01087 0.2657 0.6333
—0.1737
—0.009814 | u(t) + w(¥) (26)
The inlets are fixed at given positions throughout the sim- —-0.213
ulearté(;rr:.t aH:)nce, veaclho;nlﬁte T)%gelsflgx.en as a certain fixed y(t) = [0 1 0]x(t)+v,(t) (27)
p g8 < o; < : Ya(t) = [0 0 1] z(t) +va(t) (28)
with noise statistics
(hn,l(t) = aiQOut(t)v qleak(t) = a4QOut(t) 0.02 0.01 0 0.1 0.05
R, = [0.01 0.02 001 andR, ., = {0 '05 0'07]
0 0.01 0.03 ' '
Writing the mass and energy balances for each zone and (29)

linearizing the expressions around a suitable operatingt,po The state and measurement noise are uncorrelated.
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Fig. 10. Bode plots of the identified models. Solid: real. BmkhHansen.
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Fig. 9. Closed-loop simulation. The extra temperature sehsas activated
after 2000 samples. Top: temperature measurements; bottomolcsighal.

Excitation is added to the reference and the input in the SRV S S A A
form of steps with a length of 250 seconds. Various levels and

; ot ; ; Fig- 11. v-gap between identified models and real system obtained e thr
periods of excitation are examined. One example is Showndliaerent levels of excitation; from left to right, the stard deviation of

Figure 9. o the excitation signals is 0.1, 1 and 10, respectively. Fkexis indicates the
At 10000 seconds, the new sensor is introduced, and frewmber of steps in the excitation sequence. Solid: HansettedoDirect

15000 seconds onwards, one hundred steps of random anripfntification
tude with standard deviation 1 are applied as excitation on
the reference and the input. This level of excitation causes
deviations in temperature that would be acceptable for & shand lengths of excitation are made. The quality of the models
time. Models of the new sensor is now obtained by: are evaluated by the unweighteegap between the identified
« Performing a direct system identification on input anchodel and the real simulation model. Thegap expresses the
output measurements, as if they had been generatedlifierence between two transfer functions in terms of their

open loop. similarity with respect to closed loop operation; that i, i
« Using the Hansen scheme presented above to extend tthee v-gap between two plant models is small, then a good
model dynamics. controller designed for one transfer function will also wor

The actual system identification was carried out using Matell with the other [32].
lab’s N4SID toolbox, but any standard system identification Figure 11 shows the results for three different levels of
procedure could in principle be applied. excitation. In the leftmost plot, the steps have standaxiade

Figure 10 compares the results to the actual simulatition of 0.1, which means that they are hardly distinguisbabl
model. The direct method tends to give a result that wouftbm the noise level. The-axis indicates the number of steps
be unreliable for controller design, as in this example. Ttig the excitation sequence. For the Hansen scheme, a few
frequency response of the model produced by the Handaimdred steps are enough to ensure a reliable model. The
scheme gets very close to that of the real system, on the ottisect identification method gives basically useless tesolr
hand. any number of steps.

In order to make a more thorough evaluation of the robust-In the middle plot, the excitation has standard deviation 1,
ness of the schemes, a number of tests with varying levglst as in the simulation shown above. Now the Hansen scheme



gives reliable results even for a very short excitation sege, Recall that, in the case of a new sendlgp, = [ x o]; thus,

whereas thousands of steps are needed in order for the dithetoriginal controller is kept in place and is only accesaed

method to yield trustworthy results. the terminals. Stability of) resp.Q still implies stability of the
In the rightmost plot, the steps have standard deviation dbsed loop, but now it is no longeil stabilizing controllers

10, which would be entirely unrealistic in a real livestocithat can be found by inserting stalleresp.Q.

stable. Now only a couple of steps are necessary for theln [33], the following theorem was presented:

Hansen scheme, but the direct identification method can goTheorem 2:Let M, ' N; be a coprime factorization of the

wrong even with 30 steps, thus illustrating that closegglod-TI systemG,, and assume that, = V{W]‘O = UOV({1 is a

identification is quite troublesome for systems like the orgabilizing controller, i.eG; x Ky € RH .. ASsume a second

considered here. controller K, = V,'U, = U, V! is given. Then

Gi1* K1 € RHoo ANV 'V € RHoo (30)

V. YOULA-KUCERA-BASED CONTROLLER MODIFICATION | . . -
is equivalent to the existence of a stalglesuch that

Assuming that a model for the added device is in place, we

— AN )L oY
will from now on turn our attention to designing an additive Ky = (I+QN1)™ (Ko + QM) (31)
controller that exploits the new information in a meanifgfy e  (31) is a parameterization of all stabilizing conteds that
manner. include the right half plane pole structure &%.
Note that Problem 1 does not impose any restrictions on  proof; See [33]. [ |

how the extension shall be added to the EXiSting ContrOI.The parameterizaﬁon above Corresponds to the left part
|ndeed, if full access to the internal structure of the m@t of Figure 12. In some cases, the r|ght part iS more USEfUI,
controller is available, (6) provides a straightforwar@®s- however, and we therefore present the corresponding timeore
sion for computing the transfer function needed to shiftrfro  Theorem 3:Let N, M;! be a coprime factorization of the
the old to the new controller. Although not directly treatin |T| systemG,, and assume that, = V; U, = UpV; ' is a

Plug-and-Play control, [29] provides convenient statecepastabilizing controller, i.eG « Ky € RHo.. Assume a second
formulae for realizing a new controller based on an existingbntroller K; = f/l—lfjl = U,V is given. Then

one, which may be employed with little to no modification. -
However, there are many cases where we wish to introduce Gix K1 € RHoo AVIV S € RHoo (32)
the new controller by accessing only tteeminalsof the exist- 5 equivalent to the existence of a stal@esuch that
ing controller. This may for instance occur because thetiegis _ _
controller is implemented in a dedicated microprocessat th Ky = (Ko +MQ)(I+NQ)~! (33)

does not permit modifications of source code, or the mterqgaé‘, (33) is a parameterization of all stabilizing corteas that

states of the controller are not available for other reasons.| de the right half plane pole structure A,

Accessing only the terminals has the added advantage that Proof: First, assume that a controlléf, satisfying (32)

it is very easy to remove the control extension again, shoyldyien where, without loss of generality, we can assume tha

the negd arse. ) _ _ the parameterizations given satisfy the double Bezoutiiyen
In this and the following sections, we suggest two differefqfine

approa.ch.es to Problem 1 t_hat only access the terminr_:m!s of 0= U, — ‘71‘7071%

the existing controller. Motivated by its inherent staiyili o - o .

features, the first method of controller reconfiguratiotiags (32) implies that@ is stable. Inserting in (33) yields:

the Youla-Kucera factorization. = S\ 1
Ko+M I+ N

Inspecting Figure 2, it is seen that there are two possible (Ko +MQ)I + ~1Q)~ .
i i>ation i = (Ko+ M (U — ViV 'Up)) x

ways to modify the Youla-Kucera parameterization in the 0 o Yo

desired manner. They are shown in Figure 12. (I 4 N1 (U1 — ViVy 'Up)) 7"
= (f/O_IUO—FMlUl —M1‘~/1‘~/O_1U0) X

w (VIMI — N1‘~/1%71(70)_1
= (U1My — Uy Ny Vg 0o) (Vi My = VN Vg 0g) ™
fffffffffff v = Ui~ Vg Oo) (M — RV 00) 7 vy
1 -1 _

UO :—>(‘ U1V1 = K1~

Seree i s Conversely, assume thaf; is given by:
Ky = (Ko + MiQ)(I + M@Q)™" (34)
My — We rewrite (34) as
Ki = (UVy '+ MQ)I+NQ)™!

(Uo + M1QVo) (Vo + N1QVp) ™"
(Uo + M1Q)(Vo + N1@Q)~*

Fig. 12. Controller parameterization modified for connection to teatsrof
existing controller; note thap # Q.



with Q = QV € RH ., and we see thak’; is a stabilizing Y Yol P [ B u

controller by comparing with (5).
In order to prove thal; contains the RHP zero structure A
of V4, we rearrange (34) into
ViU + N Q) = (Vi ' Uo + M1Q)
and further into _
Uy (I + N.Q) — Vi My Q = WV 1T, (35) L
Since the left hand side of (35) is stable, so is the right hand (] C z [ B
side. Due to coprimeness 6f andV, no RHP cancellations
occur when forming the producVO*IUO, and sinceV; is
stable, the product/lvo‘1 itself must be stable. [ ] A
To sum up, we can modify the controller at the terminals
to obtain some new desired controll&r, provided that we F
can find coprime factors fok; fulfilling the Bezout identity
and either (32) or (30). If these assumptions are satisfied, w
can either find a stabl@ solving Fig. 13. Existing systend: and controllerk’.
QVo = U1Vo — VilUp = Vi(K1 — Ko)Viy (36)
or a stable) solving hope that the better measurement quality will manifestfitse
o . . in better closed-loop performance, for instance in terms of
VoQ = U1 Vo — Villp = Vi (K1 — Ko)Vo, (37) Dpetter disturbance rejection. Note that it is assumed that t

sensor has no significant dynamics, and that a model for it is
Kpown.
The augmented system is described by a state space model

respectively. Then we can construct the appropriate cletro
shown in the block diagrams in Figure 12, and by gradual
increasingy from O to 1, the overall behavior from to u

changes smoothly fronky to K without losing stability for of the form:
any value ofy. A | B AlB
Remark 2The interpretation of the second condition of (32) Gi=| C |0 |= [ 10 } (38)
is that the two controllers have to have the same (closell)-rig Cal 0 ¢
half plane poles in open loop, as the structure would otkmwiwherecp =[&]e RP+ra)xn Fyrthermore, ley, = [ 2] €

cause a RHP pole-zero cancellatien. RP+P« denote the extended measurement vector. In order to

Remark 3Note that for a given desired controlléfy, itis oyt the new outputs, an additional observer is intrediic
not given that both (32) or (30) can be fulfilled. In some casegs shown in Figure 14.

it will only be possible to satisfy one of them. In such case we

can then only pick the corresponding terminal connection in T = AT+ Bu+ Lo(CeT — ye) (39)
Figure 12. In general, if the number of (plant) outputs ishleig 7 = T4+ Aye (40)
than the number of inputs, then (32) is easier to fulfill, and

: : - , : where L, € R™*P+pa) T ¢ RPX" and A € RP*(P+7e) are
correspondingly (30) is easier to fulfill for a higher numioér design parameters (see belowl). must be chosen such that

inputs. < : o o .
Remark 4 1f for some given desireds; we cannot find a A+ L.C, is Hurwitz; furthermore, it is clear that by choosing

stable@ or Q fulfilling (32) or (30), respectively, one might A=[I 0], r=o0

g‘rszg%j 20n5|der finding approximate stable solutions &) (3we havey = y and the original closed loop is recovered.

We have the following separation principle for the proposed
architecture.
VI. SENSOR FUSIONBASED APPROACH Theorem 4:Consider the configuration illustrated by Fig-

In this approach, we replace the inputs to the existinge 14, where a system given by the state space model (38) is
controller with new inputs, which are computed from botleontrolled by an observer based compensator, designed for
the existing and additional measurements. Consider thiersysan original system (12), and the input to the controller is
shown in Figure 13, which is exactly an implementation of thgenerated by an additional observer of the form (39).
plant-controller interconnection (12)—(13) before augtagon This closed loop system has poles given by the eigenvalues

(albeit ignoring the performance channels). of the two matrices:
Now we assume that a new sensor becomes available, which A+ BF BF
can provide measurements of higher quality of one or more 4+ LeCe and L(C-T —AC,) A+LC

of the plant states, e.g. with less measurement noise. Ra
than re-designing and re-commissioning the entire system,
introduce the extra measurements through a pre-filter in the +AC.=C (41)

trr'1ethe special case wheie and A are chosen to fulfill
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Fig. 15. The test setup.
L
i c z i B Remark 61t should also be noted, that if (41) is not satisfied,
Z is still an estimate of, whereast cannot be assumed to be
an estimate of. Thus, if the original controller depends on a
A reliable state estimate, théhand A should indeed be chosen
to satisfy (41).<
F Remark 71t is not in itself surprising that a better result can

be achieved if (41) is not imposed as a constraint. In that,cas
the combined new controller, consisting of the original -con
troller and the new observer, is allowed to increase theadver
gains of the system, based on the improved measurement
situation. The main disadvantage of pursuing a design that
the closed loop system satisfies a 'full’ separation prilegip does not satisfy (41) is that the link between design pararset
i.e. the closed loop poles are given by the eigenvalues of ted design objectives becomes more complicated, and some

Fig. 14. Architecture foiG; = K; with additional observer.

three matrices: sort of optimization procedure will typically be requiredrf
the design, which may be non-trivial. To sum up, the optimal
A+BF, A+L.C. and A+ LC choice of" and A is an open problemx
which means that the observer and feedback gains can be
designed independently, if only the closed loop poles are of VII. DISTRICT HEATING SYSTEM CONTROL
concern. In the following, the methods presented in the two pre-
Proof: See [34]. B ceding sections will be demonstrated on actual plants, first

The intuition for the condition (41) is that the new inpuf |aboratory experiment on a district heating system model
to the original controller is generated as an interpolatioghd then a livestock stable. Note that the methods are not

between the original measurements and an estimate of H@npared direcﬂy' since the experiments main|y serve as
original measurements based on the original and the ngyof-of-concept.
measurements. Therefore, if the new measurements are of a
poor quality, i.e., the signal-to-noise ratio is low, we npdsce o
stronger emphasis on the old measurements by choosing A+ SYstem description

The test setup shown in Figure 15 is a scaled-down model of

ACe~C, T=0 a district heating system. The dynamical behavior is sintda
while still satisfying (41). On the other hand, if the new med? réal system, except that the time constants are appradimat

surements are highly superior to the original measuremer%%g times faster. For further details on pipe lengths ete, s

we may choose i i o . N
A~0. TwC. The configuration used in this example is shown in Figure

16. Note that all the signals in the figure are scalars, sainple
Remark 5 Although Theorem 4 suggests that the new olwith a sampling time of 0.5 seconds.

server can be designed independently of the existing dtetro  The heat entering at the supply is distributed to the four
it should be noted that the new observer can introduce afsigionsumer branches using six pumps. The two middle con-
icant phase shift, which should be taken into consideration sumers have varying consumption, which is modeled by ad-
the design process. In fact, as will be demonstrated in &ectjustable valvespy; and v,. In this example, the task of the
VII, it may sometimes be advantageous to chobsand A  control system is to maintain constant differential pressu
such that (41) isot satisfied.< dPy = dP, = 0.1 bar.



Constant speed pump )
Pipe

0.721  —0.00251  0.0489  —0.029 —0.0497
Controlled speed pump () - Pressure measurement —0.00669 0.69 —0.00249  0.0316 —0.0327

S Adhstaiovae e A= | 001001 005 —003 00526
0 0 0 0 0.997
[ 0.161 0.0544
—0.0592  0.17
B={-0.0593 —0.0267
0 0
|0 0
[—0.0123 —0.00597

Kp=1-0.0252 0.0202

Fig. 16. Structure of the test setup. | —0.132 —0.136
[ 0.338 0.409
Kup=|—0362 0.268
1.24 1.38

[1.97 —1.06 —0.427 0 0

Cp= }
The test setup provides measurements of the two valve 251 1.16 —0.471 0 0

potions, two differential pressures and two pressuresit{vel Cup [0.478  —0.473  0.0615 0 O}

to ambient atmospheric pressure). 10.514  0.319 0.0766 0 O

. . Furthermore, the estimated noise covariances are
The valve movements follow a simulated heat consumption,

but are affected by a slew rate and hysteresis, resultingen t -
behavior seen in the top row of Figure 17 (solid lines). Thesg,, ep] [ep] -

valve positions are not available to the controller, but tan €dp| |€dp
some extent be estimated from measurements. 0.192 —0.0915 0.126 0.235
] _4_ |—0.0915 0.19 0.189 0.0426
The controllers are based on a model obtained through 1075x 1 196 0.189  2.71 0.834
system identification from open loop data. The model cossist 0.235 0.0426 0.834  2.47
of a third order innovations model of the transfer functiconfi 28 0
pump speeds and valve settings to pressures and diffdrentia F{e,el} =107% x [ 0 9 57]

pressures. The valves are modeled as white noise filtered _ o .
through first order filters, resulting in a model of the form: ~ As system identification is not central to this example, we
will omit further details; the model will only be used for

controller design.

B. Initial controller

Initially, the differential pressure measurements are not
available to the control system, which relies gp(t) =

é
z(t+1) = Az(t)+B [g}s(t)} + [KP@P(?(JF K?Pedp(t) [Pi(t) P2(t)]T only. Also, the pumpUs is a constant-speed
2 (%) veu(t) pump, so the controlled system has 2 outputs and a single in-
yp(t) = Cpa(t) +ep(t) put. The controller is designed as an LQG controller peiraliz
yap(t) = Capx(t) + eqp(t) the (estimated) differential pressures, i@sr = C1,Cyp,

and the control signalRsy = 10~

Figure 17 compares open-loop and initial closed-loop op-
eration. The first four plots show the valve positions and the
differential pressures. These are not available to therclbet,
but the observer can to some extent reconstruct them, as
shown by the dotted lines. The next plots show the measured

_ . s s\ T
where z(t) = [xl(t) wa(t) ws(t) () v2(t)] are pressures and the resulting control signals, i.e. pumpdspee

state and valve setting estimates andt), eqp(t) ande,(t)
are innovations (one-step prediction errors) fBXt) = .
[Pi(t) Po(t)|T,dP(t) = [dPi(t) dP,(t)T and v(t) = C. Adding sensors

[vd(t) v§(t)]", respectively.(-)’ denotes “small-signals,” i.e., Even though the estimates are not very accurate, the con-
deviations from operating points. The model parameters dreller is able to decrease the variation of the differdmiras-

as follows: sures. However, the consumers complain about varying guppl
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Fig. 17. Performance of initial controller, switched on aD36 Full lines Fig. 18. Performance of controller with additional obserteill lines indicate
indicate measurements, while dotted lines indicate estim@itgsrow: valve measurements, while dotted lines indicate estimates. Topvalwe settings;
settings; middle row: differential pressures; bottom rowtpots and control middle row: differential pressures; bottom row: outputs a&odtrol signals
signals

D. Adding an actuator

Since the additional sensors revealed a problem with the

rates, so the differential pressure sensors are added fiuirexa Performance, it is decided to add control capabilities ®({h

the problem and see if the control can be improved. Thus, tREMP. enabling us to control the speed. The sensor fusien filt
measurement vector is now expandedt6) — { yp(t) } is removed, and instead the modification method in Section V

yar(t) is applied, choosing the right-side configuration in Figlige

We first employ the sensor fusion method described in/An optimal controllerk, is designed for the system with
Section VI. We design the new observer gdip as LQ- four measurements and two control inputs. Since the olligina
optimal according to the model. It quickly becomes cleat thgontroller K, has an unstable pole in.06, K, cannot be
almost no change in controller behavior can be achieved [galized exactly. Instead, the unstatefound from (36) is
fulfilling the “full’ separation constraint (41). Insteadje set aPproximated by separating the unstable part and flippiag th
A= 1[I 0] andT = [0 ~,], wherey, € R2*2 acts as unstable pole inside the unit circle. This results in a sohaw
a feedforward gain from the valve position estimates and @fferent controller from the optimal, but the theory guztees
found from simulations to yield the same steady state easrsStability as long the model is correct, so it is decided ta tes

would have been achieved by replacing the internal obserVer . o
in the original controller. The result is shown in Figure 19. Betwedf®0s and 400s

the scheduling parameteris increased from 0 to 1, modifying
From the simulations it is also clear that only small imthe controller to use the new sensors and the new actuatisr. Th
provements will be achieved, and this is indeed also seenrésults in a much better performance, especiallydBs.
the resulting plot in Figure 18. Comparing with the last half
of Figure 17, the changes are difficult to identify (note that
the valve sequence is approximately the same). On the other
hand, the new measurements improve not just the estimates dfinally, we document a real-life experiment where the
the differential pressures, but also the estimates of tivevaYoula-Kucera-based approach introduced in Section V was
position (the dotted lines show the estimates in the additio employed to utilize a new temperature sensor measurement.
observer). The test was carried out on a livestock stable located intiNort

VIII. L IVESTOCK STABLE CONTROL
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Fig. 19. Performance of controller with terminal additionlIfimes indicate
measurements, while dotted lines indicate estimates. Topvalwe settings;
middle row: differential pressures; bottom row: outputs @odtrol signals.
From time 300s to 400s, the controller is gradually transfathe existing to
a new controller that exploits the new measurements. Staslimaintained
throughout the transition, and performance is improved, itiqudar for d P>

(the deviation from the reference value @flbar is significantly reduced

compared tat < 300s)
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Fig. 21. Sketch of the livestock stable seen from above. Timéral system
initially relies on one centrally placed temperature measerd, 7}, to control
the ventilation fans.
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Fig. 22. Sketch of the livestock stable seen from above. ktra éeemperature
sensof] is installed to detect the leakage flow (indicated by the daateows
to the left).

maintains a fixed temperature. The situation is thus quite
similar to the simulation example in Section IV, except that
zone model is not used in the current case.

The livestock stable is not completely airtight. Due to &sac
in the walls etc., extra air tends to leak into the stable;igufe
22, this extra draft is indicated by faded arrows at the Init e
of the stable. This draft cannot be detected Ky but the
farmer observes that the livestock avoids that area andligist
a new temperature sens@r, at the location indicated in the
figure.

In the given system, the ventilation rate serves as a single
input. We would thus like to reconfigure from a SISO con-
troller to a one-by-two controller. Ideally, we would likern
steady state error on both measurements, but since we have
only one actuator, it is necessary to compromise. Since the
temperature is lower at the new sensor, it is decided to shift
the integral action to this measurement.

The factors are based on a very simple model:

Gy = [GO] = [/120052“] :
Ga 0.88
5/800+1
As seen from Figure 23, this model provides a reasonably
good fit.
The result of applying the method presented in Section V
is shown in Figure 24. In the beginning, is keeping7j at
the set point. Whery is increased, the controller movés to
the set point by lowering the ventilation rate.
Note that if we had wished to control the average of the two

ern Jutland, Denmark (Figure 20). See [36] for further detaitemperatures instead, this could easily have been achtgved

on the test stable and the specific controller implememtatiojust settingy = 1

3

Figure 21 shows the nominal operation of the existing

control system. A single temperature senség, is used

IX. CONCLUDING REMARKS

for measurement feedback to a Pl controller that controlsin this paper, we have considered the control aspect of
the ventilation fans indicated on the figure. The controlléPlug-and-Play Control.” The Plug-and-Play Control peril
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compensate for the ambient temperature.
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Temperature measurements (solid) from the stable cechpeéth
simple model (dashed). A small drift term has been added to thet ito

such that the performance of the closed loop is improved in
some sense, e.g. by decreasing an appropriate norm.

We briefly touched upon a system identification method for
identifying parameters associated with the new sensorghwh
often works well in closed-loop operation.

We then discussed two different approaches to incorparatin
new control system devices. The first approach relies on
a modified Youla-Kucera parametrization of all stabilizing
controllers for a given plant. We showed how the additional
controller should be implemented while only accessing the
terminals of the existing controller, in case the internates
of the existing controller is not available. The Youla-Krese
based methodology has the advantage that the performance
transfer function is affine in the design parameter, whiclmse
that the design problem has an open-loop-like nature and goo
performance can thus be expected during the transition be-
tween controllers. On the other hand, the question of dgtual
computing the Youla-Kucera parameter in order to achieve a
particular realization of a new controller in the generadeca
remains an open problem.

The other approach presented is based on sensor fusion,
in the sense that new measurements are fused with existing
ones in order to modify the inputs to the existing controller
such that the overall performance is improved. A separation
principle was shown to hold under mild assumptions. As with
the aforementioned approach, there is still work to be done;
it is not yet clear how to find the optimal weighting between
new and old measurements.

Finally, we demonstrated the Plug-and-Play Control con-
cept, as well as the practical feasibility of the proposed
methods, on a laboratory-scale model of a district heating
system and a livestock stable climate system. In both cases
it was possible to improve operation noticeably by exphojti
new sensors and/or actuators without discarding the egisti
control system.
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