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A MAP CRITERION FOR DETECTING THE NUMBER OF SPEAKERS AT FRAME LEVEL
IN MODEL-BASED SINGLE-CHANNEL SPEECH SEPARATION
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! Dept. of Electronic Systems,Dept. of Architecture, Design & Media Technology
Aalborg University, Denmark
{pnb, zt, shj }@s. aau. dk ngc@r eat e. aau. dk

ABSTRACT a state-based hypothesis test was proposed in order to determine
the reliability of each time-frequency cell in a given noise-corrupted

The problem of detecting the number of speakers for a particular Se3heech signal. It was observed that the method led to a signifi-

ment occurs in many different speech applications. In single chansynt improvement in speech recognition performance in presence of
nel speech separation, for example, this information is often used Qo1 competing speaker signals. Similarly, i [4], a silence state
simplify the separation process, as the signal has to be treated diffgf;5 added to the speaker codebooks in order to deal with frames
ently depending on the number of speakers. Inspired by the asyMprhere only one speaker is active.

totic maximum a posterioniule propo.sed for model selectlon,. we A few participants in the speech separation challefige [5], made
pose the problem as a model selection problem. More specifically,qe of 5 model-based speaker identification (SID) module, called
we derive a multiple hypot_heses test for dgtermlnlng the number 9§'oquois [3] to identify speakers existing in the mixturdroquois
speakers at a frame level in an observed signal based on underlyifg, s hased on excluding silence and mixture segments from its
parametric speaker models, trained a priori. The experimental res, 2 meter update procedure. Instead, it selects segments where only
sults indicate that the suggested method improves the quality of thg,o speaker is dominated which are known as discriminating fea-

separated signals in a single-channel speech separation scenariq ghg for speaker recognition purpose. This decision-taking helped

different signal-to-signal ratio levels. narrowing down what speakers are present in the mixture, hence,
Index Terms— Double-talk detection, single-channel speechleading to an improvement in speaker recognition performarice [3].
separation, multiple-hypothesis test. This required the calculation of speaker posteriors for different
trained models of speakers present in the whole dataset (e.g. 34
speakers in [5])Iroquois used a fixed threshold for calculating the
uncertainty in speaker identification, and, as a consequence, could

. L . resultin errors whil rmining which fram lon ingle-talk
An open problem in speech processing is the detection of the nun?ﬂEaSlJt errors e dete g which frame belongs to single-ta

b ; K Ci . t of anal. A . Pd double-talk regions.

c:;eoofrt)ﬁii [ea:zbrl)(raifeig theacg\s/:i?icﬁ%:ec?f Speae:%ggzdmenstzeiﬂa Source-driven approaches, mostly known as computationally
) . itor n nalysi ASA , mbine time-

what is often referred to as single-talk (one speaker), double-tal uditory scene analysis (CASA)I[6], suggest to combine time

h mixtur nd noi nlv regions. with the resulting detect equency segments of the mixed signal that are likely to arise from
(speec ure), a oise-only reglons, € resuiting detectaf s same source and then concatenate them into a single stream. As a
commonly referred to as a double-talk detector. Knowledge of suc

. . : . o o . onsequence, CASA-based methods implicitly detect the number of
regions is useful since in many s_peech appllcatlo_ns, itis required tQpeakers in the speech mixture independently rfiori knowledge
process the underlying 5|gn_als dlfferently depending on th_e type. Iaf any speaker model [6]. However, the methods predominantly
this regard, a detecftor_solvmg th't‘; problfem can be effectively use se estimated pitch trajectories by applying a multi-pitch estimator.
as a pre-processor for improving the performance. For the masked signal, as a consequence, the overall accuracy for

_Double-talk detectlon_ has been_ used for a ”””?ber of a.pp“'CASA-based method is limited by the accuracy of the multi-pitch
cations, two examples being acoustic echo cancellation and singl Stimator

channel speech separation (SCSS). In acoustic echo cancellation, the To solve the problem of detecting the number of speakers in
;:_Iﬁ)ubl;-tglk c:jeteg}ortlsikused_ to freerz]e ths ?hd?ptatlc:jn of dan adapti espeech mixture, we take a different approach. We integrate the
llter during double-talk regions (when both far-end and near-eng, i, ,m 5 posterioffMAP) criterion proposed in[7] into SCSS

speech is present) in order to avoid divergence of the adaptive filte{0 solve the model selection problem. We derive multiple hypoth-

and, as a consequence, avoid the cancellation of the desired speegk: . ) : i - :
signal [1]. However, in SCSS, it is used to classify an observe%qas tests to determine double-talk/single-talk regions in segments

; : . . : f the mixed signal. We present the results of signal classification
spe_ech mixture into single-talk, doul_:)le-talk, and noise only reg|ons.Dy applying the proposed method to speech mixtures composed
regli)nstkfhat hatvetto ]E)espcrggessefd dlfferentI)t/_. thods implicit of two speakers at different signal-to-signal ratio (SSR) levels. In
detegt d: ggjt:(k r% ions 'n, aargwssceopn?(raatlsoner?e [20 33 'AprI'C'[Ziladdition, to put the idea into perspective, we demonstrate how using

u 9! in variou XIS, €gLlel s, aldinleline proposed detector will affect the quality of the separated output

All correspondence should be directed to P. Mowlaee, DepElec- signals. More specifically, by fin_ding single-talk regions thanks to a
tronic Systems, Aalborg University, Niels Jernes Vej 12, @2Ralborg, ~ double-talk detector, th(_a remaining problem to _be solved in SCSS is
Denmark, email:pmb@s. aau. dk, phone: +45 9940 9888. The work Only to separate the mixture segments. For single-speaker frames,

of P. Mowlaee is supported by the Marie Curie EST-SIGNAL &eBhip  the observed signal is directly re-synthesized according to the corre-
(http://est-signal.i3s.unice.fr), contract no. MEST-2005-021175.

1. INTRODUCTION




M | Hypothesis 0 MAP criterion for multiple-hypothesis tests to determine double-

—>{ No output Speaker 1 Model

(Noise only) talk/single-talk regions in segments of a mixed signal. To this
l end, we need to evaluate the posterior probabilitiedvhf with
Mixed Speaker 1 is detected Re-synthesize | V! k € Zx = {0,1,2}. The MAP estimate of the most likely hypoth-
X . . ~ . .
Signal | M [ | From Codebook 1 esis is denoted bivI,, and is obtained as
1 | Hypothesis 1
(Speaker 1) ~
[ R Re-synthesize _32 M, = arg ~—max { / p(y |0k, Mk)p(0k|Mk)d0k}. (1)
Speaker 2 is detected From Codebook 2 kk€Zi  Jo,
M. [ Hypothesis 2 1 The problem in[{ll) is a complicated nonlinear maximization problem
> (Double-talk) Speaker 2 Model due to the used models. As proposedLinh [7], instead of numerical
integration for the evaluation of marginal density[ih (1), we employ

the asymptotic MAP criterion, which under certain conditions can
Fig. 1. The schematic block diagram for the proposed method for debe shown to be
tecting the number of speakers in mixture and showing how it can be ) R
used in the SCSS problem. The decision lies in one of the following M, = arg H}Cinz {— Inp(y|O@x, My) + pc} , (2
three models My, M1, andM, showing, noise-only, single-talk, wREZK

and double-talk classes, respectively. The separated (_)utput SigN@lHn pe being the model-dependent penalty of the MAP criter@n,
are shown ag; andy- for speaker one and two, respectively. an estimate o8, for the kth modelM ., and— lnp(ylék, M) the
log-likelihood term obtained from an approximation [off (1).

sponding speaker models.
The paper is structured as follows: In the next section, we intro-
duce basic notation, definitions and the model-selection problem. I[}

i . . . : The problem is now to determineln p(y |6, My.) for each of the
Section 3, we derive multiple-hypothesis rules required for detectthree underlying candidate mode\d, with k € Zx — {0,1,2}.

ing single-talk and double-talk regions in a segment of mixture. | e W inusoidal modelinain 181 to model th Ker sianal
Section 4, we present the experimental results with showing the ali€'e, We Use sinusoidal mode 'g ' [8] to ode e_SPea er signais
be thejth speaker signal with € [1, 2]

curacy of the proposed method. We also present the results showitlythe mixture. Les;(3);) ’
the improvements achieved by employing the proposed double-talfer the ith frequency band modeled by the parametric vegtor
detector in a SCSS scenario. Section 5 concludes on the work.  Here we assume that the signal modeling ereohas a Gaussian
distribution and the modeling error subband sigraljs white in
eachith frequency band. Then from the subband decomposition and
the independece assumption for all frequency bands, assuming that
e; is independent from one band to another, one can show that the

We will now proceed to introduce some basic notation and defini-“keIIhOOOI function for all bands for each clabd, is given by

3. MULTIPLE-HYPOTHESIS ALGORITHM

2. MODEL SELECTION FOR DETECTING THE NUMBER
OF SPEAKERS

tions. Consider a mixed signal witN samplesy € R composed PN Q 2

of up to J speaker signals as = >_7_, s(¢;) + e, where the su- plelo”) = Hizlp(eilai)

perscriptl’ represents the matrix transpoges [1, J] the number of 1 1 & T

signals in the mixed signad(;) € R¥ thejth signal characterized = ~ ) (—2 Z - ‘) , (3
by parameter vectap ; ande € R" the noise signal incorporated in (2m)® [T, o = 7

the model. For simplicity in the ensuing derivations and simulationswhereQ is the total number of frequency bands denotes the vari-
we focus on/ = 2, that is, a mixture of two speakers and noise. AS 56 due to the modeling error signal in iﬂﬂ?bar’lde'.

our signal _rfT_10c:IeI, we usg Tir;]qshoidal nlzode_ling Ias dhescr?bed in [8]." For single speaker clashl,, the modeling error at thith fre-
More specifically, we model thith speaker signal in the mixture as. quency band, is given b, — y; — s:(s.). For the mixed class,
a parametric feature vectar;, composed of sinusoidal parameters: i X R N N
amplitude, frequency and phase vectors. We herdiise 3 candi- M2, letus define the estimated erroré&s=yi —si(¢;) —si(¢)
date models each denoted By, for describing the mixed signal, 2S the noise estimated for thi frequency band as a colored noise
y, namely: Mo, M1, and M. to indicate noise-only, single-talk, not fitted byMQ_. The MAP criterion_ [7] for sinusoids composed of
and double-talk, respectively. Each of these models is described Bjknown amplitudes and frequencies reduces to
parameter vectof; with L; sinusoids. A block diagram of the o
proposed method for detecting the number of speakers in mixture M = arg min {E S na?+ 5Lk lnN}. @)
is shown in Fig[ll. The proposed approach addresses the following MpeZk | 2 = 2
problem: given the mixed signal, select the model which is the most
likely. We consider three models fgras: where we defing? = %é?éi as the estimated variance for thh
Mo: v — frequency band and we remind the reader thats the number of

0. y=—e¢€, . . . . . .

. sinusoids. In the mixture clagel», we require a mixture estimate

M:: y=s(¥,)+e for je][l,2], 5 N ) RPN
Mo v — J to replaces(v, ) + s(1p,) in order to find the best pair dftp,, 9, }

20y =s(¥,) +s(¢2) +e, from the speaker models of the underlying speakers. Here, we use
wheres(v,) + s(v,) represents an estimate for the mixed signal,the minimum mean square error (MMSE) estimator for the mixture
ands(v;) with j € [1,2] indicates thejth signal modeled by the magnitude spectrum in[9], in order to find the the joint best states in
parameter sep ;. the speaker models which when combined best describe the magni-

Following the model selection approach [n [7], we adopt atude spectrum for the observed mixtuye,



Mixed signal
Ground truth
== Estimated hypothesis using the detector

Table 1. Speaker labels used for training the gender-dependent moi
els for male and female speakers.

Male | 3|5|6| 9 |10| 12| 13| 14| 17| 19
Female| 4 | 7 | 8 | 11| 15| 16 | 21| 22| 23 | 24
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We include the noise mode¥, as one of the examined models T:‘ LI

by settingy = é and setting the number of sinusoids equal to zerc n !

‘
(Li = 0). The estimated noise variance is givendly= ~y; yi. - ! A=
Finally, using the estimated value fey depending on each pos- 0 02 04 06 08 ta 16 8
sible class ofM with k € Zx = {0, 1,2}, the best model, as a —— Speaker 1 signal ‘ ‘ ‘ ‘
result, is the one which yields high log-likelihood and low model or- 3 Ground truth o 1
== Estimated hypothesis using the detector

der, which is achieved ill{4). The proposed method for detecting th_,
number of speakers in the speech mixture can be summarized in ti 2
following three steps:

:

4
(1) Find the variance of noisé, at eachith band. s
(2) Compute the MAP criterion for each clagdVlo, M1, M }.
(3) Select the model with largest log-likelihood.

i

1
L
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
4. SIMULATION RESULTS ——— Speaker 2 signal

Ground truth
== Estimated hypothesis using the detector

4.1. System Setup and Database

N

T 2+ m . A F Ay B
To evaluate the proposed approach, we used the database in [5] wg LI s i : ; : i ::
a sampling rate of 8 kHz. The speaker models are obtained by tr& 11, 32 : ! ;' it i ?;!i 1
split-VQ (vector quantization) [8] composed of sinusoidal ampli- i WM Wk W B :!§
tude and frequencies trained based on 10 minutes of speech si © H i ’Wﬁ"
nals for each speaker. For training the speaker models we ust _glid ‘ L ‘ ‘ -.":' ‘ ‘ !_‘E_ ¥
2048 codevectors for amplitude and 8 codevectors for frequenc o 02 04 06 08 1 12 14 16 18

part. Throughout the experiments, a Hamming window of length 3: Time (sec)
ms with frame-shift equal to 8 ms was used to segment the speecn

files both in the training and test phase. As our test data, we used . .
the mixture of target and masker speakers in the test setUg of [3]'9- 2 Showing the performance for detecting the number of speak-

mixed at six SSR levels df-9,-6,-3,0,3, dB. To relax the speaker- rs in a mixture of a male and a female speaker mixed at 3 dB SSR.

dependent assumption, we used gender-dependent models and Wi Mixed signal is composed of a male (speaker 12) uttéiag
trained a male speaker model using utterance from ten speakers afffit¢ with e 8 again'with female (speaker 11) utteringet green

a female speaker model trained on ten female speakers. The spealléi! v 3 soon” Decisions are -1 for no speech, 1 for speaker one, 2
labels used for training our gender-dependent models are shown R SPeaker two and 0 for mixed signal regions.

Table[d.

4.2. Experiment 1: Detection Accuracy 4.3. Experiment 2: Speech Separation

Figure[2, shows the clean signal (prior to mixing) for speaker one

and two together with their mixture. In Figl 2, the detection resultsn another experiment, we aim to study the effectiveness of em-
of the number of speakers in speech mixture are shown for gendeploying the proposed double-talk detector in a SCSS system. More
dependent scenario. The hypotheses for single-talk and double-tadipecifically, as a proof of concept, we report the signal quality of the
regions are also shown as ground truth. It is observed that, theeparated signals obtained by using a model-based separation system
double-talk detector effectively finds the regions of the non-speectith and without double-talk detector proposed in this work. Fig-
and mixture segments and determines at each frame that whialre[3 shows the perceptual evaluation of speech quality (PESQ) [10]
speaker(s), if any, are active. Comparing with the ground-truth, iscores averaged over 50 mixtures The results are reported for both
is observed that the accuracy of the proposed double-talk detectspeaker-dependent and gender-dependent scenarios. FrBESke

is high. In our experiments, the modeM, with k¥ € Zx are  curves shown in Fid]3, it is observed that integrating double-talk
considered as either speaker-dependent or gender-depentlent. Idetector into a model-based SCSS improves the speech quality of
important to note that, in the speaker-dependent scenario, the prtite re-synthesized signals. It is also observed that the PESQ scores
posed method solves a four class problem, namely noise, speakatained in the gender-dependent scenario were slightly lower than
one, speaker two, and mixture classes. However, using gendehose obtained in speaker-dependent scenario. However, as the SSR
dependent speaker models, the proposed double-talk detector solvesreases the performance of gender-dependent scenario taysmp

a three-class problem for same gender or same talker scenario, sirteges to the one offered by speaker-dependent scenario. From infor
the estimated error signal, given by single-talk classes, will be thenal listening test, it was observed that, the improvement obtained by
same. employing the proposed detector is noticeable.



—O— With using detector (speaker—dependent)
—&— With using detector (gender—dependent)|
[| —— Without using detector (speaker—dependent)
—%— Without using detector (gender—dependgnt)

(3]

PESQ

I (4]

1.6 L L L L L

-6 -3 0 3 6
SSR (dB)

[5]

—e— With using detector (speaker-dependen
—O— With using detector (gender—dependent)|
—%— Without using detector (speaker-dependgnt)
—— Without using detector (gender—-dependgpt)

(6]

T [7]

(8]

- ~ ssr(dB) ® [0

Fig. 3. Showing the PESQ scores obtained for speech separation
in speaker-dependent and gender-dependent scenarios faades ¢

with and without using the proposed method for detecting the numt10]
ber of speakers in a given speech mixture: (top panel) the PESQ
scores for the first speaker and (bottom panel) for the secondespeak

in terms of the SSR level in decibels.

5. CONCLUSION

To conclude on our work, we have presented a solution to detecting
the number of speakers in an observed segment of mixed speech sig-
nal. To solve the problem, we applied the MAP criterion already pro-
posed for model selection and derived the multiple-hypothesis test
algorithm to determine double-talk/single-talk regions for a particu-
lar segment in a given mixed signal in SCSS framework. We showed
that, such information can be used to narrow down the separation
problem only for mixed frames. Experiments showed that the pro-
posed method successfully determines the single-talk and double-
talk regions in both speaker-dependent and gender-dependent sce
narios. The proposed detector approach also led to improvement in
the signal quality of the separated signals compared to the scenario
where no detector was used.
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