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ABSTRACT
Errors in speech recognition systems severly hinder users
from controlling their environment by voice since the inter-
action with the system usually relies on the user to repeat
the command until it is successful. Although error recov-
ery strategies are well known and understood in telephony
environments they were not adopted in command & control
scenarios. In this paper we introduce a system that utilizes
these techniques for a better user experience in which the
interaction is perceived as a dialog.

Categories and Subject Descriptors
H.5.2 [Information Interfaces And Presentation]: User
Interfaces—Voice I/O, Input devices and strategies, Proto-
typing ; C.2.1 [Computer-Communication Networks]:
Network Architecture and Design—Distributed networks

General Terms
Design, Human Factors

Keywords
Error Recovery, Voice User Interfaces, Smart Spaces

1. INTRODUCTION
Controlling devices in smart home environments, like light,

shutters or television is already possible with off-the-shelf
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solutions. Usually, this is achieved with the help of wall-
mounted touch screens at a central location in the home.
Mobile solutions utilizing smart-phones or tablets are also
available. However, these devices require users to pick them
up and carry them along. Especially in home environments
users will usually place them either at a certain location or
will even misplace them, encountering difficulties in finding
them when needed. As a matter of fact, it will be unlikely
that users will have the device at hand when it is needed.
Speech on the other hand is always available and a lot of
research focused on enabling the user to speak freely with-
out explicit devices and hence use a more natural form of
interacting with pervasive environments. However, the fact
that speech cannot be recognized with a recognition rate of
100%, usually remains a problem in such command & con-
trol scenarios. In most cases the user is forced to repeat the
command until it is either correctly recognized or she gave
up. This severely hinders the successful application of voice
based interfaces in these environments.

Error correction or recovery strategies that are known
from telephony based systems are not regarded for command
& control settings. In this paper we describe our experiences
while applying error correction strategies to a voice based
system to control smart homes, already described in [11].

2. RELATED WORK
One of the available off-the-shelf solutions is Gira Speech

Control1,2. The system can record up to 64 different com-
mands to select a menu item or to execute an action. The
selected action is executed at the HomeServer which acts as
a gateway to the KNX/EIB installation. It is also possible
to utter multiple commands in a row, like ”Dim dinner table
to 80 percent, dim couch to 80 percent” to execute more than
a single command at once. However, this does not appear
very natural. A more natural interaction would also allow
for inputs like ”Dim dinner table and couch to 80 percent”.
Moreover, in case of an error the system simply rejects the
input and the user will have to input everything anew.

Other systems try to improve the situation by giving hints
to users as to what they might say in the current context.
Sagawa et al. [9] describe an agent based system that aims

1http://www.gira.de/produkte/homeserver.html
2http://www.youtube.com/watch?v=4TP1dPvUzWc



at minimizing the number of dialog turns with the help of
correction grammars. Here, a user initiated error correction
results in a confirmation of the correction in order to return
to the normal dialog flow as soon as possible. E.g., in case
the system falsely understood Kyoto instead of Tokyo, the
user may interrupt the current prompt by stating e.g. ”I said
Tokyo”. Technically this is achieved by adding a generated
correction grammar for possible user corrections to the next
slot. This way, they were able to reduce the number of dialog
turns.

Newer systems like INSPIRE [8] introduce an error taxon-
omy for a better error handling. They distinguish between
errors at the (i) goal-level in case the capabilities of the sys-
tem are misunderstood, (ii) task-level in case the user does
not understand how to achieve his goal for interacting with
the system, (iii) command-level for vocabulary and gram-
mar errors and (iv) conceptual errors if the user refers to the
world in a way that is not understood by the system. The au-
thors introduce several solutions for the different error types
like Escalating Detail [10] which is also known as taper-
ing [1, 3] for conceptual level errors. However, they provide
no general concept how to cope with errors but state that
there is no ”silver bullet” that can lead to great progress...but
when we focus on a particular type of problem in a particular
type of system, specifically applicable solutions can often be
identified [8].

Novel concepts like OwlSpeak [5] use ontologies to gen-
erate VoiceXML documents dynamically. However, they
merely try to resolve out-of-vocabulary words to avoid the
necessity of commands to be repeated by the user” [4]. In
fact, they rely more on error prevention rather than error
correction.

3. APPROACH
It has been shown that error recovery and error correc-

tion must be a fundamental part in the design of voice based
applications [12]. This is also true for controlling the envi-
ronment by voice. Therefore we hypothesize that the inte-
gration of error correction and error prevention will improve
the user experience by enabling mixed initiative concepts in
command & control settings. In these cases the system may
ask for missing data as it would be necessary in the following
dialog taken from [11].

User: Please close the shutter
System: Which shutter shall be closed?
User does not know how to continue and says nothing
System: Do you want to close the shutter to the garden
or to the terrace?
User: The terrace

Therefore, we extended our application of a conversational
approach to command & control settings that we described
in [11]. For the error correction we settled upon known error
recovery and prevention strategies as described in [10]. The
strategies make use of a categorization of errors that was
created by Duff [2]. For convenience a description of the
categories is copied from [10]:

Level 0 Missing input.

Level 1 Recognition rejection.

Level 2 Recognizer returns something that cannot be in-
terpreted (makes no sense at all).

Level 3 Recognizer returns something that is not semanti-
cally consistent.

Level 4 Recognizer returns semantically well formed, but
impossible to fulfill sentences.

Level 5 Same as 4 with the exception that the impossibility
is due to the dialog context.

Level 6 The back-end system fails to fulfill the command

Level 7 User initiated error correction.

Depending on the category there are several error manage-
ment design patterns that can be used to handle the errors.
Again, for convenience we provide thumbnails [6] of the pat-
terns that are described in [10] and are mentioned in this
paper:

Escalating Detail When a user’s speech is not recognized
correctly or the user did not speak at all, provide re-
sponses that give increasing amounts of detail with
each subsequent error with respect to the source of
the error. These responses should be designed to help
the user in making less ambiguous verbal responses.

Rapid Reprompt: Same as Escalating Detail with the
exception that the first response is very short assum-
ing that the user knows what to say and simply needs
another try.

Global Error Correction: Count the global amount of
errors per type. If one of these counters is greater
than a predefined threshold, transfer the user directly
to an agent or name other means of achieving her goal
for calling.

Selection From A List: In case there are multiple recog-
nition results with a similar confidence score, use the
hypothesis list to ask the user for confirmation of each
of them using simple yes-no questions.

Three Tiered Confidence: Imitate the behavior of hu-
mans in a dialog who accept the data if the other
party said something that was understood without any
doubt but ask for confirmation if there was some un-
certainty about words recognized. If the other party
was not able to understand what was said at all, sim-
ply ask again. Therefore, establish three tiers for each
of these cases and assign an error recovery strategy for
each tier.

Implicit Confirmation: Mimics the behavior of the hu-
man to ensure the correctness of the entered data.
Therefore, integrate the entered data into the subse-
quent output that asks for the next piece of informa-
tion.

We suggest to use patterns for the different levels and
error management design patterns as follows.

For Level 0, Level 1 and Level 2 errors we suggest to use
Escalating Detail or Rapid Reprompt. Also Three
Tiered Confidence could be applied to save as much as
possible from the user’s input.



An example dialog using the Rapid Reprompt pattern
is the following:

User: Please close the unrecognized input
System: I did not understand you. Please repeat.
User: unrecognized input
System: I did not understand you. You can simply name
the device to control and what to do with it.
User: unrecognized input
System: Sorry, I still did not understand you. Which
device do you want to control?
User: The shutter.
System: Do you want to close the shutter?
User: Yes

In case of a Level 3 error and if no matching keyword
could be detected Escalating Detail or Rapid Reprompt
could be used. If a keyword like shutter is detected, the
dialog could reuse that, e.g., by Selection From A List
to continue in a meaningful sense to return to the usual
dialog path. In this case the dialog could be as follows:

User: Please close the shutter
System: Which shutter shall be closed?
User does not know how to continue and says nothing
User: unrecognized input
System: I did not understand you. You can simply name
the device to control and what to do with it.
System: Do you want to close the shutter to the garden
or to the terrace?
User: The terrace.

For the error levels 4 to 7, the only viable solution could be
to give a short explanation why the command could not be
executed. E.g., the system could state that it tried to close
the shutter but sending the command to the corresponding
actor failed. In order to be helpful it should also suggest
other means for reaching the user’s goal.

A possible dialog in these cases could be the following.

User: Please close the shutter to the terrace
System: OK. Closing the shutter.
It is not possible to close the shutters.
System: I am sorry, but there seems to be an error with
one of the shutter’s motors. Please call a craftsman for
repair.

For Level 7 errors there are no dedicated patterns but the
system should maintain a history about the last actions that
were performed. Similar to the suggestions in [9] it should
be possible to let the system repeat the last dialog turn, e.g.
by stating ’ ’Please repeat that”. Also, the system should
provide repair dialogs, e.g. if the system falsely turned on
the light in the kitchen instead of the light in the living
room. These repair dialogs should be as short as possible.

We analyzed these assumptions in a Wizard-of-Oz study
that is described in the next section.

4. WIZARD-OF-OZ STUDY
We designed the Wizard-of-Oz study to have one partic-

ipant solve an exercise of several tasks in a smart environ-
ment with just a small number of devices to control. The

choice for a Wizard-of-Oz study lies within the potential to
reproduce the same kind of errors on the same dialog step.

We developed a mock-up implementation that simulates
the behavior of a small system containing the control of light
and shutter in one room, namely a living room with a door
to the terrace.

This program consists of two windows, one for the par-
ticipant and one for the experimenter. The window for the
experimenter (see Figure 1) shows a selection of possible
answers to the instructions or answers given by the study
participators in the context of the dialog flow.

Figure 1: View of the experimenters control window

The possibilities to react to the participators input are
structured with regard to the dialog flow from top to bot-
tom with an initial statement and their possible outputs in
erroneous situations. The next block contains the answers
for partially understood statements and the hint for using
the help, followed by a block for the actual assistive help.
The last section contains the closure of the dialog and a text
field to give the experimenter the possibility to write down
an individual answer if needed.

There were 10 participants for this study separated into
two groups: Experts and uninitiated users. Both groups
had participants that did not have any experiences with
voice controlled applications, except for telephony systems
like cinema or banking systems and others who have tried
systems like Siri and used them on a regular basis.

Experts were considered to have a deeper knowledge in ei-
ther computer science, voice based interaction, human com-
puter interaction, linguistics or psychology. The uninitiated
group consisted of students of different majors.

There were five tasks for each participant to solve during
this study. The first one served as an introduction to the
system. Here, the participants were asked to turn on the
light.

The evaluation took place in a quiet room providing a
screen for the participants showing her view of the demo
application with a living room environment that behaves
according to the dialog (see Figure 2). Depending on the
user’s command the experimenter could e.g. exchange the
image by another one with the same scenario but all shutters



Figure 2: Living room with shutters opened and
light off

closed and the light turned on (see Figure 2). Another set-

Figure 3: Living room with shutters closed and light
on

ting with the shutters partially closed and the light turned
on is shown in Figure 4. The study started with the latter

Figure 4: Living room with shutters partially closed
and light on

scenario and the participants were asked to open the shutter.
No errors were destined to occur in this task to strengthen
the trust of the participant in this system.

The participant then should close the shutter. In this case

partial recognition was simulated by rejecting the verb in the
participant’s command.

The third task was to turn off the light and was designed
to recognize nothing on the first two inputs.

As the fourth task, the participant was asked to open the
shutter to the garden but the word garden was unknown to
the system. This task should encourage the usage of help
and reaction to implicit answers due to partial recognition.

In the last task the participant should open the remain-
ing shutter causing a no input error and to turn off the light
without causing an error to not leave the participant frus-
trated of causing too much errors.

Afterwards, a short discussion was held to learn about
the impressions of the participant while executing the tasks.
Important issues during the discussion have been the intu-
itiveness of the solutions, the help and formulations of the
system and its consistency and the feeling of being in control
regarding the interaction.

Each evaluation took about 15 minutes and each partici-
pant was evaluated separately. The participators were nei-
ther told that the application was a mock-up and the speech
recognition was manually performed by a person nor further
information other than the tasks were given to not alter the
behavior while solving the tasks.

5. SUMMARY OF OBSERVATIONS
The first task was solved as intended by three participa-

tors, the rest did not use the explicitly mentioned location
living room and triggered the reaction ”Where do you want
to turn on the light?”.

The second task was similar to the first for those partic-
ipants that didn’t mention the location. It was also solved
very fast by everyone.

Some participants first showed a noticeably difference in
the pronunciation between talking to the experimenter and
talking to the system. In this case the formulation was
more carefully chosen and the pronunciation was clearer and
slower. This changed in the first two tasks and became more
natural.

As third task the participant should turn off the light in
the living room. In the first two approaches nothing was
recognized, so the system answered with an answer to the
Level 1 error ”Sorry, I did not understand.” After the second
output all participators selected their words more carefully
and the language shifted from naturally to a short and more
command like style. This effect was noticeable the most with
the experts. No one formulated the complete sentence they
used at first but just answered the questions formulated by
the system.

The task designed to be the most difficult one was the
fourth. The participant were asked to open the shutter
to the garden but the system only knew the word terrace.
The way to operate the system which the the participants
learned so far did not work any further. The error could not
be solved in an implicit answer and question manner. The
shortest way to solve this task was to ask where the user
could perform the desired action.

Only five out of ten participants used help from the sys-
tem to solve the task. Four participants solved this task by
guessing the correct location and one participant could find
no solution at all.

The participators who were not used to work with com-
puter systems appeared to be the most flexible and therefore



faster than most participators with extensive knowledge of
computer systems. Only one of the experts solved the task
faster.

The no input error of the last task was solved in a confi-
dent manner by everyone using natural language.

In the discussion nearly every participant said that the
interaction felt to be intuitive in solving the given problem.
Everyone had the impression that the program was consis-
tent in its behavior and nothing unforeseeable happened.

Positively mentioned were the implicit answers when the
program reused the participant’s wording or recognized the
context. Some participants mentioned that this felt like a
natural dialog between conversational partners.

Criticism was expressed on the fourth task since some par-
ticipants felt overstrained because of the lacking knowledge
in using the program. Another point of criticism was the
small vocabulary that was intentionally used to provoke er-
rors.

The participants that did not use any help from the sys-
tem in the fourth task said that they did not even thought
of using any help in that situation because they normally
wouldn’t use the help function in other programs. But ev-
eryone thought it would be appealing if it were possible to
formulate a question freely to a computer system by voice.

Two experts criticized that the program provided acous-
tical feedback in an affirmative sentence. If the result of
a command was visible, the program should not formulate
another sentence.

6. DISCUSSION
Although a population of only ten participants is not sig-

nificant, the evaluation showed some interesting trends.
The most striking result was that the tasks were solved

best by those persons with the least technological back-
ground. It appears as if those persons whose mental model [7]
was not heavily influenced by technological background knowl-
edge had less difficulties in interacting with the system. For
them, the interaction was judged to be more appealing. This
finding could be exploited e.g. in AAL scenarios where el-
derly persons have to operate a system. Usually, they are
not very familiar with technology. However, this may require
a dedicated study.

Overall the system was judged positive. Frustration was
observed only while conducting the fourth task which was
difficult to solve by design. The participants said that it was
fun to operate the system and that they could imagine to
use such a system in their homes if it were available.

While conducting the experiment it occurred that the sys-
tem’s responses were lagging. This was caused by the ne-
cessity to move the mouse at the experimenter’s screen to
the desired position. However, a lag of 4-6 seconds seemed
to have no negative impact onto the dialog flow.

Especially the use of the patterns Implicit Confirma-
tion, Selection From A List and Three Tiered Con-
fidence was judged positive. The participants had the im-
pression to have a dialog with the system. In contrast, the
explicitly offered help functionality was not perceived as a
dialog and was not considered to be natural.

Similarly, patterns like Explicit Confirmation or Global
Error Correction were more of a kind that increased the
feeling of not being in control. In these cases the participants
did not perceive the interaction as a dialog.

7. CONCLUSION & OUTLOOK
In this paper we analyzed the potential of a mixed-initiative

approach to deal with error situations when controlling de-
vices in smart home environments. Therefore, we employed
patterns known from the design of voice user interfaces in
telephony environments and discussed how they could be
used to handle these situations.

We conducted a wizard-of-oz study where we tested the
usage of different error management patterns in erroneous
situations.

The patterns Implicit Confirmation, Selection From
A List and Three Tiered Confidence were good candi-
dates to be used in controlling smart environments. They
gave the users the feeling of being in control of the system.
Moreover, they were suitable means to let the user perceive
the overall interaction as a dialog, especially when they had
only little technological background. The patterns Explicit
Confirmation or Global Error Correction were not
very suitable in this context.

In contrast to the assumption that command & control
settings are more of a kind of fire and forget, we observed
a dialog conducted between the user and the system which
increased the user experience. With a conversational ap-
proach users still felt in control although they realized that
the system did not always understand what they said.

As a next step we plan to use our results to develop a
system in a real environment to verify the trends that we
observed.
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