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Abstract: Due to the unknown dead-time coefficient, the time-delay system identification

turns to be a non-convex optimization problem.

This paper investigates the identification of a

simple time-delay system, named First-Order-Plus-Dead-Time (FOPDT), by using the Genetic
Algorithm (GA) technique. The quality and performance of the GA-based identification are
compared with those based on extended Least-Mean-Square (LMS) methods, subject to the
consideration of different types of time-delay systems, excitation signals, Signal-to-Noise Ratios,
and different evaluation criteria. The obtained results exhibit that the GA technique has a very
promising capability in handling this type of non-convex system identification problem.

Keywords: Time-delay system, parameter identification, genetic algorithms, FOPDT

1. INTRODUCTION

The identification of time-delay system is always a chal-
lenging task, even for the simplest time-delay system,
named First-Order-Plus-Dead-Time (FOPDT) system.
Due to the unknown dead-time coefficient, this type of
identification problem often turns to be a non-convex op-
timization problem (Bjorklund and Ljung (2003); Orlov et
al (2003)).

Hllustrative Example: We consider a continuous-time FOPDT
system which is described by its transfer function G(s) =

3:;? In order to simplify the illustration, hereby we

assume the system’s time constant is precisely known
beforehand, but the system’s dead-time (denoted as T})
and DC-gain (denoted as K) are unknown, subject to
a condition that we have some pre-knowledge about the
boundaries of these unknown parameters, e.g., K € [1,4]
and T,; € [0,15]. The considered system is excited by a
pseudo white noise signal and both the system’s input
and response are measured with a reasonable sampling
frequency and afterwards filtered by a common low-pass
filter. Define a cost function for the parameter identifica-
tion as a standard quadratic form as

N
C(Te, K)= Y (y(k) = Gory.r0) (k)%

k=lmax

where IV indicates the number of samples and there is NV >
lmaz, and lmax=|T4/Ts| is an integer representing the
largest potential delay steps w.r.t. the sampling period T5.
y(k) is the kth sampled (filtered) response and ¢z, x) (k) is
the estimated kth sampled response based on the filtered
input signal. The cost function C(Ty, K) subject to the
considered parameter boundaries is plotted in Figure 1.
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Fig. 1. Cost function surface w.r.t. different Ty and K

The non-convex problem due to the unknown dead-time
coefficient can be clearly observed.

The most common and easiest way to estimate the sig-
nals’ delay is to use the cross-correlation analysis (Bjork-
lund and Ljung (2003)). In order to estimated a time-delay
system, some experimental approaches, such as using sys-
tem’s specific response curve, have been proposed and ex-
tensively used over decades (Astrém and Hagglund (1995);
Richard (2003)). In general, the identification quality
and performance of these signal or experimental -based
approaches heavily depend on the excitation feature, mea-
sured signals’ quality and the Signal-to-Noise-Ratio (SNR)
level (Ljung (1999)). From a model-based point of view,
because the time-delay feature exhibits itself inside the
independent time index of state/input/output variables,
some specific mathematical operator (or excitation signal)



is often needed so as to be able to bring this parameter
explicitly out of the time index before any identifica-
tion algorithm can proceed further. This specific math-
ematical operator can be realized through an integrator
(Wang and Zhang (2001)) or a derivative filter (Ahmed et
al (2006)) applied on both sides of the system’s differential
equation model. Correspondingly, some recursive LMS-
based procedures to simultaneously estimated all unknown
system coefficients (incl. the dead-time) have been pro-
posed in (Ahmed et al (2006); Wang and Zhang (2001)).
From a theoretical point of view, Orlov et al (2003)
proposed some conditions to check the identifiability of
linear time-delay systems. Moreover, an adaptive identi-
fier is proposed for online identification purpose. How-
ever, none of above mentioned methods can get rid of
the potential non-convex problem. Yang et al (1997)
proposed a combined GA and RLS approach for online
identification of linear time-delay systems. Each iteration
of this proposed method consists of two sequential steps:
The binary coded GA is used to estimated the system
delay and afterwards the RLS method is employed to
estimated the other system parameters. However, there is
still no guarantee the solution can converge to the global
optimum, even though we could claim that the emphasis
of this work is mainly for online purpose. By employing
a modified crossover operator within a real coded GA,
Shin et al (2007) discussed the FOPDT and SOPDT
model estimation based on system’s step response using
the GA technique. However, the proposed approach can
not extend to handle other type of excitations, as well as
there is no discussion about the algorithm’s robustness.

This work commits an extensive investigation of the pre-
cise FOPDT system identification by using a real coded
GA enhanced with a niching technique. The quality and
performance of this GA estimation method are evaluated
with respect to two different types of time-delay systems,
five different excitation signals, three different SNRs, time-
domain and frequency-domain fitness criteria. These re-
sults are also compared with exhaustive LMS-based meth-
ods. The observations exhibit that the GA technique has
a very promising capability in handling this type of non-
convex system identification problem. The rest of the
paper is organized in the following: Section 2 formulates
the considered system identification problem; Section 3
introduces the applied GA and its parameters; Section
4 illustrates and discusses different testing scenarios and
results; and we conclude the paper in Section 5.

2. PROBLEM FORMULATION

Consider a FOPDT system, which transfer function model
is expressed as

K
Ts+ 1

Gy(s)= e, (1)

where K is the system’s DC-gain, 7 is the system’s
time constant and Ty is the dead-time coefficient. The
FOPDT system identification problem is defined as to
precisely determine the system parameters K,7,7T; of
the model (1) based on the sampled system’s input and
output sequences, denoted as {y(k)}_, and {u(k)}_,,
respectively.
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2.1 Discretization

The considered FOPDT model (1) can be converted into
its equivalent discrete-time version through the zero-order-
hold principle after a proper sampling period T is selected,
ie.,

H(2)= P (2)

Z—

where =K (1 — «) and aZe= = Integer [ is the best
approximation of T, subject to the predefined Ty, i.e.,
there is (I — )Ty < Ty < ITs. From (2), a discrete
prediction model can be naturally obtained as:

§k) = ek — 1) + Bullk — 1 - 1). 3)
2.2 Constraint Optimization Problem

The equation (3) can be used to estimated the system
output sequence based on the measured system input and
previous output signals. We define a quadratic-formed cost
function ! as:

N

> @k = Gasalyle = 1), utk— 1= 1)) (4)

k=lmaz+1

Cla )=

where 94 8,:(y(k —1),u(k — 1 —1)) is the predicted system
output at kth step, based on the measurements y(k — 1)
and u(k — 1 — 1) for l;p4. + 1 < k < N according to (3).

The considered (discrete) system identification problem
can be formulated into a constraint optimization problem,
ie.,

(a,réf}?e@ E{C(a,p,1)}, (5)

where F{.} represents the expectation operator, and ©
represents the admissible set of the unknown parameters.
Once the problem (5) is solved, the system parameters of
the original system (1) can be derived from the solution
of (5), where the precision of the dead-time estimation is
pre-determined by the selected sampling frequency.

If the coefficient [ is known, the problem (5) reduces to be
a standard Prediction Error (PE) formulation, and there
are a lot of methods available to solve this kind of problem
(Ljung  (1999)), e.g., the Recursive Least-Mean-Square
(RLMS) based methods can provide an efficient solution
to that. However, it has been observed that this type
of optimization problem (5) is non-convex subject to the
unknown parameter [. Thereby, the precise identification
needs to be carefully handled. In the following, the GA-
based method is investigated to cope with this kind of
non-convex problem.

3. CONSIDERED GA AND RELEVANT
FORMULATIONS

Due to the purpose of this work is to check the GA’s appli-
cation in process system identification, instead of the in-
vestigation of any new/improved GA methods/algorithms,

1 It should be noticed that the cost function is not necessary to be
defined as a typical quadratic form if the GA is going to be applied.
Here the quadratic form is used mainly due to the fact that we will
conduct compatible comparisons between GA-based and LMS-based
identification methods.



the standard real coded GA is selected and the quality
of GA-based identification is compared with some LMS-
based methods.

3.1 Real-coded GA and its parameters

The real coded GA is adopted here regarding to the fact
that it is natural and efficient to deal with a contin-
uous searching space (Deb and Agrawal (1995)). The
unknown system parameters, except the dead-time coef-
ficient, are real-valued encoded, and the dead-time coef-
ficient is integer-valued encoded. The binary tournament
selection is employed to choose which chromosomes to sur-
vive and mate, according to the pre-defined cost function
(4). The selected chromosomes generate the offsprings ac-
cording to the Simulated Binary Crossover (SBX) operator
and the polynomial mutation (Deb (2000)) with relevant
parameters listed in Table 1.

Table 1. Parameters in the used GA

Parameter Value
Maximal generations 450
Population size 45
Tournament size 2
Crossover probability 0.95
Mutation probability 0.1
SBX distribution index 1

Mutation distribution index 1
Niching shape parameter 1
Number of Elitism 2
Number of real coded parameters 2
Number of integer coded parameters 2
RVCP lower boundary 0
RVCP upper boundary 1
IVCP (Dead time) lower boundary 0
IVCP (Dead time) upper boundary 120

0

According to the SBX approach (Deb (2000)), two off-
springs o1 and 02 can be generated from parents p; and ps
through
ox(1) = 05((p1(3) + p2()) — b1 () = 220 g
02() = 0.5[(p1(#) + p2(2)) + Bailp1 (@) — p2(2)]],

where o(i)/p(i) indicates the ith gene of offspring/parent,
and f3,; is determined according to

1
(agui)fil, if u; < —,
@
Bqi = 1 1 g (7)
(———)7+1, otherwise
2 — agu;

where u; is a uniformly distributed random number from
the interval [0,1], n is the non-negative SBX distribution

index. oy = 2 — /Bg(nﬂ) and [ is obtained through
By =1+ @ﬁipl)x with A = min{(p1 — pr), (pv — p2)}
subject to the assumption that p; < po, where pr,/py is
the lower /upper boundary of the coded variable.

According to Deb (2000), the polynomial mutation gen-
erates an offspring from a parent through

o(i) = p(i) + 0Am, (8)

where A,, is the maximal perturbation allowed in the
solutions, and ¢ is determined as

s= ) Qut-20)1- 5)"m+1)nm1+1 -1 ifu<0.5
- - 1
1—(2(1 —u) 4+ 2(u — 0.5)(1 — §)"mT1)7ImFT  otherwise
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—— o = O U5 agimigha)

Fig. 2. Exponential relationships between 7 and «, K and
a, f with Ty = 0.05sec

where 7,,, is the non-negative mutation distribution index,
and § = minde—pr).(pu—p)}

. u is a uniformly distributed

U L
random number from the interval [0, 1].

The fitness sharing in Sareni and Krahenbiihl (1998), as
a selected Niching technique, is employed to maintain the
population diversity. Furthermore, the Elitism (top 2 best)
is also used in order to keep the extremal best population.
For further more details about the adopted GA, we refer
to Seested (2013).

3.2 Searching Spaces

The real coded GA can be employed to handle the op-
timization problem (2) to identify the discrete system’s
parameters firstly. However, some of our preliminary in-
vestigation discovered that often some poor results in
the accuracy of the original (continuous-time) parameter
identification are observed, especially with large time-
constant systems. The later analysis turned out that this
could be due to the exponential relationship between the
original parameter 7 and the discrete-time parameter o.
For instance, the 7 and « relationship is illustrated in
Figure 2 under the assumption of 75 = 0.05sec. It can
be observed that « only has the range of (0,1), and when
« moves close to 1, a small deviations of « can have a
huge impact on the deviation of 7. The similar relationship
exists between K with a and g as well as shown in Figure
2. Thereby, in order to avoid the above mentioned problem,
the searching spaces are defined directly based on the
original (continuous-time) system parameters.

The evaluation of each selected chromosome consists of
two sequential steps: Step one is to convert the original
system (1) into its corresponding discrete version (2)
subject to the selected parameter values; Step two is
to calculate the cost function (4) under these specific
parameters. Each chromosome representing the original
system parameters is evaluated by this calculated cost.
This approach could slightly slow down the computation
speed, however, the payback is a much better accuracy
in the original parameter identification, as well as faster
convergence rate.

3.3 Ezhaustive LMS-Based Methods

The optimization problem (5) is a mixed integer nonlinear
programming problem with the non-convex feature. If the
original dead-time T}, is known beforehand, the problem
(5) can be easily solved by some standard linear system
methods, e.g., by using the LMS method. Thereby, in order



to evaluate the GA identification quality and performance,
an Exhaustive LMS-based (ELMS) method is proposed
in the following. The basic idea of the ELMS approach
(Yang Sun (2011)) is to enumerate all possible dead-
time values within its possible range, and for each possible
valve, a LMS solution for (5) with a known [ is achieved,
along with the corresponding specific cost calculated from
(4). The specific | together with its corresponding LMS
solution which leads to the minimal cost among all pos-
sibilities, is claimed to be the best system identification
solution.

In order to cope with any potential disturbance caused
by colored noises, the Exhaustive Instrumental Variable
LMS (E-IV-LMS) solution is also derived. In the following,
sometimes we abbreviate the ELMS solution as LS solution
and IV-ELMS solution as I'V solution.

4. TESTING RESULTS AND DISCUSSIONS

The quality and performance of GA-based system identi-
fication are extensively studied in terms of different types
of time-delay systems, different types of excitation signals,
different Signal-to-Noise Ratio (SNR) levels, and these are
further compared with those of ELMS-based methods.

4.1 Testing Scenarios

Two type of time-delay systems are selected as shown
in (9), where G1(s) is a time-constant dominant system
with the Dead-Time to Time-Constant Ratio (DTTCR)
of one, while Ga(s) is a time-delay dominant system with
the DTTCR of 10.

Gi(s) = >

1 -5
s, 9
s+1 )

= ——¢
0.5s+1

e ®, Ga(s)

The sampling frequency is selected as 20H z. Five different
types of excitation signals are tested respectively, they are
all generated from Matlab/Simulink signal blocks:

(a) White noise;

(b) A chirp signal, which uniformly sweeps its fre-
quency from 0Hz to 5Hz during the simulation;

(c¢) A Binary Random Sequence (BRS), which shifts
the amplitudes between 3 and 6 with a shifting
probability of 40%;

(d) A repeating sequence stair signal generated from
the default seed in Matlab/Simulink;

(e) A pulse sequence generated from default pulse
block.

Three SNR levels are also considered, i.e., SNR= co (noise-
free); SNR= 10 (reasonable), and SNR= 2 (poor).

4.2 Identification of G1(s) System

Different excitation signals under different SNR conditions
are used to test the GA identification of G (s) system. The
evolution of the estimated parameters with SNR=cc are
illustrated in Figure 3, 4 and 5, respectively. It can be
noticed that all excitation signals can lead to nearly per-
fect parameter identification. The BRS excited estimations
have some tiny estimation errors w.r.t the 7 (7},) and K,
but these errors are within 1.33% and 0.06%, respectively.
The convergence speeds along with the GA evolutions
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Fig. 4. Estimations of time constant 7 of G1(s)

Tf1 TimeDelay Results — No Noise
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Fig. 5. Estimations of dead-time Ty () of G1(s)

Table 2. Estimation accuracies (%) regarding
to Gi(s), where T, = 7

G1(s)-SNR ==

LS - Accuracy IV - Aceuracy i - 3 SR
K | Te | Td [MSE| K | Tp | Td |[MSE| K | Tp | Td | MSE
J 000 | 0.00 | 0,00 } 0.00 | 0.00 | 0.00 } 0.00 | 0.00 { 0.00 | 0.00 | 0.00 | 0.00
0.00 0.00 0.00 0.01 0.00 | 0.00 | 0.00 0.01 0_00 0.00 0.00 0.01
18 | 0.00 | 003 | 0.05 | 100 | 0.00 | 0.03 | 0.06 | 1.33 | 0.00 [ 0.03
600|900 | 600 | A60 | 000 | 000 | 000 ] 000 8 000 000 | 000 ) noo

0.00 0.00 0.00 0.00 000 | 0.00 | 000 | 000 | 0.00 | 000 | 0.00 | D.OD

olaln | ole
oloiojo|
=
1
-
w

G1is)-SNR =10
LS - Accuracy . IV - Accuracy GA - Accuracy
K | Tp | Td [MSE| K | Tp | Td [MSE| K | Tp | Td | MSE
069 | 071 | 0.00 | 598 | 149 | 244 | 0.00 | 597 | 305 | 444 | 0.00 | 597
615 | 359 | 000 | 010 | 623 | 383 | 000 | 010 | 578 | 3.34 | 0.00 | 0.10
0.00 5.00 500 |11.52| 0.08 | 4.21 500 |11.52| 0.55 (1231 | 0.00 | 11.50
013 [ 351 | 500 | 280 [ 020 | 281 [ 500 | 2.84 | 043 [ 1085 ] 000 [ 273
1.25 | 664 | 500 | 039 | 039 | 1.38 | 500 | 040 | 1.74 | 1321 | 500 | 0.39

olaln|o|e

G1(s)-SNR=2

LS - Accuracy ] V- Aceuracy GA - Accuracy
[3 Te | Td | MSE| K Te | Td | MSE | K Tp | Td | MSE
a 0.86 4,18 500 | 3064 | 3.78 B 000 | 2986 | 674 984 0.00 | 29.86
b |133a] 735 | 000 | 047 [1386] 907 | 000 | 047 [1272] 7.70 [ 000 | oa7_
[ 011 6.24 | 15.00 | 57.97 | 0.16 | 9.45 | 10.00 | 5769 | 1.03 | 20.32 | 500 | 57.32
d_| 007 [10.31 10001386 038 | 7.51 |10.00 1387 086 [2153 200 [13.72
& 2.40 | 10.55 | 10.00 | 1.94 0.96 . 2.15 -.‘JCI.DD 1.96 432 | 2932|1000 191

for all excitations are also very fast - settling down after
around 150-200 generations. From the first two columns in
Table 2, it can be observed that the ELMS based methods
(LV and IV) also commit perfect performances and ac-
curacies. When the SNR decreases, the GA performance
and accuracy start to decrease depending on what type
of excitations. These estimation accuracies under different
SNR levels are listed in Table 2.



Table 3. Estimation accuracies (%) regarding
to Ga(s), where T, = 7

G2(s)- SNR = =

LS - Accuracy IV - Accuracy GA - Accuracy
K | Tp Td MSE K Tp Td MSE K Tp Td_| MSE
0.00 | 0.00 | 0.00 | 000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00
0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 { 0.00 | 0.00 | 0.00 | 0.00
0.0 185 | 0001000 1. 0,05 178 | 0001 hob | 0.08:] 385 1 0,00 1 006

0.00 | 0.00 | 0.00 | 0.00 | 0,00 | 00D | 0.00 | 0,00 | 0.00 | 0.00 | 0.00 | D00
0.00 | 0.00 | 0.00 | 0.00 0.00 | 0.00 | 0.00 0.00 0.00 | 0.00 0.00 0.00

olals|ole

G2(s) - SNR =10

LS - Accuracy IV - Accuracy
K | Tp | Td [MSE| K | Tp | Td MSE| K | Tp | Td | MSE
556 | 3.08 | 0.00 U:ﬁb .72 _!.5_8 000 | 0.66 507 1:_2ﬁ_ _000 0.29
0.65 4.82 | 0.00 | 0.01 140 | 097 | 0.00 | 0.01 118 | 046 | 0.00 | 0.1
1.80 | 2892 | 100 | 0.74 | 157 | 2101 | 1.00 | 0.74 | 1.36 | 483 | 0.00 | 0.73
175 | 27.84 | 100 | 018 | 153 [19.80| 100 | 0.18 | 149 |1234] 000 | 0.17
1.91 | 8.19 | 0.00 | 0.02 1.91 8.27 000 | 0.02 1.85 | 3.68 0.00 0.02

olaln ol

G2(s) -SNR=2

LS - Accuracy IV - Accuracy

K | Tp | Td | MSE

19.40 | 27.19 | 100 | 248

0.00 | 0.05
400

Tp | Td [MSE| K | Tp | Td | MSE
19.11 1.00 250 |11.78 | 320 0.00 1.95
298 | 000 | 00s | 248 [ 1861 | 000 | 005

45.26 | 2.00 | 0.87 | 323 | 1864 0.20 | 087

a8 |07.34 | 4.00 | 088 5. 87 | 323 | 188
19.89 | 0.00 | D08 | 3.87 | 1003 | 0.00 | D08

4,86 | 27.75 | 0.00 | 0.08

elalno|le
=
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4.3 Identification of Ga(s) System

The accuracies of GA estimation of Ga(s) system under
different SNRs are listed as the third column in Table 3.
Again, all excitation signals lead to perfect estimations
under the noise free condition. When the SNR decreases,
the GA estimation performance and accuracy start to de-
crease. In general, the GA estimations of G(s) have better
accuracies than those corresponding to G1(s) estimations
when the SNR becomes poor (e.g., SNR= 2). The GA
performances under SNR= 2 are illustrated in Figure 6, 7
and 8, respectively. It can be noticed that the chirp signal
leads the best performance and accuracy. The repeating
sequence stair and BRS lead to slowest convergence rates.

4.4 Comparison with ELMS Methods

The accuracies of the GA identification are compared with
those generated from the ELMS method and E-IV-LMS
method, as shown in Table 2 and 3 for different systems.
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T2 TimeDelay Results — SNR2
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Fig. 8. Estimations of dead-time Ty of G(s)

Noise Free Case  When the system measurements are
noise free, all algorithms show perfect accuracies. The
largest estimation error is the time constant estimation
based on BRS excitation using GA method, which is 1.33%
for G1(s) system and 3.65% for G2(s) system, respectively.

SNR= 10 Case Some estimation errors appear with all
algorithms in spite of which excitation signal.

For the estimation of Gi(s), in general, the accuracies
derived from the E-IV-LMS method is marginally bet-
ter than those from the ELMS method, while both are
marginally better than those from the GA method. The
largest error - 13.21% from the GA method is the esti-
mation error of time constant subject to pulse sequence
excitation. However, GA method provides almost perfect
dead-time T} estimations except that there is 5% error
based on pulse sequence excitation.

For the estimation of Ga(s), the accuracies derived from
the GA method are overall slightly better than those
from the E-IV-LMS method, and E-IV-LMS method is
marginally better than ELMS method. The largest estima-
tion error - 28.92% is from the ELMS method for time con-
stant estimation subject to BRS excitation. Furthermore,
the GA method provides perfect dead-time Ty estimations
for all excitations. In terms of MSE and dead-time esti-
mations, the estimations of G5(s) by using all algorithms
subject to any excitation show better accuracies than the
corresponding situations of G(s).

SNR= 2 Case When the SNR decreases down to 2, the
accuracies from all algorithms decrease as well, but with
different percentages.

For the estimation of G1(s), the GA method provides the
best dead-time estimation no matter which excitation is
used. The ELMS method provides dead-time estimation
errors from 5% — 15% for all excitations except the chirp
signal. In terms of MSE, the chirp signal is the best
excitation for both cases of SNR= 10 and 2. Roughly, the
estimation errors for K and 7 of all algorithms subject to
any excitation are more or less doubled comparing with
the corresponding situations when SNR= 10.

For the estimation of G5(s), the GA method achieves over-
all best results, and the E-IV-LMS method is marginally
better than the ELMS method. The largest error derived
by GA is 18.64% (for T, under signal (d)), the largest
error derived by E-IV-LMS is 45.88% (for T, under signal
(c)) while that derived by ELMS method is 98.78% (for
T, under signal (c)). Compared with the situation when
SNR= 10, the estimation errors using GA method are
roughly doubled subject to any excitation when SNR= 2,



Table 4. Estimation accuracies (%) regarding
to G1(s), where T}, is 7

G1(s)- SNR ==
GA Filter - Accuracy

GA Freguency GA, Filter Frequency |
Td K T

K Te Td MSE K Te 2] Td
a 0.00 | 0.00 | 0.00 | 0.00 §.21 | 1203 - 24.44| 62.43
b 000 | 0.00 | 000 | 001 | 0.10 | 0.23 - 0.02| 0.10
c 008 | 1.04 | 0.20 | 0.16 | 1480 | 5410 | - 18.20/100.00| -
d loo1|o2s| o020 o0sfi448]5204] - | 17.89110000 -
e 0.00 | 0.00 | 000 | 0.00 | 1201 | 7.48 - 21.56| 50.49

G1(s)- SNR = 10

GA Filter - Accuracy GSA Freguency GA Filter Frequency
K Tp | Td I MSE] K Tp._| Td | K | Tp | Td
a 1.52 | 188 | 0,00 | 600 | 472 (1188 - 25.32| 63.70] -
b 618 | 3.88 | 0.00 | 0.0 | 578 | 1.81 - 5.94| 2.68) -
c | 040 | 254 | 520 [11.81]| 1564 | 5652 | - 19.23|100.00
d 0.53 1.02 5.20 2.89 | 16.19 | 54.09 - 18.92|100.00 -
L3 1.40 1.80 5.00 0.40 | 1327 | 0.11 - 23.23| 51.40 i

Gi(s)-SNR =2

GA Filter - Accuracy GA Frequency GA Filter Frequency
K Te Td MSE K Te Td K Te Td
6.55 | 13.85 | 500 | 30.76| 3.46 | 1207 - 25.82| 64.37| -

[13.73 | 9.00 | 000 | 047 [1276] a18 |
15.00 | 58.07 | 16.45 | 61.07

1.15 | 0.14
1.29 | 0.52 |14.00 | 13.89] 16.11 | 58.10
308 | 2.76 |10.00| 197 | 1475 ] 8.71

oan|Te
Hrp

N
=]
-
=]
-
wle
=]
2
2

Hrpp

while the estimation errors using both LMS-based meth-
ods are more or less 3-4 times. This indicates the GA
method is more robust than the others subject to different
noise disturbances.

4.5 Computation Loads

In average, the GA method usually takes about 20 sec
to accomplish one estimation procedure, while the ELMS
method only takes about one second and E-IV-LMS
method takes about 3-4 sec. Of course, the GA method can
shorten the computation time by reducing the requested
number of generations (450 in our case), as long as the
convergence can be obviously observed. Nevertheless, the
pre-filtering of the measured data is required for using the
LMS based methods, which consumed time is not taken
into account here. The GA results reported so far directly
applied all measurements without any pre-filtering.

4.6 Data Pre-filtering Impacts

The GA estimation using the data pre-filtered by a low-
pass filter (i.e., the data used by LMS-based methods) is
also studied so as to investigate whether the pre-filtering
could make GA perform better or not. The results are
listed as the first column in Table 4 and 5, respectively.
It can be observed that: for the Gi(s) estimation, the
pre-filtered data result in more precise results of 7 (7},)
for signal (c), (d) and (e), but with costs of worse dead-
time estimations. There are no much differences about
estimations of K. For the Gy(s) case, there is no any
positive sign observed by using the pre-filtering.

4.7 Frequency-Domain Identification

The GA system identification in frequency-domain is also
exploited under the assumption that the dead-time is
already known/identified. Firstly, the measured data is
converted into its DFT format using the FFT algorithm,
then a quadratic formed cost function in frequency-domain
is constructed as

Ny
Co (K2 5 S WY (0] = Vi, (), (10)
k=1
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Table 5. Estimation accuracies (%) regarding
to Ga(s), where T}, is T

G2(s)- SNR = =

GA Filter - Accuracy GA Freguenc ‘GA Filter Frequency |
K T Td | MSE | K T Td K T Td
a 027 | 115 | oos | 023 2383 885 - 29.04| 3843 -
b | 0oo | ooo | ooo | 0oo | 0os | 0.18 | - | oo1] o011 -
= 0.02 1.87 0.00 0.00 | 20.22 | 69.09 = 20.87|100.00 -
d 0.00 0.00 0.00 0.00 | 19.90 | 0.89 == 21.64| 67.91
° 0.00 | 0.00 | 0.oo | 000 | 19.89 | 0.88 - 21.64] 67.96] —
G2(s) -SNR = 10
__GAFilter- Accuracy | GA Frequency | GA Filter Frequency |
K Te Td MSE K Te Td K TP Td
a 6.05 | 463 | 0.24 | 066 | 1972 1148 - 2a.20] 33.03] -
b | 040 | 117 [ 000 | 001 | 1861 | 7.73 - 0.42] o.oa] -
3 142 121.09] 1.00 | 0.74 }19.46169.89] - | 2015110000} -
d 1.39 | 19.68 | 1.00 | 0.18 | 18.76 [100.00] -- 20.14|100.00| -
e 167 | 803 | 000 | 002 | 1884 473 - 20.75| 76.63
G2(s) - SNR =2
GA Filter - Accuracy GA Freguency GA Filter Frequency
K T Td | MSE | K T Td K To Td
8 |1546|16.72 | 096 | 195 | 1654 | 1867 | - | 18.03) 37.73) -
b 0.92 2.51 0.00 0.05 3.13 | 12.51 == 0.42 1.07 =
e 3.23 | 44.88 | 2.00 3.70 | 18.19 |100.00 - 19.20|100.00
d 3.21 |44.37 | 2.00 | 0.87 | 18.49 [100.00] - 19.22]100.00]
& 3.83 | 20.35 | 0.00 0.08 | 17.564 | 28.83 == 19.54|100.00 -
where W (k) is a frequency weighting sequence, Ny is the

length of signal’s DTF sequence. the amplitude of the kth

estimated output sample YK,T(k), which is a function of
unknown parameter K and 7, is calculated according to

. K
Ficr (9] = s U

where fg is the sampling frequency. The GA algorithm is
used to obtain the best estimation of K and 7 through
minimizing the cost function (10). The accuracies of the
obtained results are listed as the second columns in Table
4 and 5, respectively. It can be observed that in general
the accuracies by this frequency method is not as good as
the time-domain based methods. This is mainly due to dif-
ferent emphases (cost functions). The same GA frequency
method using the pre-filtered data is also investigated, and
the results are listed as the third columns in Table 4 and
5. It can be noticed that this is the worst case comparing
with all methods studied through this work no matter for
the G1(s) or Ga(s) case.

(11)

5. CONCLUSION

The real coded GA method for identifying a simple class of
time-delay systems, named FOPDT system, is extensively
investigated w.r.t. different system features, excitation
signals, SNRs and evaluation criteria. The accuracies and
performances of the employed GA are further compared
with those of exhaustive LMS-based methods. It can be
concluded that (a) GA acts almost as good as these
ELMS-based methods in general, and even better for time-
delay dominant systems in term of estimation accuracy;
(b) There is no need for GA method to pre-filter the
measured data; (¢) GA always plays best in estimating
the dead-time coefficient; (d) GA method is more robust
to different SNRs; (e) It seems that estimation of T}, turns
to be the most challenging task for GA when the SNR
becomes poor, especially with excitations of (c), (d) and
(e); (f) The T, estimation could achieve better accuracies
by using the frequency-domain evaluation criterion instead
of the time-domain one, but only for G(s) type of time
constant dominant systems; (g) In general it seems that
the chirp signal is the best excitation, especially for using
the frequency-domain criterion.



The obtained results exhibit that the GA technique
has a very promising capability in handling this type
of non-convex system identification problem. The pro-
posed GA method can be naturally extended to estimate
higher-order linear time-delay systems, even for nonlin-
ear time-delay systems. The same method can also be
used to obtain some low-order time-delay system model
based on measurements from a sophisticated complex sys-
tems, this part is reported in our second serial paper
(Yang Seested (2013)).
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