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ESTIMATION OF FREQUENCY RESPONSE 
FUNCTIONS BY RANDOM DECREMENT 

J.C. Asmussen & R. Brincker 

Department of Building Technology and Structural Engineering 
Aalborg University, Sohngaardsholmsvej 57, 9000 Aalborg, Denmark. 

Abstract A method for estimating frequency response 
furretions by the Random Decrement technique is investi
gated in this paper. The method is based on the auto and 
cross Random Decrement furretions of the input process and 
the output process of a linear system. T he Fourier transfor
mation of these furretions is used to calculate the frequency 
response functions. The Random Decrement furretions are 
obtained by averaging time segments of the processes under 
given initial conditions. The method will reduce the leakage 
problem, because of the natura! decay of the Random Deere
ment functions. Also, the inf!uence of noise will be reduced 
since the FFT is applied to the signatures, where the noise 
is reduced by averaging. Finally, the proposed technique will 
typically be faster than the traditional method, where the 
FFT is applied to every data segment instead of applying 
the FFT just once to the final Random Decrement funetion . 
The method is demonstrated by a simulation study. 

N omenclat ure 
a Value of time series. 
Gy Trig condition on Y . 
Dyy Auto RDD function. 
D x Y Cross RDD function. 
h, h 
H, H 
L 

M 
N 
t; 
Y, X 
y, x 
Y, x 

Impulse response function/matrix. 
Frequency response function/matrix. 
RDD furretion length and length of input time 
segments to FFT. 
Number of points in FRF. 
Number of trig points . 
Discrete time point. 
Stochastic processes. 
Realizations of Y, X 
Time derivative of Y,X 

v Value of time-derivative of time series. 
Z Fourier transformation of D. 
uy Standard deviation of Y 
r RDD funetion length 

l Introduetion 

This paper deals with the estimation of frequency response 
furretions (FRF) of linear systems using the Random Deere
ment (RDD) technique. It is known, that the Fourier trans
formation of the auto- and eross-correlation furretion of the 

l 

input and output processes of a linear system can be used 
to estimate the F RF of the system, see Bendat & Piersol 
[1]. Vandiver et al. [2] proved that the RDD technique 
applied with the level crossing trig condition es timates the 
auto-correlation fu rretion of a time series on the assumption 
of a zero mean Gaussian process. T his result was genera
lized by Brincker et al. [3], [4], who proved on t he same 
assumption, that t he RDD technique applied with a gener
ally formulated trig condition estimates a weighted sum of 
the auto- and eross-correlation furretions of two time series 
and their time derivative. This could e.g. be the load process 
and the response process of a linear system. 

In Brincker [3] the idea of using the Fourier transformation 
of the RDD furretions as a basis for estimating FRFs is pre
sented. This new method is the t opic of this p aper. The 
method is demonstrated by a simulation study of a linear 3 
degree of freedom system loaded by pink noise at the fi.rst 
degree of freedom. T he precision of the approach is com
pared with results obtained from traditional modal analysis 
based on FFT of the simulated time series. Even though the 
speed of this method is one of the advantages, compared to 
traditional modal analysis, this topic is not considered in this 
paper. Only accuracy is considered. 

The inf!uence of t he number of points in the FRF estimate 
and the number of p oints in the time series is investigated. A 
quality measure is used to compare the results from RDD es
timation combined with FFT (RDD-FFT) with a traditional 
FFT based technique (FFT) . The simulation study show t hat 
RDD-FFT is more reliable than FFT. T he accuracy of the 
FFT estimate of the FRF strongly depends on the number of 
points in each transformation . Furthermore, the RDD-FFT 
method is less sensitive to noise. 

2 Random Decrement Technique 

The RDD technique is a method for estimating auto- and 
eross-correlation furretions of Gaussian processes, Vandiver 
et al. [2], Brincker et al. [3], [4]. T he au to and cross RDD 
furretions of the processes X and Y are defi.ned as: 

Dyy(r) (1) 

Dxy(r) (2) 



1.e. RDD functions are defined as the mean value af a process 
Y given same trig conditions CY(t) or Cx(t)· For a t ime 
series, the estimates af the auto and cross RDD functions are 
obtained as the empirical mean. 

N 

~ L y( r+ t;)ICY(t;) (3) 
i=l 

N 

D x y( r) ~ L x(r + t;)ICY(t;) (4) 
i=l 

Where N is the number of points fulfilling the trig condition. 
Alternatively, the RDD functions, Dxx and Dyx could be 
estimated. Any trig condition can be constructed from the 
basic trig condition given by the complete initial conditions. 

CY(t;) = [Y(t;) =a V Y( t;)= v] (5) 

Assuming that X and Y are stationary zero-mean Gaussian 
processes, the trig condition eq. (5) applied in eq. (l) and 
eq. (2) will yield, Brincker et al. (3], (4]. 

Dyy(r) 
Ry y 

+ 
R 'y y 

(6) = --·a -- · V 
(]"2 (]"2 y y 

Dxy(r) 
Rxy 

+ 
R 'x y 

(7) = --·a -- ·v 
(]"2 (]"2 y y 

where uy and uy- denote the standard deviation af Y and 
the time derivative Y af Y, R and R' denote the auto- and 
cross-covariance and their time derivatives. 

From eq. (6) and eq. (7) several trig conditions can be formu
lated, which only picks out either the correlation functions ar 
the derivative of the correlation functions, see Brincker et al. 
[4]. However, in this paper only two different trig conditions 
ar e considered: The lo c al extremum trig condition eq. (8) 
and trigging at zero crossings with positive slope, eq. (9) . 

CY(t) =[Y( t)> o v Y(t) =O] 

cY(tJ = [Y( t) =o v Y(t) > o] 

(8) 

(9) 

Given the previous by mentianed assumptions af Y and X, 
the local extremum trig condition reduces eq. (6) and eq. (7) 
to: 

Ry y 
Dyy(r)=-2- · a 

17y 

Rxy 
D x y (r) = - 2 - · a 

17y 
(IO) 

Using zero crossing with positive slope reduces eq. (6) and 
eq. (7) to: 

R 'y y 
Dyy(r) = - 2- ·v 

(]"y 
( ) 

R'xy Dxy r = - 2- ·v 
(]"y 

(Il) 

These trig conditions have the ad vantage af picking out only 
t he auto/cross-covariance ar the derivative of the auto/cross
covanance. 

RDD functions are "barn" unbiased, sametimes however, im
plementation of the trig condition might change it slightly, 

and thus same changes af the functions might take place that 
in same cases might appear as bias. T hese problems are not 
present in this investigat ion, since the presented technique 
will work unbiased for any trig condition. The only bias in
t roduced is the leakage bias introduced by the FFT. Because 
of the decay af the RDD function, the inf!uence af this bias 
will be Jess than for the traditional FFT. 

3 Estimation of FRF 
Consider a linear system with n degrees af freedom. T he 
response, Y, af the system to som e load X is given by the 
convolution integral, if the initial conditions are zero ar neg
ligible 

Y (t) = /_
1

00 

h( t- 77)X(77)d77 (12) 

Where h is the impulse response matrix. Assuming that any 
random force has been applied to the ith degree af freedom 
only, the response at the jth degree af freedom is: 

(13) 

To calculate the conditional mean value, see eq . (1), the 
time variables t and 77 are substituted. Eq. (13) can then be 
rewritten in the foliowing form: 

(14) 

Assuming that the impulse response matrix is t ime invari
ant , the condition al mean value, eq. (1), of eq. (14) can be 
calculated as: 

E[Y,(t + r) ICY;(t)] 
(15) 

f~oo h( r- €)E [X;(t + ~) I CY;(tJ ] d~ 

o r 

(16) 

The Fourier transformation , Z(w ), of the RDD function D( r) 
is defined as: 

Z(w) = 2_ 100 

D(r)e-iwr dr 
211' -oo 

(17) 

Applying this definition to t he time domain formulation eq. 
(16) together with the convolution theorem yields: 

(18) 

If the trig condition is applied to t he load process af the 
system, an alternative formulation is obtained . 

(19) 



Eq. (18) and eq. (19) show that the Fourier transformation 
of the RDD functions can be used for estimation of the fre
quency response matrix of a linear system. The method is 
very similar to traditional modal analysis, were the frequency 
response matrix is estimated from the Fourier transforma
tion o f the measured load X and the measured response Y. 
The method has several advantages compared to traditional 
modal analysis. Since the RDD technique averages out the 
random errors befare the Fourier transformation, the tech
nique is expected to be less sensitive to noise. Furthermore, 
if the length of the RDD function is chosen long enough, the 
decay will reduce leakage. Dependent on the length of the 
RDD functions, the number of trig points and the length of 
the measured time series, this method might be sarnewhat 
faster than traditional modal analysis. 

4 Simulation of 3DOF System 
The purpose of this simulation study is to illustrate the a ppii
cation of the method for estimating FRF's of a multi-degree
of-freedom system. The system is linear with the foliowing 
mass and stiffness matrices. 

o 
l 
o 

400 
-300 

o 

-300 
600 

- 300 
-30~ l (20) 

350 

The system is Raleigh damped with the damping matrix: 

C = 0.4 - M + 0.0004 ·K 

The modal parameters from this system are: 

1.095 
3.085 
4.845 l [ 1~ l [ 

[ 

1.000 
1.175 
1.165 

1.000 
0.081 

-0 .940 

1.000 l 
-1.756 

0.913 

0.030 l 
0.014 
0.013 

(21) 

(22) 

(23) 

The system was loaded by a pink nmse process at the 
first mass . The pink noise process was simulated by an 
ARMA(2,1 )-model, P an dit [6]. The response of the system to 
this load is simulated using standard routines from the MAT
LAB CONTROL TOOLBOX, [7] . The sampling frequency 
was chosen as 15 Hz and 30000 points were simulated. All 
investigations in this paper were performed using the same 
time series, although mostly only the first part of the time se
ries was used. Figure l show the firs t part of the load process 
and the corresponding response at the first mass. 

:~~ 
~ s 1 o 1S 20 2S 30 

Time [sec] 

0.02~Responselstmass 
o. 01 

o 

-0.01 

-o . o~ s 10 1s ~o 2s 30 
Tim e (secj 

Figure l: First par t of simulated load process and the re
sponse at the first mass. 

Figure 2 show t he absoluteYalue of the theore tical FRF (H11 ) 

of the system and the load process. 

1 0- 1.----...,.,--~-H-1_1 ~•~n_d_L_o~a_d_Pr_o,...c_es_s---.--~---, 
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Figure 2: Theoretical absolutevalue of FRF, H11 , and t heo
retical absolute value of the load applied to mass l. 

The purpose of the investigations is to compare the accuracy 
of the RDD-FFT technique and the FFT . To have a measure 
for the accuracy of the different methods to the theoretical 
value of the FRF's, the foliowing error function is defined: 

M 

l "" . error = M~ jHi- Hil (24) 
i=l 

Where M is the number of points in the F RFs, Hi is the 
ith value of the theoretical FRF and Hi is the ith value of 
the estimated FRF. The error function is independent of the 
number of point s in the FRFs. The influence of the length 
of the time series, t he length of the RDD tunetions and the 
length of the time segments of the time series used by FFT 
in the estimation of the FRFs will be investigated. In the 
graphical presentation of the results L denates the length 
of the RDD functions, which is always equal to the length 
of the time segments used as input for FFT. The foliowing 
relation between L and the number of points in the FRFs 
exists: L = 2 · M + l. To illustrate the influence of L and 
the length of the time series the fo liowing quality measure is 
defined and used. 

quality = l 

error 
(25) 



Furthermore the influence of noise is investigated by adding 
a white noise sequence to the time series. The noise level is 
deseribed by the signal- to-noise ratio defined as "~oi« . In 

as,gn.o.l 

order to use all information from the time series the RDD 
furretions are estimated using a t wo step method. First the 
signatures are calculated as deseribed in section 2, then the 
sign of the time series is changed. A new furretion is calcu
lated, again according to section 2 and the average of these 
two furretions is used as the resulting functions. Using this 
method all information from the time series is extracted. 

5 Local Extremum Trigging 
Figure 3 and tigure 4 show the auto and 3 cross RDD furre
tions estimated using the local extremum trig condition, eq. 
(5). The number of points used from the time series is 14000, 
and L has a size of 450 points. The trig condition is applied 
to the response of the first mass. 

~o~ 
-0.5 

::.h 10 5 o 5 10 15 
Time [sec] 

~-818 
-15 10 5 o 5 10 15 

Time [sec] 

Figure 3: Auto, Dy 1 y1 , and cross, Dy2 y 1 RDD signatures. 

~-818 
-15 -1 o -5 o 5 1 o 15 

Time [sec) 

~:9---":·~ 
- 15 -10 5 o 5 10 15 

Time [sec] 

Figure 4: Cross, Dy3 y1 , and cross, Dx1 y 1 RDD signat ures. 

From these RDD furretions it is expected to have a leakage
free estimate of the FRFs, because the furretions are decaying 
to zero. Figure 5 - tigure 10 show the absolute value and the 
phase of the theoretical FRF Hu, H21 and H31, Hu fi21 and 
fi31 estimated using RDD-FFT and pure FFT. 

1 o'.-----~----~-----H~1-1 ----~----~-----, 
------ Theary 

......... .......... ROO-FFT 

·--------- FFT 

10~~----7-----~2~----*3----~4~----*s----~6 
Frequency [Hz] 

Figure 5: Magnitude of frequency response function, Hu·. 

H11 
4.-----~----~-----r----~------.-----. 

3 

~-1 

" VI 

1-2 
a. 

-3 

-4 --- Theo r y 

-s ... ROD-FFT 

---------- FFT 
-~~----~----*2-----*3----~4----~5~--~6 

Frequency (Hz ] 

Figure 6: Phase of frequency response function, Hu. 
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------ Theory 

... RDO- FFT 

---------- FFT 
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Frequency [Hz] 

Figure 7: Magnitude of frequency response function, H21 · 



H21 

·········· FFT 
-Et~ 1 2 3 4 

Frequency [ Hz ] 
5 

Figure 8: Phase of frequency response function, H 21-

1 a·•..---..----.---H~3_1 __ ~---.----. 
--- Theory 

······ RDD-FFT 

·········· FFT 

2 3 5 6 
Frequency [Hz] 

Figure 9: Magnitude of frequency response function, if31 · 

H31 
41r---~---.---~--~---.---~ 

3 

2 

·-······-· FFT 
-Et~ 2 3 4 5 6 

Frequency [Hz] 

Figure 10: Phase of frequency response function, H 31· 

Figure 11 - figure 34 show the quality calculuted as in eq. 
(25) of RDD-FFT and FFT with the size of the time series 
and L as variabels. The size of the time series is varied from 
2000 points to 14000 points with steps of 1000 points. L is 
varied from 120 points to 512. Figure 11- figure 16 show the 
quality estimated where no noise is added, figure 17 - figure 
22 show t he results with l% noise added, figure 23 - figure 28 
show the results with 3% noise added and finally tigure 29 -
figure 30 show the results with 10% noise added. 

Figure 11 - figure 16 show results obtained from a noise-free 
time series. 

Quality of H"11 RDD-FFT 

Figure 11 : Quality of FRF H11 estimated by RDD-FFT. 

Quality of H"11 FFT 

Figure 12: Quality of FRF H11 estimated by FFT. 



Quality af H"21 RDD-FFT 

2 

2 

L Length af time series 

Figure 13: Quality of FRF H21 estimated by RDD-FFT. 

Quality af H•21 FFT 

4000 

Figure 14: Quality of FRF H21 estimated by FFT. 

Quality af H"31 RDD-FFT 

Length af time series 

Figure 15: Quality of FRF H31 estimated by RDD-FFT. 

Quality af K"3 1 FFT 

Length of t i me series 

Figure 16: Quality of FRF H3 1 estimated by FFT. 

Figure 17 - figure 22 show results obtained from a time series 
with l% noise ad d ed. 

Quality af H"l l ) RDO-FFT 

4000 

L Length af time series 

Figure 17: Quality of FRF H11 estimated by RDD-FFT. 

Qua li ty af W l 1 FFT 

L Length af time se ries 

Figure 18: Quality of FRF H11 estimated by FFT. 



Quality of H•21 RDO- FFT 

L Length af time series 

Figure 19: Quality of FRF H21 estimated by RDD-FFT. 
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Figure 20: Quality of FRF H21 estimated by FFT. 
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Figure 21: Quality of ERF H31 estimated by RDD-FFT. 

Quality of W3 1 FFT 
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Figure 22: Quality of FRF H31 estimated by FFT. 

Figure 23 - figure 34 show results obtained from a time series 
with 3% noise added. 

Quality of H•11 ROO-FFT 

L Length af t i me series 

Figure 23: Quality of FRF H11 estimated by RDD-FFT. 
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Figure 24: Quality of FRF H11 estimated by FFT. 
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Figure 25: Quality of FRF H21 estimated by RDD-FFT. 
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Figure 26: Quality of FRF H21 estimated by FFT. 

Quality of H"31 RDO-FFT 

Figure 27: Quality of FRF H31 estimated by RDD-FFT. 
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Figure 28: Quality of FRF H 31 estimated by FFT. 

Figure 23 - figure 34 show results obtained from a time series 
with 10% noise added. 

Quality of H"11) RDD-FFT 

4000 

L Length af time series 

Figure 29: Quali ty of FRF Hu estimated by RDD-FFT. 

Qua li ty o f H" 11 FFT 

Figure 30: Quality of FRF H11 estimated by FFT. 



Quality af H·21 RDD-FFT 

Figure 31: Quality of FRF H21 estimated by RDD-FFT. 

Quality af H·21 FFT 

Qua li ty af H" 3 1 FF T 

4000 
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Figure 34: Quality of FRF Ha1 estimated by FFT. 

The above figures show that the estimations using RDD-FFT 
and FFT are different . The RDD-FFT gives a smooth curve , 
while the FFT results in curves with a lot of pitfalls. Even 
with 10% noise in the time-series the RDD-FFT curves are 
smooth. This show that the RDD-FFT is more reliable. On 
average, the quality of the two methods is very alike. 

Pigure 35 - figure 37 show a comparison of RDD-FFT and 
FFT using 5000 points from the time series. The figures show 
the quality with O%, l%, 3% lO% noise added. The top lines 
cerrespond to analysis from a noise free time series while the 

L Length af time series bottom lines corresponds to a time series with 10 % noise 

Figure 32: Quality of FRF H21 estimated by FFT. 

Quality af H·~1 RDD- FFT 

4000 

Figure 33: Quality of FRF H31 estimated by RDD-FFT. 
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L 

Figure 35: Quality of H.11 estimated by RDD-FFT and FFT. 
5000 points used. 
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Figure 36: Quality of lf21 estimated by RDD-FFT and FFT. 
5000 points used. 
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Figure 37: Quality of H~1 estimated by RDD-FFT and FFT. 
5000 points used. 

Figure 38 - figure 40 show a comparison of RDD-FFT and 
FFT with 30000 points used from the time series. The figures 
show the quality with O%, l% and 3% noise added . 
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Figure 38: Quality of lf11 estimated by RDD-FFT and FFT. 
14000 points used. 
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Figure 39: Quality of H-21 estimated by RDD-FFT and FFT. 
14000 points used. 

300 

2SO 

H3t - ROD [ -] and FFT [--) 

1SO 200 250 300 3 50 400 450 500 
L 

Figure 40: Quality of Jf31 estimated by RDD-FFT and FFT. 
14000 points used . 

Figure 41 - figure 43 show a comparison of RDD-FFT and 
FFT with 30000 points used from the time series. T he figures 
show the qualit y with O%, l% and 3% noise added. 
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Figure 41: Quality of H11 estimated by RDD-FFT and FFT. 
30000 points used. 
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Figure 42: Quality of H21 estimated by RDD-FFT and FFT . 
30000 points used . 
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Figure 43 : Quality of H31 estimated by RDD-FFT and FFT. 
30000 points used. 

Also for larger time series, it is seen that FFT fluetuates un
predictably. T he influence of noise by the RDD-FFT method 
has decreased by using 30000 points compared to the results 
obtained using 5000 points. As exp ect ed , this indicates that 

more trig points average out noise. If the time series has a 
sufficient length, RDD-FFT is clearly Jess sensitive to noise 
compared to pure FFT. 

6 Zero Crossing Trig Condition 
Figure 44 and figure 45 show the a uto and 3 cross RDD func
tions estimated using the zero crossing trig condition, eq. (5). 
The number of points in the time series 14000 points, and L 
has a size of 450 points. The trig condition is applied to the 
response of the first mass. 
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Figure 44: Auto, Dy, y1 , and cross, Dy2 y1 RDD signat ures. 
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Figure 45: Cross, Dy3 y1 , and cross, Dx1 y1 RDD signatures. 

From these RDD functions it is expect ed to have a leakage
free estimate of the FRFs, because t he functions are decaying 
to zero. Figure 46 - figure 51 show the absolute value and 
the phase of the theoretical FRF H11, H21 and H31, H1 1 H21 
and H31 estimated using RDD-FFT and pure F FT. 
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Figure 46: Magnitude of fr equency response function, H11 . 
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Figure 47: Phase of frequency response function, H11. 
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Figur e 48; Magnitude of frequency respons e function, H21 . 
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Figure 49 : P hase of frequency response function, H21 . 
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Figure 50: Magni tude of frequency response function, H3 1· 
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Figure 51: P hase o f frequency resp onse furretion, H 31. 

Figure 52 - figure 75 show the quality calculated as in eq. 
(25) of RDD-FFT and FFT wit h the size of the time series 
and L as variabels. The size of the time series is varied from 
2000 points to 14000 points with steps of 1000 points . L is 
varied from 120 to 512 p oints . Figure 52- figure 57 show the 
quality estimated where no noise is added, figure 58 - figure 



63 show the results with l% noise added, figure 64 - figure 
69 show the results with 3% noise added and finally figur 70 
- figure 75 show the results with 10% noise added. 
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Figure 52: Quality of FRF H11 estimated by RDD-FFT. 
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Figure 53: Quality of FRF H11 estimated by FFT. 

Quality of H•21 RDO- FFT 

Figure 54: Quality of FRF H 21 estimated by RDD-FFT. 
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Figure 55: Quality of FRF H2 1 estimated by FFT. 
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Figure 56: Quality of FRF H3 1 estimated by RDD-FFT. 
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Figure 57: Quality of FRF H31 estimated by FFT. 



Figure 58 - figure 63 show results obtained from a time series 
with l % noise added . 
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Figure 58: Quality of FRF Hu estimated by RDD-FFT. 

Qua li ty af W 11 FFT 

4000 

Length af t ime series 

Figure 59: Quality of FRF Hu estimated by FFT. 
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Figure 60 : Quality of FRF H21 estimated by RDD-FFT. 
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Figure 61: Quality of FRF H21 estimated by FFT. 
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Figure 62 : Quality of FRF Ha1 estimated by RDD-FFT. 
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Figure 63: Quality of FRF Ha1 estimated by FFT. 



Figure 58 - tigure 63 show results obtained from a t ime series 
with 3% noise added. 
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Figure 64: Quality of FRF Hn estimated by RDD-FFT. 
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Figure 65: Quality of FRF H 11 estimated by FFT. 
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Figure 66: Quality of FRF H21 estimated by RDD-FFT. 
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Figure 67: Quality of FRF H21 estimated by FFT. 
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Figure 68: Quality of FRF H31 estimated by RDD-FFT. 
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Figure 69: Quality of FRF H31 estimated by FFT. 



Figure 58 - figure 63 show results obtained from a time series 
with 10% noise added. 
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Figure 70: Quality of FRF Hn estimated by RDD-FFT. 

Qua li ty af W 11 FFT 

4000 

Figure 71: Quality of FRF Hn estimated by FFT. 
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Figure 72: Quality of FRF H21 estimated by RDD-FFT. 
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Figure 73: Quality of FRF H21 estimated by FFT. 
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Figure 74: Quality of FRF H31 estimated by RDD-FFT. 
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Figure 75: Quality of FRF H31 estimated by FFT . 

Using the zero crossing trig condit ion the RDD-FFT estima
tion also ineludes a lo t of pitfalls or variations with especially 
the function length. Although the variations from RDD-FFT 



estimates are smother than the variations from pure FFT es
timates, this trig condition eannot compete with the local 
extremum trig condition. 

Figure 76 - figure 78 show a comparison of RDD-FFT and 
FFT using 5000 points from the time series. The tigures show 
the quality with 0%, l%, 3% and 10% noise added. 
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Figure 76: Quality of Hu estimated by RDD-FFT and FFT. 
5000 points used. 
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Figure 77: Quality of H21 estimated by RDD-FFT and FFT. 
5000 points used. 
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Figure 78 : Quality of H~1 estimated by RDD-FFT and FFT. 
5000 points used. 

Figure 79 - tigure 81 show a comparison of RDD-FFT and 
FFT using 14000 points from the time series. The figures 
show the quality with O%, l%, 3% lO% noise ad d ed. 
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Figure 79: Quality of H.11 estimated by RDD-FFT and FFT. 
14000 points used. 
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Figure 80: Quality of Jf21 estimated by RDD-FFT and FFT. 
14000 points used. 

300 
H31 - ROD (-] and FFT [ --] 

250 

50 

o 150 200 250 300 350 400 450 500 
L 

Figure 81: Quality of H~ 1 estimated by RDD-FFT and FFT. 
14000 points used. 



Figure 82 - figure 84 show a comparison of RDD-FFT and 
FFT with 30000 points used from the time series. The tigures 
show the quality with O%, l%, 3% lO% noise added . 
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Figure 82: Quality of H~ 1 estimated by RDD-FFT and FFT. 
30000 points used. 
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Figure 83: Quality of fi21 estimated by RDD-FFT and FFT. 
30000 points used. 
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Pigure 84: Quality of H~1 estimated by RDD-FFT and FFT. 
30000 points used. 

From figure 76 - figure 84 it is conducled that RDD-FFT is 
less sensitive to noise compared with pure FFT. The disad
vantage of the zero crossing trig condition is that the quality 

is far more dependent on the furre tion length t han the local 
extremum t rig condition. 

7 Condusion 

A new method for performing modal analysis has b een in
vestigated. The method is based on FFT of RDD func
tions. T wo different trig conditions: Local extremum and 
zero crossing have been compared . The results shows that the 
local extremum trig condition is the most reliable trig con
dition. The comparison is based on variations of the length 
of the analysed t ime series and the length of the RDD furre
tions equal to the length of the time segments used by FFT. 
The precision of the trig conditions is investigated by defining 
a quality measure. No attent ion is given to the estimation 
time, but the R DD-FFT technique will be faster than pure 
FFT in most applications. 

The RDD-FFT method is also compared with traditional 
modal analysis based on FFT. From the quali ty of the e
stimations, it is conducled that RDD-FFT is more reliable 
than FFT. Even though the average quality of th e two me
thods is very alike. Furthermore, it seems that RDD-FFT is 
Jess sensitive t o noise. Especiaily if a long t ime series is used, 
RDD-FFT averages out noise. To have more information 
about RDD-FFT , several other trig conditions should be in
vestigated . The estimation time of both methods should also 
be investigated as a furretion of the quality. 
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