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Preface

The present technical memorandum “An Introduction to Ojp@mal Modal Identification of
Offshore Wind Turbine Structures” is prepared in connectigth an ongoing Ph.D study at
Aalborg University. The memorandum is intended for use @édivil engineering field and may
serve as an inspiration to experimental modal analysismofpdex dynamically loaded structures.

A huge number of papers have been published in the last ye#is waditional experimen-
tal modal analysis. However, for large civil engineeringistures accurate model identification
under actual operating conditions is difficult to extracttiaditional experimental technologies.
Operational modal analysis allows extracting modal patarsebased on measuring only the
response of a structure and using the ambient or naturaatipgforces as unmeasured input.
Originally, operational modal analysis was developed fodal estimation of civil engineering
structures like buildings, towers and bridges. Today, éicmology is used for mechanical struc-
tures like ships, aircraft, vehicles and wind turbines. ldeer, the loading forces for mechanical
structures are complex. For a wind turbine structure a coatioin of harmonic excitation origi-
nating from the rotating rotor and broadband excitatiomfidr turbulence is present, which sets
limitations on the applicability of operational modal ays$ to wind turbine structures.

The technical memorandum contains an introduction to tberthwithin experimental modal
analysis and, in particular, to operational modal idergtfan. Examples of structural assessment
of wind turbines by operational identification are included

Aalborg, December 2011 Mads Damgaard
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CHAPT_ER 1
Introduction

In order to meet the European Union’s commitment to reduce the cqutgmof fossil fuels,
wind energy is proving its potential as an important part of the solutionedtally offshore wind
energy has potential to be a competitive energy source due to high wimditgtevith low turbu-
lence. However, correlation between water depth and cost of eneogpgésved for offshore wind
turbine structures. Significant research and development arechiegieler to avoid an increase in
the cost per MW power when the turbines are installed at greater watisdéfence, the dynamic
properties of the wind turbine structures are crucial in order to obtairsteffective design. In
this introduction a brief overview of offshore wind turbine structures #air characteristics are
given. Further, the main objectives of the technical memorandunresempted.

1.1 Background

Within the last 30 years the need of alternative energy ssuhas been given great attention.
During the period wind turbines have grown from producingsléhan 100 kW to more than 6
MW. Wind energy is currently the fastest-growing energyrseun the world. According to
Global Wind Energy Council (2010) the total installed cépaof wind power has grown at an
average rate of 59% per year over the years 2002-2010, sed-Hig. The growth of wind
power in the last years has mainly been driven by China wtschow the country with the
largest installed wind power capacity in the world. China Bbpped past the USA to become
the world’s leading wind power country. Despite a level oterrtainty in prognositication, the
Global Wind Energy Council (2010) forecasts every year tloda wind market developments
for the coming five years. Asia, North America and Europe ealhtribute to drive the expansion
of wind energy capacity, where Asia will remain the fastesvging market in the world driven
primarly by China, see Fig. 1-1b.

At this writing the majority of wind turbines are located twse due to lower construction
costs. However, the population density and existing bogdirestrict suitable wind turbine loca-
tions on land, which justifies the development of offshoredrénergy. Contrary to onshore wind
turbines, the size of offshore wind turbines is not limitgddgistic problems during transporta-
tion of large structural components. The amazing growthéninstalled capacity of onshore and
offshore wind turbines, however, requires many challeng#sn civil engineering and science
to be solved. Overall, the price of offshore wind energy naestrease in order to be competitive
with present alternatives. As a consequence wind turbireemereased significantly in size with
larger rotors and more powerful generators. The costs gtealsdow as possible by reducing the
overall weight, which leads to very slender and flexible ctites. Thus, the eigenfrequencies
are typically below 0.3 Hz. An improper design may causemasoe due to the excitation from

— 1 —



2 Chapter 1 — Introduction

wind and waves, leading to immature failure in the fatiguatistate (FLS). This in turn necessi-
tates a correct estimate of the basic dynamic propertidseoémtire wind turbine structure, such
as natural frequencies and damping properties, as thesssegtial for the dynamic behaviour.
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Figure 1-1 Wind power market around the world: (a) Global cumulativeatistl wind capacity 1996-2010, (b) Cumu-
lative market forecast by region 2010-2015. After Global tMinergy Council (2010).

1.2 Excitation Range of Offshore Wind Turbines

According to API (2000) and DNV (2001) four limit states hawebe considered for designing
offshore wind turbines. Firstly, the maximum load carryimegistance of the structure must be
defined by the ultimate limit state (ULS). Secondly, thefiséi§s of the structure should ensure
that the displacements and rotations in seabed correspaamdoierance criterion applicable to
normal use by consider the serviceability limit state (SLB)irdly, failure due to the effect of
cyclic loading must be analysed in the fatigue limit stateS) Finally, the maximum load-
carrying capacity for rare accidental loads must be founth@accidental limit state (ASL).
However, besides these design analyses a detailed kneawedige expected frequencies of the
excitation forces and the natural frequencies of the wimbime is crucial. Without sufficient
damping, the resonant behaviour of the turbine can causFesévad cases which especially
induce fatigue. Modern offshore wind turbines have a roteti speed typically in the range
10-20 revolutions per minute which means that the first exioih frequency 1P is in the range
0.17-0.33 Hz. The second excitation frequency is the bladsipg frequency,P, whereNy, is
the number of blades. For a three-bladed wind turbine traehtassing frequency is in the range
0.5-1.0 Hz. For the North Sea, the wave spectrum for engimg@urposes is often described

DCE Technical Memorandum No. 13



1.3 Wind Turbine Dynamics 3

by the Joint European North Sea Wave Project (JONSWAP) speatith a typical frequency
range of wave energy between 0.05 Hz to 0.14 Hz (Liu and Frij2@01).

By using the Kaimal spectrum to represefit
the wind power spectrum according to pN¢
(2010) it is possible to illustrate the excitatio
range 1P and 3P and the realistic spectra rep
senting aerodynamic and hydrodynamic excit —— Wave
tionin Fig. 1-2. To avoid resonance, the offsho
wind turbine should be designed such that i
first natural frequency; does not coincide with 1p 3p
either 1P and 3P. Hence, three possible desig
can be chosen. A very stiff structure with the firs fi
natural frequency; above 3P (“stiff-stiff”), first
natural frequency; in the range between 1P an
3P (“soft-stiff”) or a very soft structure with the - - - > f
first natural frequency; below 1P (“soft-soft”). 0 02 04 06 08 1.0
A “soft-stiff” wind turbine structure is often choFigure 1-2: Excitation range for a modern offshore wind
sen in current practice due to a huge amounf{pine structure. After Leblanc (2009).
steel is required for a “stiff-stiff” structure. As the treétiis to create larger turbines, the rotor
blades become longer, generator masses greater and thesighi tigher. Thus, the rotation
frequency and the first natural frequency will decrease. dy then seem impossible to design
wind turbine structures as a “soft-soft” structure, sirfoe tisk of the hydrodynamic frequency
range falls into 1P is relatively high.

— Wind

1.3  Wind Turbine Dynamics

Wind energy is a fast-growing interdisciplinar

field that involves many different discipline : C/ ‘ ) Pitch

within civil engineering and science. The b y

haviour of wind turbine structures is made up

a complex interaction of components and st

systems. The main components consist of

tower, foundation, nacelle and rotor as shown

Fig. 1-3. The rotor blades rotate around the h

izontal hub and capture the kinetic energy in t

wind and transform it into the rotational kineti

energy of the wind turbine. The hub is usual , Generator Tower

connected to a gearbox and a generator which

is located inside the nacelle. It should be mépfure 1-3: Key components of a Vestas V90 2 MW, AF-
er Vestas (2011).

tioned that direct-drive generators are presenE as

well and makes the gearbox unnecessary. Wind turbines mamrisble pitch or fixed pitch

meaning that the blades may or may not be able to rotate almiglongitudinal axes. More-

over, wind turbines have a yaw mechanism, which is used tothe wind turbine rotor against

the wind.

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures



4 Chapter 1 — Introduction

Obviously, the wind causes the rotor to tur I
However, it is a bit more complicated than ju F /

. - - F
the air mol_ecules _hlttmg the front of the rot(g 1avional \ D
blades. Wind turbine blades are shaped as pjrection

foils to make the air flow faster on one side ai N\
slower on the other. This means thatthe press <——
will be lowest on the curved side which create: f

lift force F, perpendicular to the wind directior v \ ™ Fling
and a drag forcdp parallel to the wind direc- Fr

tion. The principle of a lifting surface for a windfigure 1-4: Aerodynamic principle for a wind turbine
turbine wing is illustrated in Fig. 1-4. The rg2ade- After Larsen (2005).

tation is assumed from right to left, which induced a hortabmvind componentty,. Hence,
an angled between the resultant wind componéfg and the incoming wind componefting
appears. The wind flow generates a pressure and a suctiome alifférent sides of the surface,
which initiates the lift forcef{ and the drag forcép. The two forces can be projected onto the
tangential and normal direction. As long as the tangentiad F is in the rotational direction,
a positive torque is produced on the spinning axis for gemgyalectricity. The normal force
Fy and the tangential forcEr cause bending deformation in the flapwise direction andweidge
direction, respectively. The reader is referred to the BfamVind Industry Association (2011)
for further reading about wind turbine technology.

A lot of experience in designing offshore support structuséthin oil and gas exist. How-
ever, these structures are dominated by a huge self weigblhwdduces the exposure to dynamic
excitation. The loading of offshore wind turbines is quitéedtent. Strong cyclic loading origi-
nating from rotor blades, wind and waves excite the strectOffshore support structures within
oil and gas, high-rise buildings and large cablestayedgesdare all characterised by the fact,
that the mass distribution is constant during time. Theges of rotor blades passing the flexi-
ble tower in a high altitude cause a time dependent masshdison for wind turbine structures.
In addition, wind turbines are, under the right circumsem@&ffected by gyroscopic forces due
to the rotating rotor. In principle, two motions of the winarbine will cause the gyroscopic
forces. In the case where the rotating rotor is yawed intavinel, a torque perpendicular to the
spinning axis and yawing axis will arise, see Fig. 1-5a. H@rean active yaw control system
will ensure a slow yawing rate, which makes the gyroscopicds insignificant. Gyroscopic
effects can also occur, when the wind turbine is exposed &ndihg moment perpendicular to
the spinning axis and yawing axis, which cause the rotatitay o tilt upwards and downwards.
As a consequence, a torque is introduced around the towerseed Fig. 1-5b. (Jensen 2011)

Pressure
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1.4 Overall Aim and Specific Objectives 5

- T G

O M,

Figure 1-5 Gyroscopic effects for wind turbine structures: (a) Thatiog rotor is yawed into the wind. Hence, the yaw
moment); causes an additional bending moment around,theis, (b) The rotating rotor tilts upwards and downwards
due to a cyclic moment/y. This introduces a torsional moment around thexis.

1.4 Overall Aim and Specific Objectives

As earlier outlined wind energy is expected to be a domigaéinergy source in the coming
years. The increasing size of the wind turbines and the ddrfmarcost efficient turbines mean,
that the turbine system becomes more flexible and thus marandigally active. This calls for
an accurate numerical model that identifies the dynamicesti@s of the wind turbine structure.
However, such a model is characterised by limitations asdraptions that may be difficult to
justify without experimental tests. Despite of the compdgramic behaviour of wind turbines
as described in Section 1.3, a numerical linear modal aisdlysvidely used in civil engineering
practice. The method allows the complex multi-degreereédom (MDOF) system to be broken
into several independent single-degree-of-freedom (SB3@stems, each accounting for the be-
haviour of a given mode of the offshore wind turbine struetdfor modal analysis of an offshore
wind turbine supported by a monopile foundation, it is comni@ model the tower and foun-
dation as elastic beams. The foundation is supported bgrisal springs and the concentrated
nacelle mass is placed at the top node with actual eccantand mass inertial moments. The
transition piece is represented by a beam element with alguivstiffness and mass properties,
and weights of appurtenances are included as lumped maBsesghat extent this calculation
procedure is sufficient to obtain correct estimates of thedyic properties of an offshore wind
turbine structure can be validated by experimental modalyars.

The overall aim and specific objectives in this technical memdum are within experimen-
tal modal analysis. Traditional experimental modal analgsinput-output modal identification,
is a well-known technique to determine the natural freqigsclamping ratios and mode shapes
of structures. However, this technique requires that tipaitifiorce and the output response
are known. For large civil engineering structures the ingxtitation is difficult to measure
and the modal properties are almost impossible to estin@@perational modal identification,
also denoted as ambient modal analysis or output only mddatification, is a complementary

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures



6 Chapter 1 — Introduction

technique to the traditional modal analysis technique artthsed upon measuring only the re-
sponses of test structures. An important feature of usimgatjpnal modal analysis is that the
dynamic properties of the structure are determined withie boundary conditions and actual
force and vibration levels. The method has been used faardiit civil engineering structures.
However, while civil engineering structures are mainlyded by ambient stochastic forces like
wind, waves and traffic loads, the loading forces of a winting are much more complicated.
Time-invariance of the structure during the test is a gdmeruirement in modal testinge. the
structure under test remains the same during the test. §histithe case for a operational wind
turbine structure. The nacelle revolves about the towerrdtor rotates about its axis and the
blades pitch depending of the wind speed and rotor speed.ihirn gives raise to the following
objectives for the technical memorandum:

An introduction to the basic theory within experimental rabednalysis. This includes
a clarification of pertinent concepts and fundamental défims related to the dynamic
behaviour of physical structures. The reader is introducedeneral descriptions and
properties of random data and digital signal processing.

A description of the difference between traditional expemtal modal analysis techniques
and operational modal identification techniques. Thisdall an introduction to the theory
within operational modal identification, where assumpiand limitations are discussed.

An explanation of the validity of operational modal iderdéiion within offshore wind
energy. The dynamic behaviour of offshore wind turbinecttrres differ from other civil
engineering structures. A literature review of operationadal identification is conducted
with the purpose of clarifying to what extent operationadalidentification has been used
within offshore wind energy.

DCE Technical Memorandum No. 13



CHAPTER 2

The Basics of Experimental
Modal Analysis

In this chapter, the basic theory of experimental modal analysis isibdedcrFirstly, the ap-
plication of system identification is explained with focus on modal analysisor®#y, the chapter
includes a description of the fundamental theory of stationary randooepses and structural dy-
namics. The derivation and description of these theories form the thedigasis of experimental
modal analysis. Finally, general digital data analysis is explained theg¢@uéed prior to the main
estimation of the structural modal parameters.

2.1 Introduction

Vibration measurements of civil engineering structuregehbeen practiced for many years.
However, in the recent years the number of dynamic testsrwasdsed tremendously. The
design and construction of more and more complex and arabittvil structures requires ac-
curate identification of the structural dynamic properti€bus, experimental analysis provides
reliable data to support calibrating, updating and validabf numerical models used in the
design phase. Civil structures like high-rise buildingamg, large cablestayed or suspension
bridges all show highly dynamic behaviour in their serviée. |However, determination of the
dynamic behaviour of offshore wind turbine structures mayelien more difficult than these
structures. Besides cyclic wind and wave loads, wind t@lsinuctures are exposed to periodic
loading from the rotor blades and in case of emergency stofmodiigh wind velocity the rotor
blades pitch out of the wind. The rotor blades thus have tobte ta turn around their longi-
tudinal axis. During the last years, wind turbines haveaased tremendously in both size and
performance. In order to stay competitive, the overall Wweaf the foundation and turbine must
be kept on a minimum, which results in a flexible structureud;ithe eigenfrequencies of the
structure are close to the excitation frequencies relatezhvironmental loads from wind and
waves. The highly variable and cyclic loads on rotor, towat éoundation all demand special
fatigue design considerations and create an even greaterdifor a fuller appreciation of how
the turbine ages structurally over its service life.



8 Chapter 2 — The Basics of Experimental Modal Analysis

In order to describe a dynamic system, ma

ematical models represented in either the til

or frequency domain are useful. Overall, t

mathematical models can either be construc Disturbance (t)
by physical modelling or by system identifice

tion. For the physical modelling the represe S
tation of the dynamic system is based on pt
physics and fundamental laws, such as New
equations. However, in case of limit physic
knowledge about the dynamic system, it can bgure 2—-1: Dynamic system with input x(t) and output
difficult or almost impossible to establish quai®)- After Andersen (1997).

ified mathematical models and for that reason system idesatiifin is beneficial. By use of
statistical methods, system identification is able to distalnathematical models of a dynamic
system calibrated from measured data. A mixture of the twihaus is possibld,e. some parts

of the system identification model can have physical origindersen 1997). In Fig. 2-1 an
illustration of a linear dynamic system can be seen. The mymaystem is subjected to a well-
defined single input(¢) from a stationary random proce&s(t)} and produces a well-defined
outputy(t). Furthermore, the system is affected by some disturbaftge The outputy(t) will
belong to a stationary random proce€g$t¢)} and describes how the system responds to the ap-
plied input. For that reason the output will be a mixture ohamyic response of the system and
characteristic of the input and disturbance. In closelytadled conditions it is possible to mea-
sure both the input, the disturbance and the output, wheheasiput and disturbance of large
civil engineering structures are not easily measured ameblty often unknown.

Dynamic System | —>
Inputz(t) Outputy(t)

2.1.1 Modal Analysis

For civil engineering structures system identificationfieio used in order to perform a modal
analysis and estimating modal parameters that descrilpfispgynamic characteristics of the
structure. In general, modal analysis can be charactenséé following way:

The process involved in testing components or structurdstie objective of obtaining a
mathematical description of their dynamic or vibration beglour

How comprehensive the mathematical model is, depends @pfbieation. It can be an estimate
of natural frequencies and damping ratios in one case anlll mdsgs-spring-dashpot model for
the next. The following modal parameters can be consideced & modal analysis:

¢ Modal Frequency
4 Modal Damping
¢ Modal Vectors

The modal frequency is often referred to as the resonanqgedrey or eigenfrequency. Modal
damping is characterised by the damping ratio that indéctite degree to which the structure
itself is able of damping out vibrations. Finally, the mogattors are the mode shapes, the
way the structure moves at a certain resonance frequency.

Experimental modal analysis has been used widely in cigireering for the last decades.
In the classical modal theory, input-output modal iderdtfien, the modal parameters are found

DCE Technical Memorandum No. 13



2.2 Stationary Random Process 9

by fitting a model to the so-called frequency response fongta function relating excitation
and response. However, input-output modal identificateEquires that the input loading and
the output response is measured. As mentioned earlier #unlp of large civil engineering
structures is not easily measured under operational dgondiand it is difficult to excite them
artificially. For that reason the modal identification mustiased on the measured response only.
In this method the modal parameters are estimated by singglle picking. Further description
of the theory and the applicability of operational modahiifécation are presented in Chapter 3.

In the following two sections the fundamental theory reddi® stationary random processes
and structural dynamics is presented. The two sectiondavith a foundation for applications
of experimental modal analysis.

2.2 Stationary Random Process

Data analysis used for engineering practice often dealsddgtermination of the dependency of
two or more sets of data. The relationships are generallgdday a correlation function or its
Fourier transform, the so-called spectral density fumctibhe section is based on Bendat and
Piersol (1980, 2000) and Ewins (2000).

2.2.1 Correlation Functions

Data representing a physical phenomenon do often consisvefal single time histories(¢).
Each single time history is called a sample function or a $amgzord and will often be unique.
For that reason the data are considered random. The cotieaftiall possible sample functions,
that the random phenomenon might have produced, is calladdom process or a stochastic
procesx(t)}. If the random procesgr(¢)} consists of: sample records the mean value of the
random process can be computed at any specifictime

1L
pa(ty) = lim E;ka) (2-1)

In a similar manner a correlation between the values of theam process at two different times
t; andt; + 7, denoted as the autocorrelation functi®g(¢1, 1 + 7), can be found

R
Ru(ti,tr +7) = lim = ay(ty)aw(ts +7) (2-2)

n—,oo N 1
In case ofiu, (t1) and Ry (t1,t1 + 7) vary as timet; varies the random procesg(¢) is said to
be nonstationary. For the special case wheré,) and Ry« (t1,t1 + 7) remain constant with
changes in the time;, the data is said to be stationary. For stationary data theage value
1. (t1) and the autocorrelatioRy (t1,t1 + 7) will equal the corresponding average and auto-
correlation value computed over time from a single sampieneg: This results in the following
expressions

T
(k) = lim %/0 xx(t)dt (2-3)

n— oo

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures



10 Chapter 2 — The Basics of Experimental Modal Analysis

T
Ryx(1,k) = lim % a(t)ak(t + 7)dt (2-4)

T—o0 0

The autocorrelation functioRy (7, k) for a sta- Ru(7)
tionary record is a measure of time-related prop- 4
erties in the data that are separated by flxed
time delays. In other words, it contains i
formation about how quickly random processes
or random records change with respect to time.
From its definition, the autocorrelation function
is always an even function af, which means
Ruyx(—7,k) = Ryx(T,k). Fig. 2-2 illustrates »
the autocorrelation for wide bandwidth randofm
noise. It should be noted that the autocorrelation 0

for 7 = 0 is the mean square value of the datgure 2-2: The autocorrelation function for wide band-
'(/};%: Moreover, the autocorrelation collapses #eith random noise. After Bendat and Piersol (1980).

a constant value equal to the square of the meaas increases. In case of more than one
random signal is being applied to a system, it is importarttescribe the relationship between
the random processes. Consider two random procésses and{y(¢)} which are assumed to
be stationary. Hence, they can be represented by indivignalhistory records: (¢) andyx ().

By introducing a time delay betweency(t) andyx(t), the so-called cross-correlation function
is given by

>

>T

1 7
Ry (1, k) = lim T/o ak(t)yk(t + 7)dt (2-5)

T—o0

The discrete time formulation for estimating the crossation function can be written as
follow

1y
Ryy(t1,t1 +7) = nli)n;o - Z k() yk(ts + 1) (2-6)
k=1

2.2.2 Spectral Density Functions

As earlier mentioned the spectral density function can baddy Fourier transform of a correla-
tion function. More specific, the cross-spectral densitycfion between two time history records
xx(t) andyk(t) representing the stationary random proceqsés)} and{y(¢)} is determined
by the Fourier transform of the cross-correlation functietween those records

Sxy f, / ny T, k) _127{-]“7— (2—7)

where: is the imaginary unit and is the frequency. For the special case whae) = 2« (t)
the autospectral density function, also denoted the popextsal density function, becomes

Sx(f k) = / h Rux (7, k)e= 27 (2-8)

— 00
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2.3 Basic Theory of Linear Structural Dynamics 11

Eq. (2-7) and Eg. (2-8) define the spectral density functionsll frequencies and are often
denoted as two-sided spectra. From the symmetry propetitgee stationary autocorrelation
function, the following expressions yield for the auto dp@laddensity function

SXX(_f> k) = S)fx(fv k) = Sxx(f7 k)7 (2-9)

where superscript denotes complex conjugate. Another way of defining the spledensity
functions is by use of Fourier transforms on the originahdaicords. By considering a pair of
sample recordsy(t) andyk(t) from two stationary random processgs(t)} and{y(t)}, the
spectral density functions can be defined for a finite timerval0 < ¢t < T as

1
Sxx(fa T7 k) = TX;(f7 T)Xk(fa T) (2—103.)
1
Sxy(f; T7 k) = TX;(fv T)Yk(fa T)a (2—10b)
whereXy(f,T) andYx(f,T) represent finite Fourier transformsaf(t) andy(t)
T .
Xe(f,T) = / (B)e= 27t d (2-11a)
0
T .
Y(£.T) = [ wdt)e e (2-11b)
0
ForT" tending toward infinity, the estimates 6§ (f) and.Sxy(f) is given by
S(f) = Jim E[Sy(f.7.k)] (2-12b)

In practice it is more convenient to work with spectra defimgdr positive frequencies only.
These are called one-sided spectral density functions mndiedined as

Gux(f) = 25«(f) (2-139)
Gy (f) = 28x(f) (2-13b)

2.3 Basic Theory of Linear Structural Dynamics

In spite of the fact that practical structures can not be redeas a single degree of freedom
(SDOF) system, the theory is important, as a complex mugiiete of freedom (MDOF) system

often can be represented as a linear superposition of a mwhis®OF characteristics. Thus,

a thorough description of SDOF systems will be introducethis section, just like the theory

of MDOF systems will take place. It should be noted that liitgaf the dynamic systems is

assumed, which is often not the case for real systems. Far@gaa loading-strain relationship
for concrete will actually start deviating from a linearagbnship long before material failure.

However, the response characteristic may be assumed fore@any physical systems, at least
over some limited range of inputs without involving greabes. The section is based on Damk-
ilde (1998), Bendat and Piersol (2000), Ewins (2000) andssie(2004).

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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2.3.1 Single Degree of Freedom System Theory

In Fig. 2—-3 a SDOF system is shown. The s) — AAAA/
tem consists of a point mass, a massless lin- L

ear elastic spring with the spring constarand
a viscous damper characterised by the cons
¢, that transforms kinetic energy to heat. T
spring is assumed free of damping, so all ene
dissipation in the system takes place in the v —
cous damper. An external forgét) is applied to L=
the point massn. f(t) is considered positive iNFigure 2—3: Dynamic system with one degree of free-
the same direction as the degree of freeddm, dom.

which is selected as the displacement from the static sfagguilibrium, i.e. the gravity force
can be ignored. By cutting the mass free from the spring aad&mping element, provides that
the internal and external dynamic forces are applied asredtlads on the mass. The damping
and spring forcefy andkx are considered positive in the opposite direction of there force
f(t). Using Newton’s 2nd law of motion, the equation of motion firced vibration of a linear
viscous damped SDOF system is given by

| E
v
8

—kx — ct + f(t) = m# (2-14)

Eigenvibrations of Undamped SDOF Systems

For eigenvibrations of an undamped system no externalrigaigi applied,.e. f(t) = 0 and
no viscous damping exists. According to Eq. (2-14), the gumwg equation of motion then
becomes

—kx = mz (2-15)
Rewriting of Eq. (2—15 provides
&4 wor =0 (2-16)

The circular eigenfrequency, included in Eq. (2—16) is given by

wo = \/Z (2—17)

The solution of Eg. (2-16) then reads
x(t) = Acos(wp — @), (2-18)

whereA is the amplitude and is the phase angle. Eq. (2—18) describes a harmonic motibin wi
the circular eigenfrequency, determined by Eq. (2-17) . The eigenvibration period become

2 k
Ty =5 = 2my/ — (2-19)
wo m

The natural frequencyj is then

1 1 1 k
_ _ _ 2-2
fo To 2 wo 2V m ( 0)

Civil engineering structures often have an eigenfrequgidyetween 0.1Hz to 2.0Hz.
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2.3 Basic Theory of Linear Structural Dynamics 13

Eigenvibrations of Viscously-Damped SDOF Systems

In case of a damped dynamic system, the viscous damping seimeluded in the equation of
motion with f(t) = 0

mi+ct + kx =0 (2-21)
The damping term is characterised by the so-called dampiim(r given by
(=—, (2-22)

wherec, defines the critical damping
co =2Vkm (2-23)

Most civil engineering structures have a damping ratio fil@@l to 0.05. By use of Eq. (2—
17), Eq. (2-22) and Eq. (2-23), the equation of motion forsausly-damped system can be
rewritten

&4 2wold +wo?r =0 (2—24)

The differential equation specified in Eq. (2—24) can beesblyy standard methods and fox 1
the equation of motion is given by

z(t) = Ae™ (g sin 5t 4 cos ﬁt) = Ae | 1 —1C2 cos(Bt — @), (2-25)

where A is the amplitude to time = 0 determined by initial conditions. The frequengyin
Eq. (2-25) is defined by

5=/ T=0 (2-29)

The variablen in Eq. (2—25) represents the damping of the system and is tiye

a = woC (2-27)

The delay of the responsgt) due to the damping is represented by the phase anigl€q. (2—
25) and is given by

¢

tan(;ﬁ: 17_4.2

(2-28)

The response:(t) in Eq. (2-25) is non-periodic due to the facter®?, which specifies the
decrease of the vibration amplitude with the time. Conttargn undamped system, the eigen-
vibrations of a viscously-damped system is characterigedispersion of energy. The damped
eigenvibration period’, is given by

2
Ty = il

- wO\/17<2

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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With the definition of the damped eigenvibration perifidlit is possible to establish the damped
circular eigienfrequencyy,

2
Wy = % = woy/1— (2 (2-30)

At the timet, the motionz(t) is given by Eq. (2-25). At the timet nTy aftern damped periods,
the motion can be found by use of the definitions in Eq. (2-2§),(2—29) and Eq. (2—30)

x(t + an) — Ae—Cwo(t-‘ran) COS(Wdt + wanTy — ¢> — e—Cwoanx(t) =

—2mn

_ o—CwonTs _ ¢ e (2-31)

x(t + nly)
(t)

. . . . . —2mn—S .
It means that the motion(t) at a given time will decrease with the factar Vi-¢2 during
the timet+nTy. In Fig. 2—4 the free vibration characteristic of a dampe®@&Bystem is shown.

0.6

0.4

———e e N

0.2

0.0

-0.2

—-0.4

—0.6

—-0.8

—1.0 ¢

1 | 1 | | > t

0.0 10.0 20.0 30.0 40.0 50.0

Figure 2—-4 Response of a damped system wjth: 1. After Nielsen (2004).
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2.3 Basic Theory of Linear Structural Dynamics 15

In order to find the damping ratipthe logarithmic decrementis presented by use of Eq. (2-31)
5=In ( z(?) ) PV (2-32)
x(t+Ty) (1-¢2)

According to Fig. 2—4, the logarithmic decremértan be found by observing two upcrossings
in the responsel, and A, placed with the time intervalTy

1. (A
§=—In <An) (2-33)

n

Forced Harmonic Vibrations for SDOF Systems

The equation of motion for forced harmonic vibrations isagioy Eq. (2—-14). A force excitation
f(t) of the following form is assumed

f(t) = focoswt, (2-34)

wherew is the load frequency. By use of Eq. (2—-17), Eq. (2-22) and ZeR3) the equation of
motion for forced harmonic vibration reads

F 4+ 2woliwiz = %wg coswt (2-35)

The solution to the inhomogeneous differential equatimemgyby Eq. (2—35) is searched for on
the form

x(t) = Cy sinwt + C cos wt (2-36)

Inserting Eq. (2-36) into Eq. (2—35) provides

(wg — w)(C sinwt + Cy coswt) + 2Cwo(Cy coswt — Cosinwt) = %wg coswt (2-37)
By matching terms within wt andcos wt, the two arbitrary constants; andC, are determined

o, w
Gy = ZQC*fl (2-38)

wo
Co=d0 (1“2 gy (2-39)
k wo ’
where the dynamic amplification factgr is given by
1
fi= 5 5 (2-40)
(1) + ()
Inserting Eq. (2-40) into Eq. (2—36) provides
_ o o

x(t) = ?fl cos(wt — @) (2-41)

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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The phase delay of the motiahin Eq. (2—41) can be written in the following way

ZC%O - 2((4)()0.)

(27~ o

tan ¢ = (2-42)

The phase delay indicates that the maximum motion is obsenvgethter than the maximum
loading.

Another way of deriving Eq. (2-41) and Eq. (2—42) is by foratinlg the force excitation
f(t) in complex notation. Eq. (2—34) then reads

F(t) = |F| cos(wt — a) = Re(|F|ei(“’t*a)) — Re(Fe™!) (2-43)
where
F = |Fle~t (2-44)

In this case the equation of motion for forced vibration igegi by

&+ 2¢wod + wir = Re <foem> (2-45)
m

A solution to Eq. (2—45) is searched for on the form

z(t) = | X|cos(wt — ¢) = Re(Xe™") = Re(Xe™"), (2-46)
where
X =|X[e % (2-47)

Inserting Eq. (2—46) into Eq. (2—45) provides
Re([m(wg — w? + 2¢wpiw) X — Fle™") =0 (2-48)

Eq. (2—-46) is a possible motion if and only if Eq. (2—48) isfifldd at all times. This is only
possible if the term within the sharp-edged brackets islequzero. This leads to

X = H(w)F, (2-49)
whereH (w) is characterised as the frequency response function

1
H(w) = m(wg — w? + 2¢wowi) (2-50)

It should be noted thalf (w) is the complex amplitude af(¢) for F' = 1. The denominator in
Eqg. (2-50) becomes

N = m(wi — w? + 2¢wowi) = (m\/(wg —wp)? + 4(20.}%0.)2) ', (2-51)
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where¢ is given by Eq. (2—42). Eq. (2-51) is illustrated graphig@il Fig. 2-5. Hence, Eq. (2—
49) can be written in the following way

|F|
m\/(wg — w2)2 + 4w w?

X = e~ (2-52)

whereg, = ¢ + «. Taken the absolute value of Eq. (2-52) gives

|F]
2 w? 2 2 w?
mwg (1 — 73) +4¢ s

where Xs = |F|/k denotes the amplitude of¥
the motion for a harmonic external load with
the amplitudg F'| and an infinitely small circular
eigenfrequencw, i.e. the inertia and the damp-
ing force are ignored. Inserting Eq. (2-53) intg
Eq. (2-46) provides exactly the same result g
stated in Eq. (2-41). As earlier mentiongd

is the dynamic amplification factor, which de- T
scribes the relative increase of the amplitldie
when the inertia and the damping force have sig
nificant influence of the motion. Harmonic ex-
citations withw = wg are denoted resonance in 2Cwow
which the dynamic amplification factor and the
phase angle becomg = 1/2¢ and¢ = 90°,

[ X| =

=X sf 15 (2_53)

respectively. In Fig. 2—6a the dynamic amplifi- ¢ S
cation factorf; as a function of frequency ratio , wg — w? ,

= is shown for different damping ratigs Sim- 7/ Y

ilarly the phase angle is shown in Fig. 2—6b. Figure 2-5: Graphic illustration of Eq. (2-51).

2.3.2 Multi Degree of Freedom System Theory

Dynamic systems that requiredegrees of freedom specified hycoordinates to describe their
motion are called MDOF systems. In general, the force dayuilin of an MDOF system can be
established where the inertia forcbx are balanced by a set of linear-elastic restoring forces
Kx, viscous damping forceSx and the external forc(t)

M 4 Cx + kx = f(t), (2-54)

whereM, C andK are the mass, damping and stiffness matrices and have tleasiions: x n.
x(t) andf(t) aren x 1 generalized displacement and force vectors. In case ctidms due
to an arbitrary excitation, the solution to Eq. (2-54) carndbscribed by an impulse response
functionh(7), also called the weighting function. The function is defiresdthe output of the
system at any time to a unit impulse input applied a timgefore. For zero initial conditions,
i.e. the displacement vectsi(0) and the velocity vectak(0) are zero, the solution to Eq. (2-54)

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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fi o
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Figure 2—6 Dynamic response as a function of the frequency rggiwnd the damping rati¢: (a) Dynamic amplifica-
tion factor f1, (b) Phase angle. After Nielsen (2004).

can be written in terms of the convolution integral

x(t) = /000 h(n)f(t — 7)dr (2-55)

Eq. (2-55) specifies that the respongg) is given by a weighted linear sum over the entire
history of the inputf(¢). The function fully describes the dynamic behaviour of thractural
system in the time domain. It is possible to transform Eq5&-into the frequency domain by
use of Fourier transformation. The frequency responsetifm&l( /) then reads

H(f) = /0 h h(r)e*™ 7 dr (2-56)

Letting F(f) be the Fourier transform of the inpfitt) and lettingX( f) be the Fourier transform
of the outputx(t), it follows from Eq. (2-55) that

X(f) =H()F(f) (2-57)

It means that by use of the frequency response fun@ii¢fi) and Fourier transform of the input
and the output, the convolution integral in Eq. (2-55) reduo simple algebraic expression in
Eqg. (2-57). By evaluate the produst&)x(t+7) andf (¢)x(¢+7) and taking expected values of
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2.3 Basic Theory of Linear Structural Dynamics 19

both sides, the autocorrelation functiB% and cross-correlation functidRys as function of the
impulse response functidn(7) can be found. Direct Fourier transformation of these catieh
functions together with various algebraic steps, give thpartant formulas for the two-sided
spectral density functiorS,x andSy and the one-sided spectral density functiGhg and Gy

Sxx = [H(/)[* St (/) (2-58a)
Sxt = H(/)Sr (/) (2-58b)
G = [H(f)[* G (f) (2-59a)
Gxt = H(f)Gr (f) (2-59b)

For further details, see Bendat and Piersol (2000).

Modal Analysis of MDOF Systems

The following section describes the theory of determining modal properties of an MDOF
dynamic system. Assuming that the structural system isngavenit impulse and then left on
its own, the differential equation for undamped vibratiaisan MDOF system follows from
Eg. (2-54) forC = 0 andf(t) = 0:

Mx+kx=0 (2-60)
The solution to Eq. (2-60) is sought on the form
x(t) = Re(®e™") (2-61)

The vector® in Eq. (2-61) is an unknown complex amplitude vector. InsgrEq. (2—61) into
Eq. (2-60) provides, when same arguments are used as in-Eg)(2

Re([(iw)’M® + K®Je™') =0 =

(K-w’M)® =0 (2-62)

Eq. (2-62) represents a homogeneous systemlioiear equations for the determination of the
circular eigenfrequency and the unknown amplitud®. The necessary condition for non-trivial
solutions® £ 0 is

det(K — w’M) =0 (2-63)
Eq. (2-63) is denoted the frequency condition. For eacheofdbtsu?, w?, . .., w?2, which forms

the eigenvalues of Eq. (2-63), a non-trivial solutidh!), &2 ... & exists to Eq. (2-63).
These solutions are denoted the undamped eigenmodes. tBeaircular eigenfrequencies

wj = |/w? and the mode shapdsl), Eq. (2-61) can be written in the following way

x(t) = Re (qﬂﬂewmt) = ®0Re(e) = B0 coswyt (2-64)

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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However, it can be shown that(t) = &0 sinwjt also is a solution to Eq. (2-60R~ linear
independent solutions to the homogeneous differentightou formulated in Eq. (2—60) then
exist

_ 30 cosuw
x(t) = @ Cosw't}:jzl,...,n (2-65)

x(t) = ®0) sin wjt

Thus, any solution to Eqg. (2-60) can be written as a linearbioation of the fundamental
solutions in Eq. (2—65)

x(t) = a1 ®Y coswit + - - - + an®™ coswnt + by @Y sinwit + - - - + bp®™ sinwnt  (2—66)

The task is now to determine the coefficients as,..., an and by, ba,..., by, SO the initial
conditionsxy andx, are fulfilled

x(0) =x0 = ®Wa; + @ag +- - + Vg =

ay
a9 1

xo=Pa=a=|.| =P 'xq (2-67)
Qn

whereP = [®") ... &(™] is denoted the modal matrix.

%(0) = %0 = ®Wbyw; + ®Pbywy + - - - + MWy =

biwy

. B bQOJQ B . .
%9 = Pbw = bw = i =P % (2-68)

bnwn

2.4 Digital Data Analysis Processing

Before an experimental modal analysis can be establistoate specific data acquisition and
processing procedures are required. In general, an expet@irmodal analysis involves instru-
mentation by transducers. Transducers like accelerometasist of a mechanical element that
get stressed by accelerative forces, which causes anied¢cinarge that is proportional to the
accelerative forces. The output from the individual traresat consists of an analog signal, which
means that the signal is continuously variable. When dealittiy data analysis, the most de-
sirable way to store data is in a digital medium that is eaailgessed by a computer. For that
reason the analog signals from the transducers must bertetsto a digital format using an
analog-to-digital converter. The signals will then be esgmted by discrete values. In Fig. 2—7
the process prior to the digital signal processing is sha¥atording to Fig. 2—7 the input signal
is processed with an electronic anti-aliasing low-pasarfilthe reason for this low-pass filter is
described in the following section. The section is basednoitt§(1997) and Ewins (2000).
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Anti-Aliasing Filter

Digital Signal
Processing

A/D Converter

Analog Filter

Analog Input Filtered Analog Digitalized Input
Input

Figure 2—7 Schematic diagram of an analog-to-digital conversion ofansignal. After Smith (1997).

2.4.1 Sample Frequency and Aliasing

Determination of an appropriate sampling fr(%-) y(1)
guency fs is important for digital data analy~" 1
sis. Fig. 2—8 shows two sinusoidal waves be-
fore and after digitization. The continuous line
represents the analog signal entering the analog-
to-digital converter, while the doted line are the
digital signal leaving the analog-to-digital con-
verter. The sine wave in Fig. 2—-8a has a fre-
quency of 0.09 of the sampling frequenty Be-
cause no other sinusoid will produce the pattern
of samples, the samples properly represent the, ;)
analog signal. However, when the analog figy ,
quency is increased to 0.95 of the sampling fre-
quencyfs, the samples represent a different sine
wave from the one contained from the analog
signal data. This is shown in Fig. 2-8b. Sinu-
soids changing frequencies during sampling is
denoted as aliasing. In order to avoid this phe-
nomenon, the Nyquist sampling theorem is used,
which specifies that a continuous signal can be N,

roperl mpl nly if i n ntain fre-
properly samp edo y t does not conta %i ure 2-8: Sinusoid before and after digitization: (a)

qL_JenCy components a_bove One'half of the s yper sampling with a frequency of an analog sine wave
pling frequencyfs. This frequency is denotedmaller than the Nyquist frequency, (b) Improper sam-

the Nyquist frequency, or the aliasing frequen@iing with_ afrequency of an anal_og sine wave greater than
and can be formulated by use of the samplii§\yauistfrequency. After Smith (1997).
durationT}, and the total number of samples

v
~

fnyquist: f"—l = E = i = i = é (2_69)
= T, (n-1)+ 2

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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The Nyquist frequencypnyquistis the highest fre-  |y|
quency that can be defined by a sampling iR A
quency fs. Frequencies in the original data
above fryquist Will appear below fryquist and be

confused with the data in this lower-frequency
range. A low-pass filter is for that reason used

to remove the frequency content of the original T > f
S

data abovefnyquist prior to the analog-to- dlgltatb) |3:
conversion. Such afilter is referred to as an anti-
aliasing filter. Because no low-pass filter has an
infinitely sharp cut-off shape, the anti-aliasing

filter cut-off frequency is set to approximately 80

% of fuyquistto assure that any data at frequencies > f
abovefnyquistare strongly suppressed. The alias-

ing phenomenon is shown in Fig. 2-9. A Od;'qgure 2-9: Aliasing after Fourier transform: (a) True

rule of thumb for experimental modal analyS?egreé\tATn”; gos(')%r)‘al (b) Indicated spectrum from FFT. Af-
is that if the lowest frequency of interest figin,

then the length of the time series should at least be 100@<\afl the corresponding period.
With this mind and the above definition of an anti-aliasintgfil the following expressions can
be stated:

total > ——, « = 1000 (2-70a)
fmln

fmax < 0-8fnyquist:> fs > 2-5fmax7 (2—70b)
where fimax is the highest frequency of interest.

2.4.2 Leakage Caused by Fourier Transform

Traditional experimental modal analysis is based on Fotréasform techniques. The Fourier
transform of digital data is usually obtained by Fast Faufimnsformation FFT, which can be
used to provide estimates of spectral density and coroelditinctions. However, FFT assumes
periodicity, which means that the data record of finite larigtassumed to repeat itself in both
ends of the record. Due to the fact that digital signals inegainexhibit nonperiodicity, errors
will be introduced. These errors are denoted leakage andecéinstrated by Fig. 2—10, in which
two sinusoidal signals are represented. In Fig. 2—10a graskis perfectly periodic in the time
window T, which induces a single line in the spectrum. In Fig. 2—1@bgriodicity assumption
is not valid. As a result, the spectrum is not represented &ipgle line. Instead, energy has
leakage into a number of spectral lines close to the trueuéecy. For modal analysis this
means that the energy related to vibrations at the resorieegpeencies leaks out, which results
in an apparent higher damping of the corresponding modes.
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Figure 2-10 Sample length and leakage of frequency spectrum: (a) |deaisifh) Non-periodic signal. After Ewins
(2000).
Windowing

A solution to leakage is by windowing the data before the F&@pplied and thereby secure
periodicity by multiplying the measured data by a suitalsieetwindow. The widely used cosine-

taper data window for digital data signals reads

To
d(t) = { 1.004 for fo <¢< 2l

10
107 (t— 210
%<1+c03ﬂ(;01°> for %StSTO

1 10t T
5(1—608—”) for 0<t< 45

In Fig. 2-11 the cosine-taper window is illustrated.

(2-71)
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i ‘vJ\)”v"vaH T/ﬁ i

Figure 2—11 Use of cosine-taper window in order to secure periodiciiyeALiu and Frigaard (2001).
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In many cases the frequency spectrum provided by an FFT sisalyll be filled with noise, be-
cause of insufficient information in the original data toahta well defined spectrum. To reduce
the noise, averaging is applied. This is done by dividingdag inton. multiple sub segments,
multiply each of the segments with the time window and conifegm into a frequency spec-
trum. The resulting spectrum is then found by summing allsjpectra from each sub segment
and dividing by the number of sub segmentdJsing 8 sub segments will for that reason results
in a reduction of the standard deviation for each spectoahft 00 % toﬁ = 35%. However, it
should be noted that the frequency resolution will be mosgs®when averaging.

2.5 Summary

As stated in the introduction, the theory explained in tiiagpter will serve as a foundation for
applications of experimental modal analysis in the subsetjchapter. The main results of the
chapter are listed below.

System identificationis able to establish mathematical models of a dynamic sys#dirated
from measured data by use of statistical methods.

Experimental modal analysids a method used to determine the dynamic properties of a-stru
ture. In a controlled environment it may be possible to measioe input loading and the
output response, which means that the modal propertiesedoubnd by fitting a model to
the frequency response function. This method is referreastimput-output modal identifi-
cation. However, it can be difficult to measure the input Ingdf large civil engineering
structures under operational conditions. In this situmtiatput-only modal identification is
used, where the modal properties are estimated by simplegiekng.

Random processesr stochastic processésy ()} consist of several single time historieg(t),
also referred to as sample functions.

Stationary random processs characterised by a time-invariant loading and struttsystem.
In this case the mean value (1) and autocorrelatiof,x(¢1, t1 + 7) for a random process
{z(t)} remain constant, even though changes in the tiimiake place.

Autocorrelation functions are a measure of time-related properties in the data thatpearated
by fixed time delays. For a single time history recedt) from a stationary random process
{z«(t)}, the autocorrelation functioR« (7, k) can be found by delaying the record relatively
to itself by some fixed time delay and multiplying the original record with the delayed
record. The resulting product is averaging over the recamdth.

DCE Technical Memorandum No. 13



2.5 Summary 25

Cross-correlation functionsare a measure of the similarity between a time history recpft
from a stationary random proceé&sy(¢)} and a time history recorgk(¢) from a stationary
random proces$yx(¢)} with a fixed time delay-. Multiplying the two time history records
from each random process and averaging over the recordlgrgduce the cross-correlation
function.

Spectral density functiongrepresent the data in the frequency domain. They can be foutice
Fourier transform of the correlation functions. Anothewwed defining the spectral density
functions is by use of Fourier transform on the original datords.

Resonance frequencyccurs when the circular frequency of harmonic excitatlmsomes equal
to the circular eigenfrequency of the structure. In thisedhe dynamic amplification factor
increases drastic. The magnitude of the dynamic amplifingtictor depends on the struc-
tural damping in the system.

Analog-to-digital converteris a device that converts the analog signal from transduntysa
digital format that can be accessed by computers.

Nyquist frequencyor the aliasing frequencynyquist is the maximum frequency that a digital
signal can contain.

Aliasing is a phenomenon that will occur when dealing with frequenamethe original data
higher than the Nyquist frequendyquist In this situation the frequencies above thgquist
will appear reflected or aliased belgfayquist

Leakage is a problem for frequency analysis, which is a direct consege of the use of Fourier
transform techniques. These techniques assume that tteedata record of length repeats
itself in both ends of the record. As real measurements éxtdimperiodicity some energy
will leak out of the original signal spectrum into other ftemcies.

Windowing can be used to avoid leakage. By multiplying the measuredliniat suitable taper
data window, periodicity is secured.

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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CHAPTER 3
Structural Assessment by
Operational Modal Identification

In order to determine the dynamic properties of civil engineering stresiumodal analysis is
performed. In general, the structural dynamic properties, or mpal@meters, can be estimated
by using either analytical, numerical or experimental methods. Howeveorrect estimate of
the structural properties based on pure physics and fundamentaislaften difficult for large
civil engineering structures such as bridges, tall buildings and windnesb In these cases it
can be justified to conduct modal testing in order to support calibratirdgting and validating
computational models used in the design stage. This chapter present®@gthevaluation of
operational modal analysis with focus on the theory and its applicationdditien, a literature
review of operational modal identification on wind turbines will take placestlly, however, a
short introduction to experimental modal analysis is given.

3.1 Introduction to Experimental Modal Analysis

Modal analysis is a method to describe a structure in ternits ofatural characteristics. The
natural characteristics of the structure, also denotetsatynamic properties, are the resonance
frequencyw, the damping rati@ and the mode shap®. The resonance frequency is the fre-
quency at which any excitation produces an exaggerateemesp This is a very important
parameter to know, since excitation close to the resonaecgi€éncy involves excessive vibra-
tion, which may cause fatigue failure or in extreme casespteta structural failure. Sufficient
damping provided in the entire structure is in that conectrucial in order to counteract the
strong amplifications when the structure is dynamicallydkzhnear the resonance frequencies.
Since the very early days of awareness of structural vilmmatiexperimental modal analysis has
been necessary for two major objectives:

Validating of numerical modal analysis through comparigbmumerical results with those
obtained from experimental modal analysis. This procesalled modal updating.

After the event of a natural phenomenon such as a windstogeyienental modal analysis
is helpful to evaluate whether or not structural damage lwasiroed. In other words,
estimates of dynamic properties of a structure during itgice life can be determined by
experimental modal testing.
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In the traditional experimental modal technology
a set of frequency response functions at several

points along the structure are estimated from tfzg o Pt Input
measured response divided by the measured ex- 5 i e

citation, see Eq. (2-57). A popular method of ex- m :

citing structures artificially is through use of an S S

impulse hammer: This device has the advantages
of providing almost white noise.e. the spectral
density function of the impulse loading is almost
constant over all frequencies. It means that tH3
output spectrum contains full information of the
structure as all modes are excited equally. By
move the excitation and only measure the re- :
sponse in one single point, it is possible to de- 'ﬁ' Input
termine the frequency response function matrix T

H(w). This procedure is called multi input SirFigure 3-1: Traditional modal technology: (a) Hammer
gle output (MISO). The ratio between the inckxcitation, (b) Shaker excitation. After Andersen (2011).
vidual entries in the frequency response funciidfw) for a frequencyw equal to the resonance
frequencyw, represents the corresponding mode sh@&pein alternative to impulse hammers
is electrodynamic shakers, which often is used to excigeland complex structures like ca-
ble bridges. The shaker device is able to produce a largetyaof input signals like random
and multi-sine signals. Due to the possibility of applyingusoidal forces, a direct identifica-
tion of the resonance frequencies and mode shapes is easyhis-type of modal procedure
the frequency response function is found by moving accaleters with one or more fixed ac-
celerometers as reference and only excite the structureeénsimgle point. This procedure is
called single input multi output (SIMO). The two proceduoésietermining the dynamic prop-
erties of an arbitrary structure are shown in Fig. 3—-1. Hawethe main problem with forced
vibration tests on large civil engineering structures it tihe most significant modes of vibra-
tion in a low range of frequencies are difficult to excite. Mover, forced excitation of such
structures requires extremely heavy excitation equipmAsta consequence of the drawbacks
related to traditional experimental modal analysis, ofp@nal modal identification is developed.
This method allows to determine the inherent properties stiracture by measuring only the
response of the structure without using an artificial exicita In the following section a more
detail description of operational modal analysis is given.

Output

Output
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3.2 Operational Modal Identification

In many cases large civil engineering structu 795‘561 T L i

i IR i

are excited by natural loads that cannot e s Lo

ily be controlled, for instance wave loads, wir :\§&Z. || Loading | | Structural| !5

1 H -C q') | (%]

loads or traffic loads. Besides, the structures ‘g = 1 | System System | 1@

excited by noise from environmental vibratior 5%%3@ ! I i

around the structure. Thus, a procedure to idi ="~ SmTTTTTmTTmo oo e oooe
tify modal parameters based on the output : Unknown Excitation:
sponse is needed. Instead of exciting the str.. LY, Forces ... . :

ture artificially and dealing with the natural exci9ure 3-2: Principle of operational modal analysis. Af-
tation as an unwanted noise source, operatic%‘ra{afl"adGEt al. (2005).

modal identification uses the natural excitation as thetation source. This means that the
dynamic properties of the structure are determined withie boundary conditions and actual
force and vibration levels. Operational modal identificatmakes use of the multiple input multi
output (MIMO) technology. Contrary to traditional expegntal modal analysis, closely space
modes and repeated modes are easily determined by thifficktitn method with a high degree
of accuracy. Fig. 3—2 shows the principle of operational aiadalysis. The unknown excitation
forces are assumed to be produced by a virtual system loadgtdtionary zero mean Gaussian
white noise. This white noise is assumed to drive both thesteactural system and the virtual
loading system. It means that modes belonging to the raadtanal system and “modes” that
belong to the virtual loading system are identified. The staictural modes are characterised as
lightly damped modes, whereas the virtual loading “modes”characterised as highly damped
“modes”. In addition, identification of computational maedaight be discovered, because the
signals are contaminated with noise. In general this mdaatdttis of outmost importance that
the structural modes are separated from the noise modexeitation modes during the modal
identification process.

Different methods of identifying the structural modal parders exist in operational modal
analysis. Frequency Domain Decomposition (FDD) identificatechniques and Stochastic
Subspace Identification (SSI) are widely used. Howeverhénfollowing only the frequency
domain identification is presented.

3.2.1 Frequency Domain Decomposition Technique

In order to to determine the damped eigenfrequengythe damping rati@ and the damped
mode shapeab() of a civil engineering structure, the FDD technique is ukefThis section
explains how the spectral density matrix for each outpugti@ries is decomposed into a set of
single-degree-of-freedom systems and how the individ#DIS autospectral density functions
are transfered back to time domain to identify the dampedrdigquencyvy and the damping
ratio ¢ for each SDOF system. The section is based on Bringkal. (2000), Zanget al. (2001)
and Brinckeret al. (2001).

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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Theoretical Overview of Frequency Domain Decomposition

According to Eq. (2-59a), the output spectral density maky(w) is described by the input
spectral density matri&Gy(w) and the frequency response matixw)

Gyy(w) = H(w)Gxx(w)H(w)", (3-1)

where the bar oveH indicates the complex conjugated and the superscript Ttdsti@nspose.
The frequency response matilik(w) defined by Eq. (2-56) can be written in a typical partial
fraction form in terms of polegy and residue®R

n

H(iw) =Y - R« (3-2)

b
w— A\
k=1 k

wheren is the number of modes of interest. The poless the modal participation factor, which
specifies how much a given mod€) participates in a given direction. The modal participation
factor \g is given by

dOTMU
POTMPOD’
whereM andU are the mass matrix and influence vector, respectively. gsidueRy is then
given by

k= (3-3)

Ry = Py« (3-4)
By assuming that the input(¢) is white noisej.e. the input spectral density matri&y(w) is
constant, Eq. (3—1) then becomes

H

ny(w)zii{ Re R }c{ R, _Rs , (3-5)

o1 1 w— Ak iw — A\ w—As QW — Mg

whereC is the constant input spectral density matrix and the segptsH denotes complex
conjugated and transpose. Using the Heaviside partigidratheorem and furthermore assum-
ing a lightly damped structure and that only a limited numiemodes at a certain frequency
w contributes, the output spectral density funct@p, (w) can be written in the following final
form

n

— T
d®® A PP

Gyy(w) = Z - _k>\k + = kxk7 (3-6)

keSubl) W T kW = Ak

wheredy is a scalar constant andBulw) is the set of modes that contribute at the particular
frequency.

Identification Procedure

The FDD method is an extension of the well-known frequenayaio approach, also referred
to as the peak picking approach, that is based on mode eistimtiitectly from the autospectral

density matrix at the peak. Four main steps are needed intorfied the damped eigenfrequency
wq and the damping rati¢ by use of the FDD technique.
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A Discrete Fourier Transform (DFT) is performed on the rawpotitime datay(¢) in order
to obtain the spectral density matiy (w) known at discrete frequencies.

Estimation of each output spectral density matrix is deawsegd by taking the Singular
Value Decomposition (SVD) of the matrike. a unitary matrix holding singular vectors
and a diagonal matrix holding scalar singular values are€éfi

Near a peak corresponding to the k th mode in the spectrumrgtesifigular vector is an
estimate of the mode shape and the corresponding singll&rigdhe autospectral density
function corresponding to a SDOF system. This functionésntiied by use of the Modall
Assurance Criterion (MAC).

By use of Inverse Fourier Transform (IFFT) on the autospédensity function the damped
eigenfrequencyy and the damping rati¢ are estimated from the correlation function.

Basically, the dynamic deflection(t) of a damped MDOF system is a linear combination of the
mode shape®() and the modal coordinategt) according to Eq. (2—66)

n

y(t) = ®q(t) =Y @Vq(t) (3-7)

j=1

Eq. (3—7) is illustrated graphically in Fig. 3-3.

A\ A N N A\ A\
y(t) =2Wq(t) + 2P ga(t) + Pgs(t) + - - - + 2Van(t)

Figure 3-3 System responsg(t) as a linear combination of the mode sha@® and the modal coordinateg(t).
After Andersen (2011).

According to Eq. (2—2) the correlation function of the systeesponse (¢) then reads

Ry (1) =E [y(t + T)y(t)T} =E [<I>q(t + T)q(t)H@H] = @qu(r)q)H (3-8)
By use of Fourier transformation, the spectral density fians can be obtained

ny(f) = ’I’qu(f)q’H (3-9)

As earlier mentioned the first step in the FDD technique isdtenine the output spectral
density matrix for each frequency by use of a Discrete Fodmiansform. In general, the size of
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each spectral density matrixsisx n, wheren is the number of transducers. Each element of the
matrices is a spectral density function. The diagonal efesef the matrices are the real valued
spectral densities between a response and iiselthe autospectral density. The off-diagonal
elements are the complex cross spectral density betweedifi@ent responses. It is important
to notice, that the spectral density matrix is Hermitianeithineans that it is complex conjugated
symmetric, see Section 2.2.2. To avoid too much redundédotniation when estimating the
spectral densities, a proper choice of projection chararelsised. Often many row and columns
in the spectral density matrix are linear combinations efdthers. In case of a single test setup
the projection channels are found by determining the caticei coefficient of the measured data.
The idea is to find the channel that correlates most with athannels. This channel most likely
contains maximum physical information

n

w=3 -G, (3-10)

i=1
Find max([wy, wa, ..., wp]) (3-11)

wheren is the number of channels andij The remaining number of requested projection chan-

nels are found by similar search of the correlation coeffieatrix as channels that correlate the

least with all previous found projection channels. Thesnaolels bring most new information.
According to the theory of the FDD technique the Hermitiaacpal density matrix known

at discrete frequencies is decomposed by taking the Singalae Decomposition of the matrix

Gyy(wi) = UiSiU}, (3-12)

where the matribU; = [ujzuiz - - - win] is an uni-

tary matrix containinge singular vectorsy; that A
are orthogonal to each other aBdis a singu- 60
lar value diagonal matrix holding the singularyg
valuessj. The singular values; and the sin-
gular vectorsu; are ordered in singular value 20 4
descending ordet,e. the first singular value is g
the largest. Comparing Eq. (3-9) with Eq. (3—
12), it can be understood that the singular vadd
torsu;; serve estimations of the mode shapes ang
the corresponding singular valugspresent the
response of each of the modes (SDOF syste)y 10 50 30 40 =0 60 70 50
expressed by the spectrum of each modal ccgr- _ _

dinate. It is then assumed th@y is a diagonal Z;gnusrify%_gt'ri'ifamp'e of singular values of the spectral
matrix and the modes shap®&$ are orthogonal.

If only the k th mode is dominating, Eq. (3—6) only consist®oé term and for that reason the
first singular vectom;; is an estimate of the mode shape. The corresponding firatlsingalue

s is the autospectral density function of the correspondiD@B system. If more than one time
record is performed, the singular value for each time re@®averaged. It means that the pick
picking is based on the average singular values. An illtistaf the singular values of the output
spectral density matrix is shown in Fig. 3—4. In the FFD téghe only the resonance frequency
is estimated of the picked modes, which results in a dampitig of 0. The Enhanced Frequency
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Domain Decomposition (EFDD) technique is an extension ¢oRDD technique. Compared to
FDD, the EFDD technique gives an improved estimate of bathndiural frequencies and the
mode shapes and also includes damping. The basic of the dhietfawvs below.

In order to identify the SDOF autospectral density functidr peak, the mode estimate
& is compared with the singular vectang for the frequencies around the mode. In this way a
SDOF autospectral bell function can be found from which t@ped eigenfrequency and the
damping ratial can be estimated, see Fig. 3—4. On both sides of the peak a MétGnbetween
the mode estimat@ and the singular vector at a given frequency near the peaildsilated.
As long as the MAC value is above a specified MAC rejectionllefe corresponding singular
value belongs to the SDOF autospectral bell. It is importantotice that the lower the MAC
rejection level is, the larger the number of singular valunetuded in the identification of the
SDOF autospectral bell function will be. However, this afseans that a larger deviation from
the mode estimaté is allowed. For that reason an often used MAC rejection lev6l8. The
MAC reads

. PHY, :
MAC (<1>, <I>i> - M (3-13)

To improve the estimated mode shape the singular vectors that correspond to the singular
values in the SDOF spectral bell function are averaged begetThe average is weighted by
multiplying the singular vectors with their correspondisiggular valuej.e. singular vectors
close to the peak of the SDOF spectral bell have a large irfRien the mode shape estimate.
The improved mode shape estimation from a weighted €@y reads

D eight = Z D;si, (3-14)

i=1

wheren denotes the number of singular values in the SDOF spectHalumetion. From the
SDOF autospectral bell function, the damped eigenfrequegcand the damping ratiqg are
obtained by transforming the spectral density functiorirnt@tdomain by inverse FFT. A SDOF
autocorrelation function is then found and by identificata the positive and negative extremes
of this function, the logarithmic decrementis estimated according to Eq. (2—33). The damping
ratio ¢ is then found by Eq. (2—-32). Due to broad-banded noise andinearities the beginning
and the end of the curve may not be straight and for that retagse parts should not be included
in the regression. The damped eigenfrequengys found in a similar manner. By a linear
regression on the time crossings of the autocorrelatiootiom, the damped eigenfrequency

is estimated as the slope of the line. In Fig. 3—5a an illtistneof the normalized correlation
function for the mode specified in Fig. 3—4 is shown. In additithe corresponding estimating
of the damped eigenfrequeney and the logarithmic decremeditare shown in Fig. 3—5b and
Fig. 3-5c, respectively.

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures
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Figure 3-5 Estimation of dynamic properties: (a) Normalized correlafiamction obtained by inverse FFT, (b) Linear
regression on correlation extremes for estimating of damgrjgl.inear regression on correlation crossing times for
estimating of frequency.

3.3 Literature Review of Experimental Modal Analysis
of Civil Engineering Structures

The modal representation of a structure can be determiredgitenal. However, in cases where

the structural system can not be represented by a lumpedspegrg system, a numerical ap-

proximation is made by discretising the structure in a finitenber of physical coordinates. A

drawback of this approach is the increasing model size reduo properly describe complex

structures with appropriate detail. A high number of degiafdreedom are needed, which leads
to higher calculation time and unchanged inherent modgéizcuracy limitations related to non-

homogeneous elements, complex materials, boundary comsligtc. Experimental modal anal-

ysis addresses these limitations and contributes to vadidand improvement of the numerical

model (Van der Auweraer 2001).

The overall aim in this section is to present the evolutioexgerimental modal analysis in
the civil engineering field with focus on operational modi#gntification. An overview of work
that has been done during the last years within experimembalal analysis and in particular
operational modal identification will be given. It will be ciamented to what extent operational
modal identification has been used for offshore wind turhirkerstly, a short literature review of
traditional experimental modal analysis is presented. dtheantages and disadvantages of the
technology are illustrated which forms an obvious shift pe@tional modal identification.
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3.3.1 Traditional Experimental Modal Analysis

Traditional experimental modal analysis is charactertsgdorced vibrations, where the input
excitation is measured. Determination of resonance frecjae, damping ratios and mode shapes
of structures is well established for this technique. Inegah the structure to be identified is
artificially excited with a forcing function in a specific paiand its response to this excitation
is measured together with the forcing signal. Fourier fiamnsation of the time signal makes it
possible to calculate all the frequency response functi@taeen the response and the forcing
signals,.e.the frequency response matrix. This matrix contains allifeemation to determine
the dynamic properties of the structure.

As already outlined in Section 3.1, excite
tion of structures can be induced in differe s
ways. Impact excitation has widely been usg

fers the advantages of quick setup time, mobilgs

and the ability to excite a broad range of frequ (€)n
cies. Askegaard and Mossing (1988), Agar
(1991), Woockt al. (1992), Aktanet al. (1992),

all excited full scale bridge structures by i
pact excitation tools, either by dropping a i
pact Welght or by a bo.lt gun with |mpuIS|ve loa i Qre 3-6: Traditional experimental modal test: (a)
However, by use of this method the wave formﬂ do Bridge in South Korea, (b) and (c) Shaker table in
the excitation is not controlled. Consequentlyp@er to excite the bridge artificial. After Cunha and Cae-
more common method of exciting civil engineetgno (2005).

ing structures is by electrodynamic shakers. Modal testopeed by Shepherd and Charleson
(1971), Kuribayashi and Iwasaki (1973), Ohlsson (1986nhtieai and Pietrzko (1993), Deger
et al. (1993), Degetet al. (1994), Miloslavet al. (1994) and Caetanet al. (2000) have used
shakers to excite bridge structures. An experimental tig@tson of the Jindo Bridge in South
Korea is presented by Caetaabal. (2000), where the dynamic properties of the bridge have
been identified by using an electrodynamic shaker and a sdialker. Various series of modes
shapes were identified at very closely spaced frequencigs3+6 shows the physical model of
Jindo Bridge. Also for dam structures forced shaker exoitattas been used in order to obtain
the modal properties, see Duron (1995a) and (1995b), Gar{2801) and Nuset al. (2003).
Besides, Cantiergt al. (1998) have estimated modal parameters of an office builyngsing
shaker excitation. For further information of reviews ofded vibrations in the civil engineering
field, see Salawu and Williams (1995), Faredral. (1999) and Ventura (1997).

-~

Traditional Experimental Modal Analysis of Parked Wind Turb ines

For wind turbine structures, the presence of rotationadldoand considerable aeroelastic ef-
fects makes it difficult to use traditional experimental mbanalysis techniques. By use of this
method the experimentally determined vibrations are netpthre modes of the turbine. The
shaker excitation simply ignores the ambient loads actmthe turbine during operation. How-
ever, some few attempts to excite parked wind turbines bysarahle excitation forces have been
done, see Carret al.(1988) and Molenaar (2003). The need of heavy special ¢xwitdevices,
the fact that the dynamic properties of operational winthings are difficult to obtain and that
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shakers have difficulty of producing lower frequency ex@tes as mentioned in Section 3.1,
makes operational modal identification popular.

3.3.2 Operational Modal Identification

In order to obtain dynamic properties of civil engineeritgistures by operational modal iden-
tification, only the response of the structure has to be nredswithout artificial excitation. The
technique has been successfully used for both large and bridgje structures and buildings
where traffic and wind loads are used to extract the modapetexrs. Hence, the modal pa-
rameters are estimated under operational conditionsmithe boundary conditions and actual
force level. As outlined in Section 3.2, the basic assunmptibthe method is that the natural
excitation force is a stationary random process having drégtiency spectrum and excites the
structure in multiple points. This means that the vibratiesponse of a given structure contains
all normal modes. During the last years operational modalyais has been applied to mechan-
ical and aerospace engineering applications, for instoraetating machinery, on-road testing
and in-flight testing (Batel 2002).

The literature on ambient vibration testin
of bridge structures is extensive. Among ot
ers, Biggs and Suer (1956), Vincent (195&
Vincentet al. (1979), Van Nunen and PersoG==
(1982), Wilson (1986), Swannell and Mille===EE
(1987), Agarwal and Billing (1990), Proulgt
al. (1992), Gates and Smith (1982), Faretr
al. (1994), Felber and Cantieni (1996), Ventu
et al. (1996), Brownjohn (1997), Asmusset
al. (1998), Brinckeret al. (2000) and Cantien
Et_al' (2008) report _ambi,em vibration tests Tgure 3-7: Ambient excitation of the cable-stayed
bridges where traffic, wind and wave loadingsco da Gama Bridge in Lisbon. (Cunkaal. 2004)
have been used to excite the structure. An ex-
perimental dynamic study of Vasco da Gama Bridge in Lisbah witotal length of 12 km was
studied by Peeterst al. (2002), see Fig. 3—7. The study was based on an ambient st an
free vibration test in 1998 described by Curgtaal. (2001). The intention was to assess the
aerodynamic and seismic behaviour of the bridge. The arhtéshrevealed which modes of
the bridge could be excited by natural wind excitation. The af the free vibration test was
to verify the ambient test results. By use of the StochasilzsBace Identification method, the
modal parameters obtained from the ambient data was comhpéttethose from the free vibra-
tion data. Overall, comparable results were obtained. Alshgiation was found between the
damping ratios. According to Peetatsal. (2002) this deviation was caused by that the damping
ratio varies with the magnitude of vibrations and that amdgnamic component was presented
in the ambient vibration test due to the relatively high wapeged during the test. Also Cunéia
al. (2004) has analysed the ambient data of the Vasco da GangeBrith the purpose of testing
efficiency and accuracy of the Frequency Domain Decomjposénd the Stochastic Subspace
Identification methods by use of ARTeMIS Extractor. The &gtlons of the two methods led
to very close estimates of the modal frequencies and mogeesh&mbient vibration measure-
ments of large buildings have among others been describ&thégyl and Ventura (1998), Lord
and Ventura (2002), Turedt al. (2006) and Kuroiwa and Lemura (2000). Based on the study
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made by Cheryl and Ventura (1998), the response data of thigage Court Building structure
was analysed by Brincker and Andersen (2000) using twordiffietechniques, the Frequency
Domain Decomposition technique and the Stochastic Subdpaatification technique. Eleven
modes were well estimated from the two techniques, wheeethf them were closely spaced
modes around 1.1-1.4 Hz. Overall, comparable modal pammetere obtained from the two
methods. As mentioned in Section 3.1, experimental modalyais can be used to update a
finite element model of the structure. Based on the measesgbnse of the 48-story reinforced
concrete building One Wall Centre in Vancouver from Lord dedtura (2002), the modal prop-
erties of the structure was found by Lagtlal. (2004). By varying certain parameters in the finite
element model of the building, the correlation between tloelahproperties of the experimental
and analytical models almost approximated one.

Operational Modal Identification on Operating Wind Turbines

Full scale measurements on offshore support structurdsnvitie oil and gas sector have been
practiced for many years, see for instance Cook and Van{h882), John (1983) and Jensen
(1990). Literature within experimental analysis of winddimes is, however, more limited. In
general, wind turbines have very specific characteristitsaallenging operation conditions,
which makes special demands on operational modal idettifitan case of a parked wind tur-
bine, the assumptions within operational modal identificatire valid, also the ones regarding
modal analysis (linear system, stationary and time inmdyj@&xcept that aeroelastic effects are
considerable even in case of a parked wind turbine, seedairth(2006) as an example of using
operational modal identification for a parked wind turbitreaddition, Osgooet al.(2010) have
compared the modal properties of a parked wind turbine eatdityy a shaker with an operational
modal analysis based on Stochastic Subspace Identificatioere the same structure is sub-
jected to wind excitation. The aim of the study was to verifgmational modal identification for
parked wind turbines. The two ways of estimating modes abveey well, which clearly shows
the advantage of operational modal identification. Acawydio Tcherniaket al. (2010), two
numbers of inherent problems reveal when using operatioodhl identification on operational
wind turbines:

The assumption of structure time invariance is violated.e Tiacelle rotates about the
tower, the rotor rotates around its axis and the pitch of thdds may changes. A compli-
cation is that the modal frequencies are dependent on thiméurotation speed.

In the operational modal identification theory it is assurtied the excitation forces must
have broadband frequency spectra, they must be distritaviedthe entire structure and
they must be uncorrelated. Forces due to wind turbulendi# these requirements. How-
ever, the effect of rotor rotation changes the nature ofdyaramic forces. The shape of
the input spectra transforms from being flat to a curve witttinct peaks at the rotation
frequencies and its harmonics. Moreover, the excitatione® now become correlated
around the rotation frequency and its harmonics.

As indicated, application of operational modal analysisgerational wind turbines is not a
straight forward task. As the input forces are not measuregperational modal identification,
it is important to identify and separate the harmonic congods (deterministic signals) from the
structural modes and eliminate the influence of the harmmmitponents in the modal estimation
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process. According to Jacobsenal. (2007), the harmonic components cannot be removed by
simple filtering as this would significantly change the paéthe structural modes and thereby
their natural frequency and modal damping. Actually, harm@omponents can easily be seen
when plotting the singular values from the FDD techniquee Ténk of the matrix containing
the singular values is 1 at frequencies where only one moderisnating, see Fig. 3—4. For
harmonic components a high rank will be seen at these freiggras all modes will be excited
Jacobsen (2005). An elegant way of identifying and remotigignonics components is by Kur-
tosis techniques. Basically, the idea is that the prolgidiensity function (PDF) for structural
modes excited by stochastic excitation from wind and wavksrdignificantly from the PDF
for deterministic excitation such as harmonic componefitserefore, testing of the shape of
the PDF of the measured response is a way of determininghehsinusoidal excitation forces
are present by use of Kurtosis techniques. The identifiechbiics are removed by perform-
ing a linear interpolation across the harmonic componenthié SDOF function (Gadet al.
2009). The method is implemented in ARTeMIS Extractor inEmanced Frequency Domain
Decomposition (EFDD) technique.

Jacobsetet al. (2007) demonstrated the harmonic detection approach osureraents from
an aluminum plate structure excited by a combination of glsisinusoidal signal and a broad-
band stochastic signal. By comparing the modal parameb#esn@d with pure stochastic exci-
tation of the same structure, the approach showed goodragriggeven in the case of having
a harmonic component located at the peak of a structural reedgible modal estimates were
found. Also Gade (2009) and Andersetal. (2008) have demonstrated the harmonic detection
approach with success on measurements from a gearbox amity gam structure, respec-
tively.

Estimations of natural frequencies and damping ratios afresthore wind turbine for differ-
ent mean wind speeds have been studied by Hagiseln(2006). An excitation method, where
turbine vibrations were obtained by blade pitch and gepetatque variations, was compared
with the operational modal analysis algorithm Stochastibspace Identification. For the exci-
tation method the decaying response after the end of excitgave an estimate of the damping.
However, the conclusion of the excitation method was thatetkcited turbine vibrations were
not pure modal vibrations and hence, the estimated modpkpties were not the actual modal
properties of the wind turbine. For the operational modehtdication analysis three months
of measurements were scanned to find 1-3h long periods of tamdard deviations for wind
and rotor speeds in order to improve the assumption of a timeiant system. For that reason
several 10 min measurements series were collected. Fro8tdlehastic Subspace Identification
it was found that the natural frequency of the first two towemdiing modes was almost constant
with the mean wind speed (Campbell diagram) whereas the idgnop the lateral tower mode
decreased from 50% logarithmic decrement at the rated vpieddsto about 20% at higher wind
speeds.

Tcherniaket al. (2010) also presented the application of operational miokaltification by
use of Stochastic Subspace Identification of simulatedoresp of a wind turbine structure by
use of a commercial aeroelastic code. The authors disctlesédhe invariants of the system due
to the rotating rotor. This causes time dependent eigeesand eigenmodes which do not have
a meaning as modal frequencies, modal damping and modesshiaperder to avoid the time
dependent modal parameters and thereby a time dependetioeqaf motion, the authors made
use of Coleman transformation. Basically, the techniqueeds the motion of each individual
blade described in the rotating blade frame into the grdixett frame. More information of this
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technique, see Tcherniak al. (2010) and Bir (2008). In addition, Ozbek and Rixen (2011)¢ha
used operational modal identification to estimate the mpiaaderties of a parked and operational
2.5 MW wind turbine. By use of the well-known output-only nabdnethod Natural Excitation
Technique (NEXT), the estimation of the modal properties Wane. The authors concluded
that a suitable selection of low noise ratio data series,fiicent data length and a check of
the changes at excitation levels, were needed in order &rot#alistic modal parameters. See
Carne and James (2010) for more information about the NE¥adrahm.

3.4 Summary

In this chapter the concepts of experimental modal anahsis been presented. Focus has been
on explaining the difference between traditional experitaemodal analysis and operational
modal identification. A large number of operational modadlgsis algorithms exist. However,
this chapter has only presented the theory of the so-calleduency Domain Decomposition
technique. A literature review of experimental modal as@lyshows that the traditional exper-
imental modal analysis and operational modal identificatiadely have been used for many
different civil engineering structures such as large catdged bridges, tall buildings and dam
structures. However, due to the complex dynamic behavibamn eperational wind turbine care-
ful application of operational modal identification mustdmnsidered for this type of structure.
During operation, wind turbines are subject to dynamic $dekecause the aerodynamic and
gravitational loads vary with time as the turbine rotatésnuist be ensured that the operational
condition of the wind turbine preclude resonance frequeshand thereby minimizing dynamic
loads and lengthening the service life of the structure. &oifnthe main conclusions in this
chapter are:

Modal updating is a method to refine and validate computer simulations iemtd develop
accurate structural models by use of extensive experimsting.

Traditional experimental modal analysi®r input-output modal analysis is performed by mea-
suring the input and output responses for a linear, timariant system. A set of frequency
response functions relate the applied force and correspgmdsponse at several pairs of
points along the structure. The modal parameters (nat@@liéncies, modal damping ratios
and mode shapes) are found by fitting a model to the frequesponse functions.

Impact excitation is a method to excite structures artificially. Impulse hamsrae typically
used for smaller structures, whereas large structuresblikiges are excited by dropping
weights onto a shock absorber that prevent rebound.

Electrodynamic excitationis like impact excitation a method to excite structuresfiargilly.
The shakers offer the advantage of being able to vary the imaveform.

Operational modal identificationis applied to extract the modal parameters based on measur-
ing only the response of a structure under ambient or op@@texcitation. The method rely
on the assumption, that the input forces are derived frons&an white noise and excite in
multiple points. The great advantage of operational matkttification is in providing the
dynamic model of the structure under actual operating ¢mmdi and real boundary condi-
tions.
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Frequency Domain Decomposition techniquis an algorithm used in operational model identi-
fication. By introducing a decomposition of the spectralgigrfunction matrix, the response
can be separated into a set of single degree of freedom sy stach corresponding to an in-
dividual mode.

Overall, this memorandum has given an introduction to eérpamtal modal analysis, where
advantages and disadvantages of methodologies withinxiheriemental field have been pre-
sented. The intention has been to document to what exterdtopeal modal identification can
be used for wind turbine structures. The memorandum doctsniesit special care must be con-
sidered when using operational modal identification on viimtine structures. Different factors
affect the identified system parameters, which are brieflgrgbelow:

Ensuring a reliable and accurate measurement of the respamgrucial to extract the
dynamic properties of a structure. High noise to signabrétnits the accuracy of the
measurements.

The time varying nature of wind turbine structures must beswtered. A way to handle
this problem is by finding a suitable period, where bladetpitagle, wind speed and rotor
speed remain unchanged. Alternatively, the Coleman toamsition can be used to get rid
of time-dependencies in the equation of motion and obtaianimgful modal parameters.

The major assumption in operational modal identificatiost&ady state broadband ran-
dom excitation. Wind excitation fulfills this requiremenitlihe resulting excitation from
the aerodynamic forces will contain significant componemtshe 1P, 3P and 6P harmon-
ics from the rotating rotor. These harmonics must be idedtifind separated from the
structural modes. Kurtosis techniques followed by lind&ff D) interpolations before
estimation of modal parameters will handle this problem.

DCE Technical Memorandum No. 13



References

Agardh, L. (1991). Modal Analysis of Two Concrete Bridges in Swede Structural Engineering Inter-
national Volume 1, Sweden, pp. 34—-39.

Agarwal, A.C. and Billing, J.R. (1990). Dynamic Testing of the St. Viricetreet Bridge. IrProceedings
of the Annual Conference, Canadian Society for Civil EnginegNoume 4, pp. 163-181.

Aktan, A.E., Zwick, J., Miller, R.A., and Sharooz, B.M. (1992). idtestructive and Destructive Testing
of a Decommissioned RC Slab Highway Bridge and Associated Analyticali€3turransportation
Research Record

Andersen, P. (1997)dentification of Civil Engineering Structures using Vector ARMA Mad&hd thesis,
Aalborg University, Denmark.

Andersen, P. (2011). ARTeMIS User Training Course. Technicalr€e, Structural Vibration Solution.

Andersen, P., Brincker, R., Ventura, C., and Cantieni, R. (20@8§e Estimation of Civil Structures Sub-
ject to Ambient and Harmonic Excitation. Froceedings of the 26th International Modal Analysis
Conference (IMAG)Orlando, Florida.

API (2000). Recommended practice for planning, designing andtremtisg fixed offshore platforms,
Rp2a-wsdAmerican Petroleum Institute, Dallas, Texas, USA.

Askegaard, V. and Mossing, P. (1988). Long Term Observation@bRdge Using Changes in Natural
FrequenciesNordic Concrete Research 20-27.

Asmussen, J.C., Brincker, R., and Rytter, A. (1998). Ambient dd@sting of the Vestvej Bridge Using
Random Decrement. IRroceedings of the 16th International Modal Analysis Conference QMA
Santa Barbara, California, pp. 922-928.

Batel, M (2002). Operational Modal Analysis - Another Way of Doing Mbdesting.Journal of Sound
and Vibration 22-27.

Bendat, J.S. and Piersol, A.G. (198&ngineering Applications of Correlation and Spectral Analy&s
ed.). New York: John Wiley & Sons, Inc.

Bendat, J.S. and Piersol, A.G. (200Bandom Data: Analysis and Measurement Proced(Be=d.). New
York: John Wiley & Sons, Inc.

Biggs, J.M.. and Suer, H.S. (1956). Vibration Measurements on|8i®ypan Bridges. Highway Research
Board Bulletin 1-15, Washington D.C.

Bir, G. (2008). Multiblade Coordinate Transformation an Its Application tmd\VTurbine Analysis. In
Proceedings of ASME Wind Energy Symposigeno, Nevada.

Brincker, R. and Andersen, P. (2000). Ambient Response Anaf#ie Heritage Court Building Structure.
In Proceedings of the World Forum on Smart Materials and Smart StriefleehnologyChogqing &
Nanjing, China.

— 41 —



42 References

Brincker, R., Andersen, P., and Frandsen, J.B. (2000). AmBegponse Analysis of the Great Belt Bridge.
In Proceedings of the 18th International Modal Analysis Conference @M8an Antonio, Texas.

Brincker, R., Andersen, P., and Zang, L. (2000). Modal Idermtifiy from a Ambient Reponse using Fre-
guency Domain Decomposition. Proceedings of the 18th International Modal Analysis Conference
(IMAC), pp. 625-630.

Brincker, R., Ventura, C.E., and Andersen, P. (2001). Dampstgrtation by Frequency Domain Decom-
position. InProceedings of the 19th International Modal Analysis Conference QMKissimmee,
Florida, pp. 698-703.

Brownjohn, J.M (1997). Vibration Characteristics of a Suspensionfiige.Journal of Sound and Vibra-
tion 202, 29-46.

Caetano, E., Cunha, A., and Taylor, C.A. (2000). Investigation yridbic Cable-Deck Interaction in a
Physical Model of a Cable-Stayed Bridge Part |I: Modal Analysigernational Journal Earthquake
Engineering and Structural Dynami@$, 481-498.

Cantieni, R. (2001). Assessing a Dam’s Structural Properties Usirgp&d/ibration Testing. IfProceed-
ings of IABSE International Conference on Safety, Risk and Reliabilitynd$rin EngineeringMalta.

Cantieni, R., Brehm, M., Zabel, T., V. Rauert, and Hoffmeister, BO&. Ambient Testing and Model
Updating of a Bridge for High-Speed Trains.Pnoceedings of the 26th International Modal Analysis
Conference (IMAC-XXV/]Orlando, Florida.

Cantieni, R. and Pietrzko, S. (1993). Modal Testing of a Wooden FaggatJsing Random Excitation. In
Proceedings of the 11th International Modal Analysis Confere¥Mokime 2, pp. 1230-1236.

Cantieni, S.J., Pietrzko, S., , and Deger, Y. (1998). Modal Invattig of an Office Building Floor. In
Proceedings of the 16th International Modal Analysis Confere¥Mokime 2, pp. 1172-1178.

Carne, T.G. and James, G.H. (2010). The Inception of OMA in thee@gwment of Modal Testing Tech-
nology for Wind TurbinesMechanical Systems and Signal Process4g1213-1226.

Carne, T.G., Lauffer, J.P., and Gomez, A.J. (1988). Modatifig of a Very Flexible 110 m Wind Turbine
Structure. InProceedings of 6th Internationale Modal Analysis Confereiigssimmee, Florida.

Cheryl, D. and Ventura, C.E. (1998). Ambient Vibration Measuremei Heritage Court Tower. Earth-
guake Engineering Research, University of British Columbia.

Cook, M.F. and Vandiver, J.K. (1982). Measured and Predictgthihic Response of a Single Pile Platform
to Random Wave Excitation. IRroceedings of the 14th OTEouston, Texas, pp. 637-642.

Cunha, A. and Caetano, E. (2005). Experimental Modal Analysiswiff Engineering Structures. Imter-
tional Modal Analysis Conference IOMACopenhagen, Denmark, pp. 12—-20.

Cunha, A., Caetano, E., Brincker, R., and Andersen, P. (208diutification from the Natural Response
of the Vasco Da Gama Bridge. Proceedings of the 22nd International Modal Analysis Conference
IMAC, Detroit, Michigan.

Cunha, A., Caetano, E., and Delgado, R. (2001). Dynamic TestagelCable-Stayed Bridge: An Efficient
Approach.Journal of Bridge Engineering, 54-62.

Damkilde, L. (1998). Introduktion til Dynamik. Technical Report, AaipdJniversity.
Danish Wind Industry Association (2011). http://www.windpower.org/en/.

Deger, Y., Cantieni, R., and Pietrzko, S. (1994). Modal Analysisrofech Bridge: Experiment, Finite
Element Analysis and Link. IRroceedings of the 12th International Modal Analysis Confere¥ok
ume 1, pp. 425-432.

DCE Technical Memorandum No. 13



References 43

Deger, Y., Cantieni, S.J., Pietrzko, S., Rucker, W., and Rohrifan{1993). Modal Analysis of a Highway
Bridge: Experiment, Finite Element Analysis and LinkRroceedings of the 13th International Modal
Analysis Conferen¢&/lume 2, pp. 1141-1149.

DNV (2001). FoundationsClassification Notes No. 30.Det Norske Veritas Classifications A/S, Havik,
Norway.

DNV (2010). Recommended Practice DNV-RP-C205 - Environmentatd@ions and Environmental
Loads. Det Norske Veritas Classifications A/S, Havik, Norway.

Duron, Z.H (1995a). Seven Mile Vibration Testing Results from the FiesieS of Test Performed February
20-07. Research Report Prepared for B.C Hydro and Power AtythGanada.

Duron, Z.H (1995b). Seven Mile Vibration Testing Results from the Sé&eries of Test Performed Au-
gust 14-20. Research Report Prepared for B.C Hydro and Pawtbority, Canada.

Ewins, D.J. (2000)Modal Testing: Theory, Practice and Applicati¢d ed.). England: Research Studies
Press LDT.

Farrar, C.R., Baker, W.E., Bell, T.M., Cone, K.M., Darling, T,\Duffey, T.A., Eklund, A., and Migliori, A.
(1994). Dynamic Characterization and Damage Detection in the 1-40 8mggr the Rio Grande.
Technical Report 153, United States.

Farrar, C.R., Duffey, T.A., Cornwell, P.J., and Doebling, S.¥2909). Excitation Methods for Bridge Struc-
tures. In17th International Modal Analysis Conferenddorida, USA.

Felber, A.J. and Cantieni, R. (1996). Introduction of a New Ambientafibn System - Description of the
System and Seven Bridge Tests. Technical Report, Duebendorf.

Gade, S., Mgller, N.B., Herlufsen, H., and Kostantin-Hansen, 8D%2 Frequency Domain Techniques for
Operational Modal Analysis. IRroceedings of the 1st IOMAC Conference

Gade, S., Schlombs, R., Hundeck, C., and Fenselau, C. (20p8yatnal Modal Analysis on a Wind
Turbine Gearbox. IIMAC-XXVII: Conference & Exposition on Structural Dynamics

Gates, J.H.. and Smith, M.J. (1982). Verification of Dynamic Modelirgfiidds by Prototype Excitation.
Technical Report 192, California.

Global Wind Energy Council (2010). Global Wind Report - Annual kigrtUpdate 2010. Technical Report.

Green, M.F. and Cebon, D. (1994). Dynamic Response of HighwigBs to Heavy Vehicle Loads: The-
ory and Experimental Validatiodournal of Sound and Vibratioh70, 51-78.

Hansen, M.H., Thomsen, K., Fuglsang, P., and Knudsen, T6j20@&0 Methods for Estimating Aeroelastic
Damping of Operational Wind Turbine Modes from ExperimeWgd Energy9, 179-191.

Jacobsen, N. (2005). Identifying Harmonic Components in Operatidodal Analysis. InTwelfth Inter-
national Congress on Sound and Vibratjdsbon, Portugal.

Jacobsen, N.J., Andersen, P., and Brincker, R. (2007). Elimgn#im Influence of Harmonic Components
in Operational Modal Analysis. IRroceedings of the 28th Internationale Modal Analysis Conference
IMAC XXVIII, Orlando, Florida.

Jensen, C. (2011). Numerical Simulation of Gyroscopic Effects iryanglasters thesis, Aalborg Univer-
sity, Denmark.

Jensen, J.L (1990). Full-Scale Measurements of Offshore Platfdrechnical Report, Aalborg University.

John, H.D. (1983). The Measurement of Performance of OftsRiled Foundation - A Reviewsround
Engineering2, 24-30.

Kuribayashi, E. and Iwasaki, T. (1973). Dynamic Properties of HajhBriges. InProceedings of the 5th
World Conference on Earthquarke Engineeripg. 938-941.

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures



44 References

Kuroiwa, T. and Lemura, H (2000). Comparison of Modal Identificatd Output-Only Systems with Si-
multaneous and Non Simultaneous MonitoringPiioceedings of the 18th International Modal Anal-
ysis Conference (IMACHan Antonio, Texas, pp. 1081-1087.

Larsen, J.W. (2005Nonlinear Dynamics of Wind Turbine Wing3hD thesis, Aalborg University, Den-
mark.

Leblanc, C. (2009)Design of Offshore Wind Turbine Support StructufsD thesis, Aalborg University,
Denmark.

Liingaard, M. (2006)Dynamic Behaviour of Suction Caisso®hD thesis, Aalborg University, Denmark.

Liu, Z. and Frigaard, P. (2001). Generation and Analysis of Randawe®/ Technical Report, Aalborg
University.

Lord, J-F. and Ventura, C.E. (2002). Measured and CalculatecaMaitiaracteristics of a 48-Story Tunded
Mass System Building in Vancouver. International Modal Analysis Conference-XX: A Conference
on Structural Dynamics Society for Experimental Mechgiotume 2, Los Angeles, USA, pp. 1210-
1215.

Lord, J-F., Ventura, C.E., and Dascotte, E. (2004). AutomatedeVldgdating Using Ambient Vibration
Data form a 48-Storey Building in Vancouver.Pnoceedings of the 22th Internationale Modal Analysis
Conference IMACDetroit, MI.

Miloslav, B., Vladimir, B., and Michal, P. (1994). Dynamic Behaviourrafotbridge by Analysis and Test.
In Proceedings of the 13th International Modal Analysis Confergkickime 1, pp. 687—693.

Molenaar, D.P. (2003). Experimental Modal Analysis of a 750 kW Widbine for Structural Modal
Validation. In41st Aerospace Sciences Meeting and Exhitéino, Nevada.

Nielsen, S.R.K (2004 )inear Vibration Theory1 ed.). Denmark: Aalborg Tekniske Universitetesforlag.

Nuss, L.K., Chopra, A.K., and Hall, J.F. (2003). Comparison dfr&ion Generator Tests to Analyses
Including Dam-Foundation-Reservoir Interaction for Morrow PointrD#n The Commission Interna-
tionale Des Grande Barrages, 20th Congress of Large Dams

Ohlsson, S. (1986). Modal Testing of the Tjorn Bridge.Aroceedings of the 4th International Modal
Analysis Conferencé-lorida, pp. 599-605.

Osgood, R., Bir, G., and Mutha, H. (2010). Full-Scale Modal Windbing Tests: Comparing Shaker
Excitation with Wind Excitation. IfProceedings of the 28th Internationale Modal Analysis Conference
IMAC XXVIII, Jacksonville, Florida, pp. 113-124.

Ozbek, M. and Rixen, D.J. (2011). Optical Measurements and Gmpeat Modal Analysis on a Large
Wind Turbine: Lessons Learned.Gonference Proceedings of the Society for Experimental Mechanics
Series pp. 257-276.

Pate, J.W. (1997). Dynamic Testing of a Highway BridgePtaceedings of the 15th Internationale Modal
Analysis Conferencgp. 2028—2037.

Peeters, B., De Roeck, G., Caetano, E., and Cunha, A. (2002arbig Study of the Vasco da Gama
Bridge. In Proceedings of the International Conference on Noise and Vibratiorinéegng ISMA
Volume 2, pp. 545-554.

Proulx, J., Herbert, D., and Paultre, P. (1992). Evaluation of theaByo Properties of a Steel Arch Bridge.
In Proceedings of the 10th International Modal Analysis Conferedokime 2, San Diego, pp. 1025—
1031.

Salawu, O.S. and Williams, C. (1995). Review of Full-Scale Dynamic Tgsifrbridge structure€ngi-
neering Structured?, 113-121.

DCE Technical Memorandum No. 13



References 45

Shepherd, R. and Charleson, A.W. (1971). Experimental Detetimmaf the Dynamic Properties of a
Bridge SubstructuréBulletin of the Seismological Society of Ameréia 1529-1548.

Smith, S.W. (1997)The Scientist and Engineer’s Guide to Digital Signal Procesélned.). USA: Califor-
nia Technical Publishing.

Swannell, P. and Miller, C.W. (1987). Theoretical and Experimentadi€tuof a Bridge Vehicle System.
Proceedings of the Institute of Civil Engineers, Pag@2 613-615.

Tcherniak, D., Chauhan, S., Rosseth, M., Font, |., Basurkand. Salgado, O. (2010). Output-Only Modal
Analysis on Operating Wind Turbines: Application to Simulated Dat&uropean Wind Energy Con-
ference Warsaw, Poland.

Tcherniak, T., Chauhan, S., and Hansen, M.H. (2010). Applicaliilityits of Operational Modal Analysis
to Operational Wind Turbines. IRroceedings of the 28th Internationale Modal Analysis Conference
IMAC XXVIII, Volume 1, Jacksonville, Florida, pp. 317-327.

Turek, M., Thibert, C., K. Ventura, and Kuan, S. (2006). Ambieitiration Testing of Three Unreinforced
Brick Masonry Buildings in Vancouver, Canada.Rroceedings of the 24th International Modal Anal-
ysis Conference (IMACJBt. Louis, Missouri.

Van der Auweraer, H. (2001). Structural Dynamic Modeling using BMathalysis: Applications, Trends
and Challenges. IFEEE Instrumentation and MeasuremeBtidapest, Hungary, pp. 1502—-1509.

Van Nunen, J.W.G. and Persoon, A.J. (1982). Investigation of thextibnal Behavior of a Cable-Stayed
Bridge Under Wind Load€Engineering Structured, 99-105.

Ventura, C.E., Felber, A.J., and Stiemer, S.F. (1996). Determmafithe Dynamic Characteristics of the
Colquiz River Bridge by Full-Scale TestinGanadian Journal of Civil Engineering3, 536-548.

Ventura, C.E. and Horyna, T. (1997). Structural Assessment bgdllAnalysis in Western Canada. In
Proceedings of the 15th Internationale Modal Analysis Confergogel01-105.

Vestas (2011). Vestas V90-1.8/2.0 MW. Technical Report.
Vincent, G.S. (1958). Golden Gate Bridge Vibration Stutbyurnal of the Structural Division ASCE4.

Vincent, P.G., Hooley, R., Morgenstern, B.D., Rainer, J.H., aardSelst, A.M. (1979). Suspension Bridge
Vibrations: Computed and Measurgdurnal of the Structural Division ASCED5, 859—874.

Wilson, J.C (1986). Analysis of the Observed Seismic Response offandigBridge.Earthquake Engi-
neering and Structural Dynamids}, 339—-354.

Wood, M.G., Friswell, M.I., and J.E.T., Penny (1992). Exciting dexuStructures using a Bolt Gun. In
Proceedings of the 10th International Modal Analysis Confereppe233—-238.

Zang, R., L. Brincker and Andersen, P. (2001). Modal IndicatorOperational Modal Identification. In
Proceedings of the 19th International Modal Analysis Conference @QMKissimmee, Florida, pp.
746-752.

An Introduction to Operational Modal Identification of Offsho re Wind Turbine Structures



46

References

DCE Technical Memorandum No. 13






ISSN 1901-7278
DCE Lecture Notes No. 13



