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$$
\begin{gathered}
\text { Abstract } \\
\text { For a two-channel model of the form } \\
\quad H_{\varepsilon}=\left[\begin{array}{cc}
H_{\mathrm{op}} & 0 \\
0 & E_{0}
\end{array}\right]+\varepsilon\left[\begin{array}{cc}
0 & W_{12} \\
W_{21} & 0
\end{array}\right] \quad \text { on } \quad \mathcal{H}=\mathcal{H}_{\mathrm{op}} \oplus \mathbf{C},
\end{gathered}
$$

appearing in the study of Feshbach resonances, we continue the rigorous study, begun in our paper [J. Math. Phys. 50 (2009), 013516], of the decay laws for resonances produced by perturbation of unstable bound states close to a threshold. The operator $H_{\text {op }}$ is assumed to have the properties of a Schrödinger operator in odd dimensions, with a threshold at zero. We consider for $\varepsilon$ small the survival probability $\left|\left\langle\Psi_{0}, e^{-i t H_{\varepsilon}} \Psi_{0}\right\rangle\right|^{2}$, where $\Psi_{0}$ is the eigenfunction corresponding to $E_{0}$ for $\varepsilon=0$. For $E_{0}$ in a small neighborhood of the origin independent of $\varepsilon$, the survival probability amplitude is expressed in terms of some special functions related to the error function, up to error terms vanishing
as $\varepsilon \rightarrow 0$. This allows for a detailed study of the crossover from exponential to non-exponential decay laws, and then to the bound state regime, as the position of the resonance is tuned across the threshold.

## 1 Introduction

The problem of the decay laws for resonances produced by perturbation of unstable bound states has a long and distinguished history in quantum mechanics. There is an extensive body of literature about decay laws for resonances in general, both at the level of theoretical physics (see e.g. [4, $10,11,22,27,28,29]$ and references therein), and at the level of rigorous mathematical physics (see e.g. $[3,5,6,7,9,12,16,17,18,19,24,31,32]$ and references therein). It started with the computation by Dirac of the decay rate in second order time-dependent perturbation theory, leading to the well known exponential decay law, $e^{-\Gamma t}$. Here $\Gamma$ is given by the famous "Fermi Golden Rule" (FGR), $\Gamma \sim\left|\left\langle\Psi_{0}, \varepsilon W \Psi_{\text {cont }, E_{0}}\right\rangle\right|^{2}$, where $\Psi_{0}, E_{0}$ are the unperturbed bound state eigenfunction and energy, respectively, and $\Psi_{\text {cont, } E_{0}}$ is the continuum "eigenfunction" degenerate in energy with the bound state. The FGR formula met with a fabulous success, and as a consequence, the common wisdom is that the decay law for the resonances produced by perturbation of non-degenerate bound states is exponential, at least in the leading non-trivial order in the perturbation strength (for degenerate bound states Rabi type exponentially decaying oscillations can appear).

However, it has been known for a long time, at least for semi-bounded Hamiltonians, that the decay law cannot be purely exponential; there must be deviations at least at short and long times. This implies that, in more precise terms, the question is whether the decay law is exponential up to errors vanishing as the perturbation strength tends to zero. So at the rigorous level the crucial problem is the estimation of the errors. This proved to be a hard problem, and only during the past decades consistent rigorous results have been obtained. The generic result is that (see $[3,5,12,16,24]$ and references therein) the decay law is indeed (quasi)exponential, i.e. exponential up to error terms vanishing in the limit $\varepsilon \rightarrow 0$, as long as the resolvent of the unperturbed Hamiltonian is sufficiently smooth, when projected onto the subspace orthogonal to the eigenvalue under consideration. For most cases of physical interest this turns out to be the case, as long as the unperturbed eigenvalue lies in the continuum, far away from the energetic thresholds, and this explain the tremendous success of the FGR formula.

The problem with the exponential decay law appears for bound states situated near a threshold, since in this case the projected resolvent might
not be smooth, or may even blow up, when there is a zero resonance ${ }^{1}$ at the threshold, see e.g. $[14,15,16]$ and references therein. As it has been pointed out in [2], at threshold the FGR formula does not apply. Moreover, the fact that the non-smoothness of the resolvent opens the possibility of a non-exponential decay at all times has been mentioned at the heuristic level [20,22] (although this possibility for the non-degenerate case has been sometimes denied [25]).

Let us mention that the question of the decay law for near threshold bound states is more than an academic one. While having the bound state in the very neighborhood of a threshold is a non-generic situation, recent advances in experimental technique have made it possible to realize this case for the so-called Feshbach resonances, where (with the aid of a magnetic field) it is possible to tune the energy of the bound state (and then the resonance position) throughout a neighborhood of the threshold energy.

The decay law for the case, when the resonance position is close to the threshold, has been considered at the rigorous level in [16, 17, 18, 19]. More precisely, in $[16,17,18]$ the threshold bound states were considered, but under the condition that the shift in the energy due to perturbation (see [16, (3.1)]) is sufficiently large, such that the resonance position is at a distance of order $\varepsilon$ from the threshold. In this case it turns out that the decay law is still exponential, but the FGR has to be modified. It is interesting to note that since in this case the $\varepsilon$ dependence of the decay rate is a fractional power, the modified FGR cannot be obtained by naive perturbation theory.

The other case, when the resonance position is very close to the threshold (in a neighborhood of the threshold, shrinking as $\varepsilon \rightarrow 0$ ), has been considered in [8] for a two channel model Hamiltonian with the structure used in Feshbach resonance theory $[21,30]$. The main result is the proof at the rigorous level that for some energy ranges the decay law is definitely nonexponential. More precisely, we proved that the survival probability, up to some error terms vanishing in the limit $\varepsilon \rightarrow 0$, can be written as an explicit integral, which has been analyzed numerically. The numerical study revealed that a remarkable variety, depending upon the values of the parameters involved, of different decay laws appear: Close to an exponential one, definitely non-exponential, or bound state like.

The present paper is a continuation of [8]. The setting is the same, but we add two important things. First, using an appropriate ansatz, close in the spirit to the well known Lorentzian (Breit-Wigner) approximation for per-

[^1]turbed eigenvalues far from the threshold, but with a functional form taking into account the threshold behavior of the resolvent near threshold, we are able to cover a small $\varepsilon$-independent neighborhood of the threshold, improving at the same time the error term. Secondly, we express the approximated survival probability amplitude in terms of some special functions, related to the error function, replacing the exponential function in the decay law. As a result, we are able to obtain a rigorous and detailed description of the crossover of the decay law, as the resonance position is tuned through the threshold from positive to negative energies via tuning of $E_{0}$ : Exponential decay with the usual FGR decay rate, to exponential decay with the modified FGR decay rate, then to non-exponential decay, and finally to bound state behaviour.

The contents of the paper is as follows. In Section 2 we recall from [8] the model Hamiltonian and its properties. Section 3 contains the guiding heuristics discussion, and a detailed description of the results. Section 4 contains the proofs. In the Appendix we discuss the properties of the functions appearing in the expression for the approximate survival probability amplitude, and their relations with error function and related special functions.

## 2 Notation and Assumptions

The setting is the same as in [8]. We repeat it below for the reader's convenience. We develop the theory in a somewhat abstract setting, which is applicable to two channel Schrödinger operators in odd dimensions, as they appear for example in the theory of Feshbach resonances (see e.g. [21, 30], and references therein).

Consider

$$
H=\left[\begin{array}{cc}
H_{\mathrm{op}} & 0 \\
0 & H_{\mathrm{cl}}
\end{array}\right] \quad \text { on } \mathcal{H}=\mathcal{H}_{\mathrm{op}} \oplus \mathcal{H}_{\mathrm{cl}} .
$$

In concrete cases $\mathcal{H}_{\mathrm{op}}=L^{2}\left(\mathbf{R}^{3}\right)$ (or $L^{2}\left(\mathbf{R}_{+}\right)$in the spherically symmetric case), and $H_{\text {op }}=-\Delta+V_{\text {op }}$ with $\lim _{|\mathbf{x}| \rightarrow \infty} V_{\mathrm{op}}(\mathbf{x})=0 . \quad H_{\text {op }}$ describes the "open" channel. As for the "closed" channel, one starts again with a Schrödinger operator, but with $\lim _{|\mathbf{x}| \rightarrow \infty} V_{\mathrm{cl}}(\mathbf{x})=V_{\mathrm{cl}, \infty}>0$. One assumes that $H_{\mathrm{cl}}$ has bound states below $V_{\mathrm{cl}, \infty}$, which may be embedded in the continuum spectrum of $H_{\mathrm{op}}$. Only these bound states are relevant for the problem at hand. Thus one can retain only one isolated eigenvalue (or a group of almost degenerate eigenvalues isolated from the rest of the spectrum); the inclusion of the rest of the spectrum of $H_{\mathrm{cl}}$ merely "renormalizes" the values of some coefficients, without changing the qualitative picture. In this paper we shall consider only non-degenerate eigenvalues, i.e. we shall take $H_{\mathrm{cl}}=E_{0}$
in $\mathcal{H}_{\mathrm{cl}}=\mathbf{C}$, such that

$$
H=\left[\begin{array}{cc}
H_{\mathrm{op}} & 0  \tag{2.1}\\
0 & E_{0}
\end{array}\right],
$$

on

$$
\mathcal{H}=\mathcal{H}_{\mathrm{op}} \oplus \mathbf{C}=\left\{\left.\Psi=\left[\begin{array}{c}
\psi \\
\beta
\end{array}\right] \right\rvert\, \psi \in \mathcal{H}_{\mathrm{op}}, \beta \in \mathbf{C}\right\} .
$$

Apart from the spectrum of $H_{\mathrm{op}}, H$ has a bound state

$$
\Psi_{0}=\left[\begin{array}{l}
0  \tag{2.2}\\
1
\end{array}\right], \quad \text { such that } H\left[\begin{array}{l}
0 \\
1
\end{array}\right]=E_{0}\left[\begin{array}{l}
0 \\
1
\end{array}\right] .
$$

The problem is to study the fate of $E_{0}$, when an interchannel perturbation

$$
\varepsilon W=\varepsilon\left[\begin{array}{cc}
0 & W_{12}  \tag{2.3}\\
W_{21} & 0
\end{array}\right]
$$

is added to $H$, i.e. the total Hamiltonian is

$$
\begin{equation*}
H_{\varepsilon}=H+\varepsilon W \text {. } \tag{2.4}
\end{equation*}
$$

Throughout the paper we assume, without loss of generality, that $\varepsilon>0$. For simplicity, we assume that $W$ is a bounded self-adjoint operator on $\mathcal{H}$.

As already said in the Introduction, the quantity to be studied is the so-called survival probability amplitude

$$
\begin{equation*}
A_{\varepsilon}(t)=\left\langle\Psi_{0}, e^{-i t H_{\varepsilon}} \Psi_{0}\right\rangle \tag{2.5}
\end{equation*}
$$

As in $[16,8]$ we shall use the stationary approach to write down a workable formula for $A_{\varepsilon}(t)$. For this purpose we use the Stone formula to express the compressed evolution in terms of the compressed resolvent, and then we use the Schur-Livsic-Feshbach-Grushin (SLFG) partition formula to express the compressed resolvent as an inverse (for details, further references, and historical remarks about the SLFG formula, we send the reader to [16]). More precisely, by using the Stone formula and the SLFG formula, one arrives at the following basic formula for $A_{\varepsilon}(t)$, which often appears in the physics literature and is a particular case of the general formula in [16].

$$
\begin{equation*}
A_{\varepsilon}(t)=\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} F(x+i \eta, \varepsilon)^{-1} d x \tag{2.6}
\end{equation*}
$$

with

$$
\begin{equation*}
F(z, \varepsilon)=E_{0}-z-\varepsilon^{2} g(z), \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
g(z)=\left\langle\Psi_{0}, W Q^{*}\left(H_{\mathrm{op}}-z\right)^{-1} Q W \Psi_{0}\right\rangle \tag{2.8}
\end{equation*}
$$

and $Q$ is the orthogonal projection on $\mathcal{H}_{\text {op }}$, considered as a map from $\mathcal{H}$ to $\mathcal{H}_{\text {op }}$.

Since we are interested in the form of $A_{\varepsilon}(t)$, when $E_{0}$ is near a threshold of $H_{\mathrm{op}}$, we shall assume that 0 is a threshold of $H_{\mathrm{op}}$, and that $E_{0}$ is close to zero.

The following assumption is imposed in the sequel and will not be repeated. Condition (iii) is imposed to exclude the trivial case.

Assumption 2.1. (i) There exists $a>0$, such that $(-a, 0) \subset \rho\left(H_{\mathrm{op}}\right)$ (the resolvent set) and $[0, a] \subset \sigma_{\text {ess }}\left(H_{\mathrm{op}}\right)$.
(ii) $\left|E_{0}\right| \leq \frac{1}{2}$.
(iii) We have $Q W \Psi_{0} \neq 0$.

From Assumption 2.1 and (2.8) we get the following result.
Proposition 2.2. (i) $g(z)$ is analytic in $\mathbf{C} \backslash\{(-\infty,-a] \cup[0, \infty)\}$.
(ii) $g(\bar{z})=\overline{g(z)}$.
(iii) $g(z)$ is strictly increasing on $(-a, 0)$.
(iv) $\operatorname{Im} g(z)>0$ for $\operatorname{Im} z>0$.

The aim of this paper is to consider at the rigorous mathematical physics level the problem of the decay law, for the case that $E_{0}$ is tuned past the threshold. For that purpose we need assumptions about the behavior of the function $g(z)$ in the neighborhood of the origin. In stating this assumption we use the notation from $[8,16]$ to facilitate reference to those papers.

Assumption 2.3. For $\operatorname{Re} \kappa \geq 0$ and $z \in \mathbf{C} \backslash[0, \infty)$ we let

$$
\begin{equation*}
\kappa=-i \sqrt{z}, \quad z=-\kappa^{2} . \tag{2.9}
\end{equation*}
$$

Let for $a>0$

$$
\begin{equation*}
D_{a}=\{z \in \mathbf{C} \backslash[0, \infty)| | z \mid<a\} . \tag{2.10}
\end{equation*}
$$

Then for $z \in D_{a}$

$$
\begin{equation*}
g(z)=\sum_{j=-1}^{4} \kappa^{j} g_{j}+\kappa^{5} r(\kappa), \tag{2.11}
\end{equation*}
$$

$$
\begin{gather*}
\frac{d}{d z} g(z)=-\frac{1}{2 \kappa} \sum_{j=-1}^{4} j \kappa^{j-1} g_{j}+\kappa^{3} s(\kappa),  \tag{2.12}\\
\sup _{z \in D_{a}}\{|r(\kappa)|,|s(\kappa)|\}<\infty . \tag{2.13}
\end{gather*}
$$

Furthermore, we assume that $\lim _{\operatorname{Im} z \backslash 0}\left(g(z)-g_{-1} \kappa^{-1}\right)$ exists and is continuous on $(-a, a)$.

As already explained, Assumption 2.3 includes the case, when $H_{\mathrm{op}}=$ $-\Delta+V_{\text {op }}$ in odd dimensions. The expansions for the resolvent of $-\Delta+V_{\text {op }}$ leading to (2.11) are provided in [14, 13, 26, 15, 16, 17]. Taking into account that (at least formally)

$$
\frac{d}{d z} g(z)=\left\langle\Psi_{0}, W Q^{*}\left(H_{\mathrm{op}}-z\right)^{-2} Q W \Psi_{0}\right\rangle,
$$

the result (2.12) can be derived in the same manner. More precisely, it can be shown that the expansion (2.11) is differentiable, see [14, 26, 33]. Examples of expansions with the corresponding explicit expressions for coefficients $g_{j}$ are given in the Appendix to [16], with references to the literature.

Since the form of the decay law depends strongly upon the behaviour of $g(z)$ near 0 , we divide the considerations into three cases.
(i) The singular case, in which $g_{-1} \neq 0$. In the Schrödinger case this corresponds to the situation, when $H_{\mathrm{op}}$ has a zero resonance at the threshold (see e.g. $[14,16]$ ). Let us recall that the free particle in one dimension belongs to this class. From Proposition 2.2(iv) follows that

$$
\begin{equation*}
g_{-1}>0 . \tag{2.14}
\end{equation*}
$$

(ii) The regular case, in which $g_{-1}=0$ and $g_{1} \neq 0$. We note that $g_{-1}=0$ is the generic case for Schrödinger operators in one and three dimensions. Again from Proposition 2.2(iv) one has

$$
\begin{equation*}
g_{1}<0 . \tag{2.15}
\end{equation*}
$$

Let us remark that the behavior $\operatorname{Im} g(x+i 0) \sim x^{1 / 2}$ as $x \rightarrow 0$ is nothing but the famous Wigner threshold law [30, 23].
(iii) The smooth case, in which $g_{-1}=g_{1}=0$. This case occurs for free Schrödinger operators in odd dimensions larger that three, and in the spherical symmetric case for partial waves $\ell \geq 1$, see [16, 17]. Notice that in this case $\frac{d}{d z} g(z)$ is uniformly bounded in $D_{a}$.

Let for $x \in(-a, a), x \neq 0$,

$$
\begin{equation*}
\lim _{\eta \backslash 0} F(x+i \eta, \varepsilon)=F(x+i 0, \varepsilon)=R\left(x, E_{0}, \varepsilon\right)+i I\left(x, E_{0}, \varepsilon\right) . \tag{2.16}
\end{equation*}
$$

Due to (2.7) and Assumption 2.3, $R\left(x, E_{0}, \varepsilon\right)$ is continuous and strictly decreasing, for sufficiently small $\varepsilon$. Thus for $\varepsilon$ and $E_{0}$ small enough, the equation $R\left(x, E_{0}, \varepsilon\right)=0$ has a unique solution $x_{0}\left(E_{0}, \varepsilon\right)$ on $(-a, a)$ :

$$
\begin{equation*}
R\left(x_{0}\left(E_{0}, \varepsilon\right), E_{0}, \varepsilon\right)=0 \tag{2.17}
\end{equation*}
$$

To simplify the notation we omit the dependence of $R\left(x, E_{0}, \varepsilon\right), I\left(x, E_{0}, \varepsilon\right)$, and $x_{0}\left(E_{0}, \varepsilon\right)$ on $E_{0}$ and $\varepsilon$. Throughout the paper $H_{\text {op }}$ and $W$ are kept fixed, while $E_{0}$ and $\varepsilon$ are parameters; $\varepsilon$ is positive and small, and $E_{0}$ is tuned past the threshold, i.e. takes values in a neighborhood of the origin.

A finite number of constants will appear; they are strictly positive, finite and independent of the parameters $\varepsilon$ and $E_{0}$. We introduce the following notation:

## Notation.

(i) $A \lesssim B$ means that there exists a constant $c$ such that $A \leq c B$. An analogous definition holds for $A \gtrsim B$.
(ii) $A \simeq B$ means that both $A \lesssim B$ and $A \gtrsim B$ hold.
(iii) $A \cong B$ means that $A$ and $B$ are equal to leading order in a parameter, e.g. $A=B+\delta(\varepsilon)$ with $\lim _{\varepsilon \backslash 0} \delta(\varepsilon)=0$.

## 3 Heuristics and the results

We first give the heuristics, and then we state our results.

### 3.1 Heuristics

For $E_{0}$ outside a small (possibly $\varepsilon$-dependent) neighborhood of the origin, the situation is well understood, both at the heuristic level, and at the rigorous level. Indeed, for negative $E_{0}$, using the analytic perturbation theory, one can show that

$$
\begin{equation*}
\left|A_{\varepsilon}(t)-e^{-i t E_{\varepsilon}}\right| \lesssim \varepsilon^{2}, \tag{3.1}
\end{equation*}
$$

where $E_{\varepsilon}$ is the perturbed eigenvalue, which coincides with $E_{0}$ in the limit $\varepsilon \rightarrow 0$. As a consequence, the survival probability remains close to one uniformly in time.

On heuristic grounds, if $E_{0}$ is positive, i.e. embedded in the essential spectrum of $H_{\mathrm{op}}, \Psi_{0}$ turns into a metastable decaying state. The main problem is to compute the "decay law", i.e. $\left|A_{\varepsilon}(t)\right|^{2}$, up to error terms vanishing in the limit $\varepsilon \rightarrow 0$. For eigenvalues embedded in the continuum spectrum the heuristics for the exponential decay $\operatorname{law}^{2}\left|A_{\varepsilon}(t)\right|^{2} \cong e^{-2 \Gamma(\varepsilon) t}$ runs as follows.

Suppose $F(z, \varepsilon)$ is sufficiently smooth, as $z$ approaches the real line from above, $F(x+i 0, \varepsilon)$, for $x$ in a neighborhood of $E_{0}$. Let $F(x+i 0, \varepsilon)=$ $R(x)+i I(x)$. Then the equation $R(x)=0$ has a solution $x_{0}$ nearby $E_{0}$. The idea is that the main contribution to the integral in (2.6) comes from the neighborhood of $x_{0}$, and in this neighborhood

$$
\begin{equation*}
F(x+i 0, \varepsilon) \cong x_{0}-x+i I\left(x_{0}\right), \tag{3.2}
\end{equation*}
$$

and then

$$
\begin{equation*}
\operatorname{Im} F(x, \varepsilon)^{-1} \cong \frac{-I\left(x_{0}\right)}{\left(x-x_{0}\right)^{2}+I\left(x_{0}\right)^{2}}, \tag{3.3}
\end{equation*}
$$

i.e. it has a Lorentzian peak shape leading to

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2} \cong e^{-2\left|I\left(x_{0}\right)\right| t} . \tag{3.4}
\end{equation*}
$$

For mathematical substantiation of this heuristics in the case, where either $E_{0}>0$ (embedded eigenvalues) or $E_{0}=0$ (threshold eigenvalues) but the perturbation "pushes" the eigenvalue sufficiently "far" into the continuum spectrum such that $x_{0} \gtrsim \varepsilon$, we send the reader to [16] and references therein. In the cases where the resolvent has an analytic continuation through the positive semi-axis, $z_{0} \cong x_{0}+i I\left(x_{0}\right)$ is nothing but the position of the "resonance pole" and $x_{0}$ and $-I\left(x_{0}\right)$ are called resonance position and width, respectively. In this setting the exponential decay law comes from the resonance pole contribution, while the error term comes from the contribution of the "background" integral, see [12]. It is well known that irrespective of the approach the main technical difficulty is to estimate the error term.

The problem with the energies near the threshold is that $F(x+i 0, \varepsilon)$ might not be smooth and can even blow up (see Assumption 2.3), if the open channel has a zero resonance at the threshold. Then a Lorentzian approximation might break down. For the case at hand, elaborating on a heuristic argument in [20], one can quantify at the heuristic level how far from the origin $x_{0}>0$ must be in order to have a chance for an exponential

[^2]decay law: The contribution of the tail at negative $x$ of the Lorentzian must be negligible. Since
\[

$$
\begin{equation*}
\int_{-\infty}^{0} \frac{\left|I\left(x_{0}\right)\right|}{\left(x-x_{0}\right)^{2}+I\left(x_{0}\right)^{2}} d x \simeq \frac{\left|I\left(x_{0}\right)\right|}{x_{0}} \tag{3.5}
\end{equation*}
$$

\]

one gets the condition

$$
\begin{equation*}
\left|I\left(x_{0}\right)\right| \ll x_{0} \tag{3.6}
\end{equation*}
$$

Consider first the condition (3.6) in the singular case. For $x>0$ small enough

$$
I(x) \cong-g_{-1} \varepsilon^{2} x^{-1 / 2}
$$

and the condition (3.6) gives $g_{-1} \varepsilon^{2} x_{0}^{-1 / 2} \ll x_{0}$, i.e.

$$
\begin{equation*}
x_{0} \gg \varepsilon^{4 / 3} \tag{3.7}
\end{equation*}
$$

If we take (by adjusting $E_{0}$ !)

$$
\begin{equation*}
x_{0}=b \varepsilon^{p} \tag{3.8}
\end{equation*}
$$

then one obtains, for $0 \leq p<4 / 3$, the exponential decay law (see (3.4))

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2} \cong e^{-2 g_{-1} b^{-1 / 2} \varepsilon^{2-p / 2} t} \tag{3.9}
\end{equation*}
$$

Notice that for $p=0$ (i.e. the resonance stays away from the threshold as $\varepsilon \rightarrow 0$ ), (3.9) is nothing but the usual Fermi Golden Rule (FGR) formula. However, for $p>0$ but not very large (i.e. the resonance position approaches zero as $\varepsilon \rightarrow 0$, but not too fast) one gets a "modified FGR formula" for which the $\varepsilon$-dependence of the resonance width is $\varepsilon^{2-p / 2}$ instead of the usual $\varepsilon^{2}$-dependence.

For the regular case, a similar argument leads to the condition

$$
\begin{equation*}
x_{0} \gg \varepsilon^{4} \tag{3.10}
\end{equation*}
$$

and a decay law

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2} \cong e^{-2\left|g_{1}\right| b^{1 / 2} \varepsilon^{2+p / 2} t} \tag{3.11}
\end{equation*}
$$

Finally, in the smooth case the condition (3.6) reads

$$
\begin{equation*}
\varepsilon^{2} x_{0}^{1 / 2} \ll 1 \tag{3.12}
\end{equation*}
$$

which holds true irrespective of how close to zero $x_{0}$ is. In other words, in the smooth case one observes an exponential decay law (with a resonance width vanishing as $x_{0} \rightarrow 0$ ), as the resonance position is tuned past the threshold, via the tuning of the eigenvalue $E_{0}$.

### 3.2 Reduction to the case $g_{2}=0$

We argue that it is sufficient to consider the case, when $g_{2}=0$, i.e. (2.11) is replaced with

$$
\begin{equation*}
g(z)=\sum_{\substack{j \geq-1 \\ j \neq 2}}^{N} \kappa^{j} g_{j}+\kappa^{N+1} r(\kappa) \tag{3.13}
\end{equation*}
$$

which leads to a significant simplification of the proofs. Indeed, let

$$
\begin{equation*}
\tilde{F}(z, \varepsilon)=\frac{F(z, \varepsilon)}{1-\varepsilon^{2} g_{2}} . \tag{3.14}
\end{equation*}
$$

On the one hand, notice that if

$$
\begin{equation*}
\tilde{A}_{\varepsilon}(t)=\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} \tilde{F}(x+i \eta, \varepsilon)^{-1} d x \tag{3.15}
\end{equation*}
$$

then for sufficiently small $\varepsilon$ (e.g. $\left|\varepsilon^{2} g_{2}\right| \leq \frac{1}{2}$ ) we have

$$
\begin{equation*}
\left|\tilde{A}_{\varepsilon}(t)-A_{\varepsilon}(t)\right| \lesssim \varepsilon^{2} \tag{3.16}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\tilde{F}(z, \varepsilon)=\tilde{E}_{1}-z-\varepsilon^{2}\left(\tilde{g}_{-1} \kappa^{-1}+\tilde{g}_{1} \kappa+\tilde{g}_{3} \kappa^{3 / 2}+\cdots\right) \tag{3.17}
\end{equation*}
$$

with $\tilde{E}_{1}=\frac{E_{0}-\varepsilon^{2} g_{0}}{1-\varepsilon^{2} g_{2}}$, and $\tilde{g}_{j}=\frac{g_{j}}{1-\varepsilon^{2} g_{2}}$, which is exactly of the same form as $F(z, \varepsilon)$, but without the linear term in the expansion of $g(z)$, and the other coefficients slightly "renormalized". In the sequel we consider only $F(z, \varepsilon)$ with $g(z)$ satisfying (3.13).

### 3.3 Resonance and bound state positions

Summing up, the heuristics predicts that if the resonance position is outside an energy window of size $\varepsilon^{4 / 3}$ and $\varepsilon^{4}$ in the singular and regular case, respectively, then the decay law is exponential with a decay rate depending on, how rapidly the resonance position approaches zero as $\varepsilon \rightarrow 0$. Moreover, it suggests that for the resonance position inside the above energy windows, the decay law is not exponential, but gives no hint about its actual form.

We proceed to the rigorous substantiation of the above heuristics, and to the derivation of decay laws. As the heuristics suggests, the zeroes of $R(x)$ (which for $x<0$ coincide with those of $F(x+i 0, \varepsilon)$ ) play a central rôle. The zero on the positive semi-axis, $x_{0}$, gives the resonance position, while the
zero on negative semi-axis, $x_{b}$, gives the position of the bound state. The propositions below give estimates on $x_{0}$ and $x_{b}$ in terms of the parameters appearing in $F(x+i 0, \varepsilon)$, as given by (2.7) and (2.8).

In the remainder of this paper we shall take $a>0$ small enough, such that Assumption 2.1 holds true, and in addition the terms in $g(z)$ with $j \geq 3$ can be treated as perturbations. Let

$$
\begin{equation*}
E_{1}=E_{0}-\varepsilon^{2} g_{0} \quad \text { with } \quad\left|E_{1}\right| \leq \frac{a}{2} . \tag{3.18}
\end{equation*}
$$

Proposition 3.1. For $E_{1}>0$ and $\varepsilon>0$ sufficiently small, the equation $R(x)=0$ on ( $0, a$ ) has a unique solution $x_{0}$, and

$$
\begin{equation*}
x_{0}=E_{1}+\mathcal{O}\left(\varepsilon^{2} x_{0}^{2}\right) . \tag{3.19}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\lim _{E_{1} \backslash 0} x_{0}=0 . \tag{3.20}
\end{equation*}
$$

Proposition 3.2. (i) Assume $g_{-1} \neq 0$. Then for $\varepsilon>0$ sufficiently small (and irrespective of the value of $E_{1}$ ) the equation $F(x, \varepsilon)=0$ has a unique solution on $(-a, 0)$ and

$$
\begin{align*}
&\left|x_{b}\right| \simeq \begin{cases}\varepsilon^{4 / 3}, & \text { if } 0 \lesssim E_{1} \lesssim \varepsilon^{4 / 3}, \\
\frac{\varepsilon^{4}}{E_{1}^{2}}, & \text { if } E_{1} \gtrsim \varepsilon^{4 / 3},\end{cases}  \tag{3.21}\\
&\left|x_{b}\right| \lesssim \varepsilon^{4 / 3}+\left|E_{1}\right|, \text { for } E_{1} \leq 0 . \tag{3.22}
\end{align*}
$$

(ii) Assume $g_{-1}=0, g_{1} \neq 0$. Then for $E_{1} \geq 0$, the equation $F(x, \varepsilon)=0$ has no solutions on $(-\infty, 0)$. For $-a / 2 \leq E_{1}<0$ and $\varepsilon$ sufficiently small the equation $F(x, \varepsilon)=0$ has a unique solution $x_{b}$ on $(-a, 0)$ and

$$
\begin{equation*}
\left|x_{b}\right| \leq\left|E_{1}\right| . \tag{3.23}
\end{equation*}
$$

### 3.4 Some previous results

In the case, where $F(x+i 0, \varepsilon)$ is sufficiently smooth in a neighborhood of $x_{0}$, the mathematical substantiation of the quasi-exponential decay law (i.e. exponential decay up to errors vanishing as $\varepsilon \rightarrow 0$ ) follows from the results in [16] (see further references in this paper). In particular, for the smooth case, as well as for $x_{0} \simeq \varepsilon$ (i.e. $p=1$ in (3.8)), in the singular and regular case, one still has (quasi)-exponential decay. Let us stress here that in these cases the ansatz (3.2) is nothing but the approximation of $F(z, \varepsilon)$ with a linear
function $L(z)=\alpha+i \beta-z$, where the constants $\alpha$ and $\beta$ are fixed by the condition that $F$ and $L$ coincide at $x_{0}(\varepsilon)$ :

$$
\begin{equation*}
F\left(x_{0}+i 0, \varepsilon\right)=L\left(x_{0}+i 0\right) . \tag{3.24}
\end{equation*}
$$

In the (non-smooth) threshold case it has been proved in [8] that indeed in some energy windows, which depend on the spectral properties of the unperturbed Hamiltonian at the threshold, the decay law is definitely nonexponential for all times. The main idea in [8] is that in the neighborhood of $z=0$ one can replace $F(z, \varepsilon)$ by the following model function

$$
\begin{equation*}
F(z, \varepsilon) \cong E_{0}-z-\varepsilon^{2} \sum_{j=-1}^{N} \kappa^{j} g_{j} \equiv H(z, \varepsilon), \tag{3.25}
\end{equation*}
$$

which leads to non-exponential decay laws. As an example we reproduce below the main result in [8] for the regular case. In this case the model function is (3.25) with $N=2$ (and $g_{-1}=0$ ),

$$
\begin{equation*}
H_{r}(z, \varepsilon)=E_{0}-z-\varepsilon^{2}\left(g_{0}-i g_{1} \sqrt{z}-g_{2} z\right)=d\left(\tilde{E}-z+i \tilde{g}_{1} \sqrt{z}\right), \tag{3.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{E}=\frac{E_{0}-\varepsilon^{2} g_{0}}{1-\varepsilon^{2} g_{2}} \quad \text { and } \quad \tilde{g}_{1}=\frac{g_{1}}{1-\varepsilon^{2} g_{2}} . \tag{3.27}
\end{equation*}
$$

It is assumed that $\varepsilon$ is sufficiently small, such that $d$ is close to one.
Theorem 3.3 ([8, Theorem 2.8]). Suppose $\tilde{E} \in\left[-a / 2,(c / 2) \varepsilon^{3 / 4}\right]$ for some $c>0$. Then for all $t \geq 0$, and for sufficiently small $\varepsilon$, we have the following results.
(i) For $\tilde{E} \geq 0$ we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)-\frac{1}{\pi} \int_{0}^{\infty} \frac{y^{1 / 2}}{(\tilde{f}-y)^{2}+y} e^{-i \tilde{s} y} d y\right| \lesssim \varepsilon^{4 / 3}, \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{s}=\left(\varepsilon^{2} \tilde{g}_{1}\right)^{2} t \quad \text { and } \quad \tilde{f}=\left(\varepsilon^{2} \tilde{g}_{1}\right)^{-2} \tilde{E} . \tag{3.29}
\end{equation*}
$$

(ii) For $\tilde{E} \leq 0$ we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)-\frac{\sqrt{1+4|\tilde{f}|}-1}{\sqrt{1+4|\tilde{f}|}} e^{-i t x_{b}}-\frac{1}{\pi} \int_{0}^{\infty} \frac{y^{1 / 2}}{(\tilde{f}-y)^{2}+y} e^{-i \tilde{s} y} d y\right| \lesssim \varepsilon^{4 / 3} . \tag{3.30}
\end{equation*}
$$

Remark 3.4. In terms of $\tilde{f}$ the scaling in (3.8) can be written as

$$
\begin{equation*}
x_{0} \cong \tilde{f} \varepsilon^{p-4} \tag{3.31}
\end{equation*}
$$

so according to the heuristics $\tilde{f}=$ const. is just the borderline between exponential and non-exponential decay laws. This is substantiated by the numerical computations presented in [8], as well as by the rigorous results in [16] for $p=1$ i.e. $\tilde{f} \simeq \varepsilon^{-3}$.

Remark 3.5. Again in terms of the scaling (3.8), the interval $p \in(0,3 / 4)$ is not covered by the results in [8]. One of the main goals here is to fill this gap, in order to have a complete picture of the crossover from exponential to non-exponential decay laws.

### 3.5 The model functions

We recall first that in the case of embedded eigenvalues (i.e. $p=0$ ) the "model function" approximating $F(z, \varepsilon)$ is the linear approximation (3.2), determined by the condition (3.24). The ansatz we shall adopt in this paper for the "model function" approximating $F(z, \varepsilon)$ for all $p \in(0, \infty)$, see (3.8), is to replace $F(z, \varepsilon)$ by a function, $H(z)$, resembling the expansion of $F(z, \varepsilon)$ around the threshold, whose free parameters are fixed by a condition similar to (3.24).

More precisely, in the singular case, $g_{-1} \neq 0$,

$$
\begin{equation*}
H_{s}(z)=\alpha-z-\varepsilon^{2} \beta \kappa^{-1}, \tag{3.32}
\end{equation*}
$$

and in the regular case, $g_{-1}=0, g_{1} \neq 0$,

$$
\begin{equation*}
H_{r}(z)=\alpha-z+\varepsilon^{2} \beta \kappa . \tag{3.33}
\end{equation*}
$$

The signs in (3.32) and (3.33) are chosen to ensure that in all cases $\beta \geq 0$. The condition $\beta>0$ should be compared with the Fermi Golden Rule condition, imposed in the case of an embedded eigenvalue ( $p=0$ case).

Thus in both cases there are two real parameters $\alpha$ and $\beta$, to be determined. In the case $E_{1} \geq 0$ the condition used is $F\left(x_{0}, \varepsilon\right)=H_{\iota}\left(x_{0}\right), \iota \in\{s, r\}$. Equality of the real and imaginary parts gives the two equations used to determine $\alpha$ and $\beta$. In the case $E_{1}<0$ the functions $F(x)$ and $H(x)$ are real-valued. The conditions used are $F\left(x_{b}, \varepsilon\right)=H_{\iota}\left(x_{b}\right), \iota \in\{s, r\}$, together with

$$
\begin{equation*}
\frac{d}{d x} F\left(x_{b}, \varepsilon\right)=\frac{d}{d x} H_{\iota}\left(x_{b}\right), \quad \iota \in\{s, r\} . \tag{3.34}
\end{equation*}
$$

Thus in the case $E_{1}<0$ our conditions determining $\alpha$ and $\beta$ give as a result that the residues at the pole $x_{b}$ of $\frac{1}{F(x, \varepsilon)}$ and $\frac{1}{H_{\iota}(x)}, \iota \in\{s, r\}$, are equal.

It is clear from this discussion that the parameters $\alpha$ and $\beta$ take values depending on which case is being considered. These values will be given in connection with the proofs, since they are only needed there.

Remark 3.6. Let us note that the determination of $\alpha$ leads to

$$
\alpha= \begin{cases}x_{0}, & \text { for } E_{1} \geq 0  \tag{3.35}\\ x_{b}+\text { small term }, & \text { for } E_{1}<0\end{cases}
$$

The precise form of the small term for $E_{1}<0$ depends on the case being considered.

### 3.6 Main results; error analysis

We are now in a position to formulate the main technical results of this paper: For $\varepsilon$ sufficiently small and $E_{0}$ in an $\varepsilon$-independent neighborhood of the threshold, the error in $A_{\varepsilon}(t)$ due to the replacement of $F(z, \varepsilon)$ with the model functions $H_{\iota}(z), \iota \in\{s, r\}$ (as given by (3.32), (3.33), (3.35), and (3.34)) vanishes in the limit $\varepsilon \rightarrow 0$. In other words, we have to control $\left|A_{\varepsilon}(t)-\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} H_{\iota}(x+i \eta)^{-1} d x\right|$ as $\varepsilon \rightarrow 0$.

The contribution of the negative semi-axis in $\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} H_{\iota}(x+$ $i \eta)^{-1} d x$ is just the residue at the zero, $\tilde{x}_{b}$, of $H_{l}(z)$ (when it exists) and equals $-\frac{1}{\frac{d}{d x} H_{\iota}\left(\tilde{x}_{b}\right)} e^{-i t \tilde{x}_{b}}$. Accordingly

$$
\begin{equation*}
\lim _{\eta \searrow 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} H_{\iota}(x+i \eta)^{-1} d x=-\frac{1}{\frac{d}{d x} H_{\iota}\left(\tilde{x}_{b}\right)} e^{-i t \tilde{x}_{b}}+\hat{A}_{\varepsilon, \iota}(t) \tag{3.36}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{A}_{\varepsilon, \iota}(t) \equiv \frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{\iota}(x+i 0)^{-1} d x, \quad \iota \in\{s, r\} \tag{3.37}
\end{equation*}
$$

Notice that by definition of $H_{\iota}(z)$, for $E_{1}<0$, we have $\tilde{x}_{b}=x_{b}$, and the contribution of the negative semi-axis in $\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} H_{\iota}(x+i \eta)^{-1} d x$ and in $\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} F(x+i \eta, \varepsilon)^{-1} d x$ are equal. For $\iota=s, x_{b}$ exists also for $E_{1} \geq 0$, and in this case $\tilde{x}_{b} \neq x_{b}$, but still as $\varepsilon \rightarrow 0$, we have $\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)} \cong \frac{1}{\frac{d}{d x} F\left(x_{b}, \varepsilon\right)}$ (see the proof of Theorem 3.8).
Theorem 3.7 (Regular case). Let $g_{-1}=0, g_{1} \neq 0$. There exists $c, \frac{a}{2} \geq c>$ 0 , such that for sufficiently small $\varepsilon,\left|E_{0}\right| \leq c$, and all $t \geq 0$, we have

$$
\begin{align*}
\mid A_{\varepsilon}(t)- & \left.\lim _{\eta \gtrsim 0} \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-i t x} \operatorname{Im} H_{r}(x+i \eta)^{-1} d x \right\rvert\, \\
& \lesssim \begin{cases}\varepsilon^{2}\left(1+x_{0}^{1 / 2}|\ln \varepsilon|\right), & \text { for } E_{1}>0, \\
\varepsilon^{2}, & \text { for } E_{1} \leq 0 .\end{cases} \tag{3.38}
\end{align*}
$$

Theorem 3.8 (Singular case). Let $g_{-1} \neq 0$. There exists $c, \frac{a}{2} \geq c>0$, such that for sufficiently small $\varepsilon,\left|E_{0}\right| \leq c$, and all $t \geq 0$, we have
(i) Let $E_{1} \geq 0$, and let $\tilde{x}_{b}$ be the unique solution of $H_{s}(x)=0$ on the negative semi-axis. Then

$$
\begin{align*}
\left\lvert\, A_{\varepsilon}(t)+\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)} e^{-i t x_{b}}\right. & \left.-\lim _{\eta>0} \frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{s}(x+i \eta)^{-1} d x \right\rvert\, \\
& \lesssim \begin{cases}\frac{\varepsilon^{2}}{x_{0}^{1 / 2}}|\ln \varepsilon|, & \text { for } x_{0} \gtrsim \varepsilon^{4 / 3}, \\
\varepsilon^{4 / 3}, & \text { for } x_{0} \lesssim \varepsilon^{4 / 3} .\end{cases} \tag{3.39}
\end{align*}
$$

(ii) Let $E_{1}<0$. Then

$$
\begin{align*}
\left\lvert\, A_{\varepsilon}(t)+\frac{1}{\frac{d}{d x} H_{s}\left(x_{b}\right)} e^{-i t x_{b}}\right. & \left.-\lim _{\eta \backslash 0} \frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{s}(x+i 0)^{-1} d x \right\rvert\, \\
& \lesssim \begin{cases}\frac{\varepsilon^{2}}{\left|E_{1}\right|^{1 / 2}}, & \text { for }\left|E_{1}\right| \gtrsim \varepsilon^{4 / 3}, \\
\varepsilon^{4 / 3}, & \text { for }\left|E_{1}\right| \lesssim \varepsilon^{4 / 3} .\end{cases} \tag{3.40}
\end{align*}
$$

Remark 3.9. For the smooth case $\left(g_{-1}=g_{1}=0\right)$, see [8, Theorem 2.10]. This result gives an exponential decay law irrespective of the value of $E_{0}$.

Remark 3.10. We compare Theorem 3.3 with Theorem 3.7. The latter result is valid in an $\varepsilon$-independent neighborhood of zero, and has a better error estimate. This is due to the choice of $\alpha$ and $\beta$. The disadvantage is that these coefficients are not given in terms of expansion coefficients in $g(z)$, but are solutions to equations, which can be solved by perturbative methods.

### 3.7 Error function analysis: Crossover from exponential to non-exponential decay laws

As shown in the previous section, the bound state contribution has a simple form. Thus it remains to compute $\hat{A}_{\varepsilon, \iota}(t)$ as given by (3.37). Since $H_{\iota}$, $\iota \in\{s, r\}$, have a simple functional form with only two free parameters, the integral in the r.h.s of (3.37) can be evaluated numerically or expressed in closed form in terms of some special functions. Some examples of numerical computations substantiating the heuristics presented in previous subsections have been presented in [8], but a detailed analytical study of the asymptotics was postponed. One of the main goals of this paper is to perform this analysis. The main point is that $A_{\varepsilon}(t)$, as well as its asymptotics, can be expressed
in terms of some special functions

$$
\begin{align*}
& \mathcal{I}_{1}(z)=\frac{2 z}{i \pi} \int_{0}^{\infty} \frac{e^{-i x^{2}}}{x^{2}-z^{2}} d x  \tag{3.41}\\
& \mathcal{I}_{p}(z)=\frac{1}{(p-1)!} \frac{d^{p-1}}{d z^{p-1}} \mathcal{I}_{1}(z), \quad p=2,3, \ldots, \tag{3.42}
\end{align*}
$$

closely related to the error function (see Appendix A for a detailed study of $\left.\mathcal{I}_{p}(z)\right)$.

### 3.7.1 The regular case

We begin with the (simpler) regular case. Here $H_{r}(z)=\alpha-z+\varepsilon^{2} \beta \kappa$, where $\alpha$ lies in a small neighborhood of the origin and $\beta>0$. Let

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t) \equiv \frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{r}(x+i 0)^{-1} d x . \tag{3.43}
\end{equation*}
$$

Passing to the variable $k=\sqrt{z}=i \kappa$ we get

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t)=\frac{1}{i \pi} \int_{-\infty}^{\infty} \frac{e^{-i t k^{2}}}{P_{r}(\kappa)} k d k \tag{3.44}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{r}(\kappa)=\kappa^{2}+\varepsilon^{2} \beta \kappa+\alpha . \tag{3.45}
\end{equation*}
$$

The integral on the r.h.s. of (3.44) is to be understood as $\lim _{A \rightarrow \infty} \int_{-A}^{A} \frac{e^{-i t k^{2}}}{P_{r}(\kappa)} k d k$. When the zeroes of $P_{r}$ are distinct, a partial fraction decomposition yields the following result.

Proposition 3.11 (Regular case).

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t)=-\sum_{j=1}^{2} q_{j} \mathcal{I}_{1}\left(i \kappa_{j} \sqrt{t}\right) \tag{3.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{j}=\frac{1}{2}\left(-\varepsilon^{2} \beta-(-1)^{j} \sqrt{\varepsilon^{4} \beta^{2}-4 \alpha}\right), \quad j=1,2, \tag{3.47}
\end{equation*}
$$

are the roots of $P_{r}(\kappa)$, and

$$
\begin{equation*}
q_{j}=\frac{1}{2}\left(1+(-1)^{j} \frac{\varepsilon^{2} \beta}{\sqrt{\varepsilon^{4} \beta^{2}-4 \alpha}}\right), \quad j=1,2, \tag{3.48}
\end{equation*}
$$

are the corresponding residues of $\frac{\kappa}{P_{r}(\kappa)}$.

Remark 3.12. For $\alpha=\frac{\beta^{2} \varepsilon^{4}}{4}$, the $\kappa_{j}, j=1,2$, coincide and the coefficients $q_{j}$ become infinite. One can show that as $\alpha \rightarrow \frac{\beta^{2} \varepsilon^{4}}{4}$. the formula (3.46) has a limit

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t)=i \mathcal{I}_{3}\left(i \frac{\beta \varepsilon^{2}}{2} \sqrt{t}\right) \tag{3.49}
\end{equation*}
$$

We shall not make use of (3.49) in what follows, since the case $\alpha=\frac{\beta^{2} \varepsilon^{4}}{4}$ belongs to the crossover regime (see below), when $\hat{A}_{\varepsilon, r}$ is given also by (3.67), which has been analyzed in [8].

As a consequence of Proposition 3.11 we can now discuss the various regimes.

## The exponential regime

According to the heuristics, if we set

$$
\begin{equation*}
\alpha=b \varepsilon^{p}, \quad b>0, \tag{3.50}
\end{equation*}
$$

then for

$$
\begin{equation*}
p \in[0,4) \tag{3.51}
\end{equation*}
$$

the decay law is still exponential. Fix $p \in[0,4)$. Notice that as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\frac{\varepsilon^{2}}{\sqrt{\alpha}} \simeq \varepsilon^{2-\frac{p}{2}} \tag{3.52}
\end{equation*}
$$

and then (see Remark 3.12) one can use Proposition 3.11.
In this case there is no bound state contribution. Using the properties of $\mathcal{I}_{p}(z)$ (see Appendix A), one obtains
Proposition 3.13 (Regular case). (i) Using (3.47) and (3.48), we have

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t)=2 q_{2} e^{i \kappa_{2}^{2} t}-\frac{\beta}{2} \frac{\varepsilon^{2}}{\sqrt{\alpha}} \overline{\mathcal{I}_{3}(i \sqrt{\alpha t})}+\mathcal{O}\left(\varepsilon^{4-p}\right) \tag{3.53}
\end{equation*}
$$

and up to error terms as in Theorem 3.7 we have

$$
\begin{equation*}
A_{\varepsilon}(t)=\hat{A}_{\varepsilon, r}(t) . \tag{3.54}
\end{equation*}
$$

(ii) For $p \in[0,4)$ we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=e^{-2 \beta b^{1 / 2} \varepsilon^{2+\frac{p}{2}} t} \tag{3.55}
\end{equation*}
$$

and for $p \in(0,4)$ we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=e^{-2\left|g_{1}\right| b^{1 / 2} \varepsilon^{2+\frac{p}{2}} t}, \tag{3.56}
\end{equation*}
$$

in both cases up to errors vanishing as $\varepsilon \rightarrow 0$.

The formula (3.56) agrees with the heuristic formula (3.11), as well as with the rigorous result in [16] for $p=1$. Notice that, as expected, as $p$ approaches 4 from below, the exponential decay law becomes less and less accurate, so one needs to compute corrections. Proposition 3.13 gives only the first order correction in $\varepsilon^{2} / \sqrt{|\alpha|}$, but the method of proof provides also the higher order corrections.

## The bound state regime

If

$$
\begin{equation*}
\alpha=-b \varepsilon^{p}, \quad b>0, \tag{3.57}
\end{equation*}
$$

then for

$$
\begin{equation*}
p \in[0,4) \tag{3.58}
\end{equation*}
$$

one expects (see the heuristics) a bound state regime i.e. to leading order the contribution comes from the bound state. The result below provides the mathematical substantiation as well as the first order correction. Again the proof gives the means to compute higher order corrections.

As in the previous case, as $\varepsilon \rightarrow 0$, we have

$$
\begin{equation*}
\frac{\varepsilon^{2}}{\sqrt{|\alpha|}} \simeq \varepsilon^{2-\frac{p}{2}} \tag{3.59}
\end{equation*}
$$

Note that $\kappa_{1}>0$, and there is a contribution from the pole of $\frac{1}{F(z, \varepsilon)}$ at $x_{b}=-\kappa_{1}^{2}$.

The analogue of Proposition 3.13 reads
Proposition 3.14 (Regular case).

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}(t)=-i \frac{\beta}{2} \frac{\varepsilon^{2}}{\sqrt{|\alpha|}} \mathcal{I}_{3}(i \sqrt{|\alpha| t})+\mathcal{O}\left(\varepsilon^{(4-p)}\right), \tag{3.60}
\end{equation*}
$$

and up to error terms as in Theorem 3.7 we have

$$
\begin{equation*}
A_{\varepsilon}(t)=\hat{A}_{\varepsilon, r}(t)+\left(1-i \frac{\beta}{2} \frac{\varepsilon^{2}}{\sqrt{|\alpha|}}\right) e^{i \kappa_{1}^{2} t} \tag{3.61}
\end{equation*}
$$

To leading order one obtains the bound state behavior

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=1 \tag{3.62}
\end{equation*}
$$

## The non-exponential regime

We come now to the most interesting part of our analysis, when

$$
\begin{equation*}
|\alpha|=b \varepsilon^{p}, \quad b>0, \quad \text { with } \quad p \geq 4 \tag{3.63}
\end{equation*}
$$

According to the heuristics, for these values of $p$ the decay law is neither (quasi)-exponential nor bound state like. We consider two cases separately.

Case 1: The threshold regime given by $p>4$.
In this case the survival probability amplitude is given by
Proposition 3.15 (Regular case). Up to errors as in Theorem 3.7 we have

$$
\begin{equation*}
A_{\varepsilon}(t)=\mathcal{I}_{1}\left(i \varepsilon^{2} \beta \sqrt{t}\right)+\mathcal{O}\left(\varepsilon^{p-4}\right) \tag{3.64}
\end{equation*}
$$

The result (3.64) implies that the decay law is non-exponential for all $p>4$.

Remark 3.16. The error term becomes more and more important, as $p$ approaches the critical value $p=4$. As before, higher order corrections to the leading term can be computed in terms of $\mathcal{I}_{p}$. The leading term is independent of $\alpha$ and equals the threshold case $x_{0}=E_{1}=0$. Since $\mathcal{I}_{1}$ can be expressed (see Appendix A) in terms of the error function, one can rewrite (3.64) as follows:

$$
\begin{equation*}
A_{\varepsilon}(t)=\mathrm{w}\left(e^{i 3 \pi / 4} \varepsilon^{2} \beta \sqrt{t}\right)+\mathcal{O}\left(\varepsilon^{p-4}\right)=e^{i s}\left(1-\operatorname{erf}\left(e^{i \pi / 4} s^{1 / 2}\right)\right)+\mathcal{O}\left(\varepsilon^{p-4}\right) \tag{3.65}
\end{equation*}
$$

where

$$
\begin{equation*}
s=\beta^{2} \varepsilon^{4} t \tag{3.66}
\end{equation*}
$$

In particular, (3.66) implies that the threshold decay time scale in the regular case is $t \sim \varepsilon^{-4}$.

Case 2: The "crossover regime", which is given by $p=4$.
This case has been considered in [8]. Indeed, in this case in scaled variables $s=\varepsilon^{4} \beta^{2} t, \quad f=\frac{\alpha}{\varepsilon^{4} \beta^{2}}$ (note that for $p=4, f=$ const.) we have directly from (3.43) and (3.33):

$$
\begin{equation*}
\hat{A}_{\varepsilon}(t)=\frac{1}{\pi} \int_{0}^{\infty} \frac{y^{1 / 2}}{(f-y)^{2}+y} e^{-i s y} d y \tag{3.67}
\end{equation*}
$$

and the integral has been analyzed numerically in [8]. The decay law is nonexponential for finite $f$, while as $f \rightarrow \pm \infty$, one reaches the exponential and bound state behaviour, respectively.

### 3.7.2 The singular case

We now turn to the singular case, where the function approximating $F(z, \varepsilon)$ is given by $H_{s}(z)=\alpha-z-\varepsilon^{2} \beta / \kappa$, with $\alpha$ lying in a small neighborhood of the origin, and $\beta>0$. The results are similar to those in the regular case, but a bit more complicated, due to the singular behavior of $H_{s}(z)$.

We recall (3.37) that

$$
\begin{equation*}
\hat{A}_{\varepsilon, s}(t)=\frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{s}(x+i 0)^{-1} d x \tag{3.68}
\end{equation*}
$$

Passing to the variable $k=\sqrt{z}=i \kappa$, we can write it as

$$
\begin{equation*}
\hat{A}_{\varepsilon, s}(t)=\frac{-1}{\pi} \int_{-\infty}^{\infty} \frac{k^{2} e^{-i t k^{2}}}{P_{s}(\kappa)} d k \tag{3.69}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{s}(\kappa)=\kappa^{3}+\alpha \kappa-\varepsilon^{2} \beta, \tag{3.70}
\end{equation*}
$$

and the integral on the r.h.s. of (3.69) is to be understood as the improper integral $\lim _{A \rightarrow \infty} \int_{-A}^{A} \frac{e^{-i t k^{2}}}{P_{s}(\kappa)} k^{2} d k$.

If the zeroes of $P_{s}$ are distinct, the partial fraction decomposition leads to the following result.

Proposition 3.17 (Singular case).

$$
\begin{equation*}
\hat{A}_{\varepsilon, s}(t)=-\sum_{j=1}^{3} q_{j} \mathcal{I}_{1}\left(i \kappa_{j} t\right) \tag{3.71}
\end{equation*}
$$

where $\kappa_{j}, j=1,2,3$, are the roots of $P_{s}(\kappa)$ (as given by the Cardano formula, see (4.82) below), and

$$
\begin{equation*}
q_{j}=\frac{\kappa_{j}^{2}}{3 \kappa_{j}^{2}+\alpha} \tag{3.72}
\end{equation*}
$$

are the corresponding residues of $\frac{\kappa^{2}}{P_{s}(\kappa)}$ at $\kappa=\kappa_{j}, j=1,2,3$.
Without using the explicit formulae for $\kappa_{j}$ we can get the following properties of the roots of $P_{s}(\kappa)$ :
i. $P_{s}(\kappa)=0$ always has a positive solution, which we label $\kappa_{3}$. It corresponds to the bound state at $\tilde{x}_{b}=-\kappa_{3}^{2}$.
ii. For

$$
\begin{equation*}
\alpha \neq \alpha_{0}(\varepsilon) \equiv-3\left(\varepsilon^{2} \beta / 2\right)^{2 / 3} \tag{3.73}
\end{equation*}
$$

all $\kappa_{j}$ are distinct. Note again that the case $\alpha=\alpha_{0}(\varepsilon)$ belongs to the crossover regime.
iii. For $\alpha>\alpha_{0}(\varepsilon)$ the other two solutions $\kappa_{1}$ and $\kappa_{2}$ are complex conjugates with real part equal to $-\frac{\kappa_{3}}{2}$. We label by $\kappa_{1}$ the one with positive imaginary part.
iv. For $\alpha<\alpha_{0}(\varepsilon), \kappa_{1}$ and $\kappa_{2}$ are real, $\kappa_{1}, \kappa_{2}<0$, and $\kappa_{1}+\kappa_{2}=-\kappa_{3}$.

We recall that we take $|\alpha|=b \varepsilon^{p}$. For $p \neq \frac{4}{3}$ the somewhat complicated expressions for $\kappa_{j}$ and $q_{j}$ have simple expansions in the limit $\varepsilon \rightarrow 0$. Combining these expansions with the properties of $\mathcal{I}_{p}$, one arrives at results, which are very similar to those in the regular case. As before, we give only "first order" corrections, but higher order corrections can be computed. These expressions are much more complicated.

## The exponential regime

If we have

$$
\begin{equation*}
\alpha=b \varepsilon^{p}, b>0 ; p \in[0,4 / 3), \tag{3.74}
\end{equation*}
$$

the decay law is still exponential at small $\varepsilon$. Notice that as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\frac{\varepsilon^{2}}{\sqrt{\alpha^{3}}} \simeq \varepsilon^{2-\frac{3 p}{2}} \tag{3.75}
\end{equation*}
$$

Using the properties of $\mathcal{I}_{p}(z)$ one gets the following result.
Proposition 3.18 (Singular case). (i) We have

$$
\begin{equation*}
\hat{A}_{\varepsilon}(t)=2 q_{2} e^{i \kappa_{2}^{2} t}-i \frac{\beta \varepsilon^{2}}{2 \alpha^{3 / 2}} \overline{\left(\mathcal{I}_{1}(i \sqrt{\alpha t})-i \sqrt{\alpha t} \mathcal{I}_{2}(i \sqrt{\alpha t})\right)}+\mathcal{O}\left(\varepsilon^{2(2-3 p / 2)}\right) \tag{3.76}
\end{equation*}
$$

(ii) For $p \in[0,4 / 3)$, we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=e^{-2 \beta b^{1 / 2} \varepsilon^{2-\frac{p}{2}} t} \tag{3.77}
\end{equation*}
$$

and for $p \in(0,4)$ we have

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=e^{-2 g_{-1} b^{1 / 2} \varepsilon^{2-\frac{p}{2}} t} \tag{3.78}
\end{equation*}
$$

in both cases up to errors vanishing as $\varepsilon \rightarrow 0$.
A remark is in order here. In spite of the fact that there is a bound state at $\tilde{x}_{b}=-\kappa_{3}^{2}$ for "large" positive $\alpha$, its contribution is small and can be absorbed in the error term.

## The bound state regime

In the case

$$
\begin{equation*}
\alpha=-b \varepsilon^{p}, \quad b>0 ; \quad p \in[0,4 / 3), \tag{3.79}
\end{equation*}
$$

the heuristics predicts a bound state regime: The leading order contribution comes only from the bound state at $\tilde{x}_{b}=-\kappa_{3}^{2}$. The result below, similar to Proposition 3.14, provides the mathematical substantiation, as well as the first order correction.

Proposition 3.19 (Singular case).

$$
\begin{equation*}
\hat{A}_{\varepsilon}(t)=\frac{\beta \varepsilon^{2}}{2|\alpha|^{3 / 2}}\left(\mathcal{I}_{1}(i \sqrt{|\alpha| t})-i \sqrt{|\alpha| t} \mathcal{I}_{2}(i \sqrt{|\alpha| t})\right)+\mathcal{O}\left(\varepsilon^{2\left(2-\frac{p}{2}\right)}\right) \tag{3.80}
\end{equation*}
$$

and up to error terms as in Theorem 3.8

$$
\begin{equation*}
A_{\varepsilon}(t)=\hat{A}_{\varepsilon, s}(t)+2 q_{3} e^{i \kappa_{3}^{2} t} . \tag{3.81}
\end{equation*}
$$

To leading order one obtains the bound state behavior

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=1 \tag{3.82}
\end{equation*}
$$

## The non-exponential regime

As in the regular case, according to the heuristics for $\alpha=b \varepsilon^{p}, b \in \mathbf{R}$, $p \geq 4 / 3$, the decay is neither exponential nor bound state like. As in the regular case, we shall distinguish between two cases.

Case 1: The threshold regime, which is $p>4 / 3$. Up to errors as in Theorem 3.8 we have the result.

Proposition 3.20 (Singular case). Assume $p>4 / 3$. Then we have

$$
\begin{equation*}
A_{\varepsilon}(t)=\frac{2}{3} e^{i \kappa_{3}^{2} t}-\frac{1}{3} \sum_{j=1}^{3} \mathcal{I}_{1}\left(i \rho_{j} \beta^{1 / 3} \varepsilon^{2 / 3} \sqrt{t}\right)+\mathcal{O}\left(\varepsilon^{p-\frac{4}{3}}\right) \tag{3.83}
\end{equation*}
$$

Notice that in contrast to the regular case, there is a non-vanishing contribution from the bound state.

Case 2: The "crossover regime", which in the singular case takes place at the value $p=4 / 3$. When $p=4 / 3, f=\beta^{-2 / 3} b, b \in \mathbf{R}$ does not depend on $\varepsilon$, so there is no useful expansions for $\kappa_{j}, q_{j}, j=1,2,3$. Accordingly (it has been done in [8] using the scaled variable $s=\varepsilon^{4 / 3} \beta^{2 / 3} t$ ) one writes (3.37) as

$$
\hat{A}_{\varepsilon}(t)=\frac{1}{\pi} \int_{0}^{\infty} \frac{y^{1 / 2}}{y(f-y)^{2}+1} e^{-i s y} d y
$$

and the integral can be analyzed numerically. In accordance with the above results, as $f \rightarrow \pm \infty$ one reaches the exponential and bound state behavior respectively; we refer to [8] for details.

## 4 The proofs

We now give the proofs of the results stated in the previous section.

### 4.1 Proof of Proposition 3.1

Assumption 2.3 and (2.7) (see also (3.13)) imply that for $0<x<a$ we can write $R$ in the form

$$
\begin{equation*}
R(x)=E_{1}-x-\varepsilon^{2} x^{2} f_{1}(x) \quad \text { with } \quad \sup _{0<x<a}\left|f_{1}(x)\right|<\infty . \tag{4.1}
\end{equation*}
$$

We have $R(0)=E_{1}$. For a sufficiently small $\varepsilon$ we have $R(a)<0$, and also that $R(x)$ is strictly decreasing. Thus it follows that the equation $R(x)=0$ has a unique solution, $x_{0} \in(0, a)$, which satisfies

$$
\begin{equation*}
x_{0}=E_{1}-\varepsilon^{2} x_{0}^{2} f_{1}\left(x_{0}\right), \tag{4.2}
\end{equation*}
$$

which together with (4.1) finishes the proof.

### 4.2 Proof of Proposition 3.2

Part (i). One can obtain (3.21) and (3.22) by a rather tedious perturbation procedure for solving the equation for $x_{b}$; instead we shall give below a simple geometric argument. Consider first, for $m \geq 0$ and $n \simeq 1$, the (unique) positive solution $\tilde{y}$ of

$$
\begin{equation*}
f_{m, n}(y) \equiv m+y-\frac{n \varepsilon^{2}}{y^{1 / 2}}=0 . \tag{4.3}
\end{equation*}
$$

Using Cardano's formulae one can see that

$$
\tilde{y} \simeq \begin{cases}\varepsilon^{4 / 3}, & \text { for } 0 \leq m \leq \frac{n^{2 / 3}}{2} \varepsilon^{4 / 3},  \tag{4.4}\\ \frac{\varepsilon^{4}}{m^{2}}, & \text { for } m \gtrsim \varepsilon^{4 / 3}\end{cases}
$$

A simpler argument for (4.4) is to argue as follows. Let $\tilde{\tilde{y}}=\left(n \varepsilon^{2}\right)^{2 / 3}$, such that $f_{m, n}(\tilde{\tilde{y}})=m$. Then

$$
\begin{equation*}
\frac{d}{d y} f_{m, n}(y) \geq 1 \tag{4.5}
\end{equation*}
$$

implies that $\tilde{\tilde{y}}-m \leq \tilde{y} \leq \tilde{\tilde{y}} \simeq \varepsilon^{4 / 3}$, which gives the first part of (4.4).
Assume $m \gtrsim \varepsilon^{4 / 3}$. Then for $y \lesssim \varepsilon^{4 / 3}$ we have

$$
m-\frac{n \varepsilon^{2}}{y^{1 / 2}} \leq m+y-\frac{n \varepsilon^{2}}{y^{1 / 2}} \leq \text { const. } m-\frac{n \varepsilon^{2}}{y^{1 / 2}}
$$

which implies

$$
\left(\frac{n \varepsilon^{2}}{\text { const. } m}\right)^{2} \leq \tilde{y} \leq\left(\frac{n \varepsilon^{2}}{m}\right)^{2},
$$

and thus the second part of (4.4).
Consider now $F(x, \varepsilon)$ for $x<0$ and $|x|$ sufficiently small. Recall that for $x<0$ we have $\kappa=|x|^{1 / 2}$. Then

$$
\begin{equation*}
E_{1}-x-\varepsilon^{2} \frac{2 g_{-1}}{|x|^{1 / 2}} \leq F(x, \varepsilon) \leq E_{1}-x-\varepsilon^{2} \frac{g_{-1}}{2|x|^{1 / 2}} \tag{4.6}
\end{equation*}
$$

and the estimates (4.4) lead to (3.21).
The argument for (3.22) is similar. Consider $f_{m, n}(y)$ for $m \leq 0$. Notice that (4.5) still holds true and implies

$$
\tilde{\tilde{y}} \leq \tilde{y} \leq|m|+\tilde{\tilde{y}} .
$$

Use again (4.6).
Part (ii). Note that in this case $F(0, \varepsilon)=E_{1}$, and as always (see (2.7) and Proposition 2.2) for $x<0$ we have $\frac{d}{d x} F(x, \varepsilon) \leq-1$. This implies the nonexistence of bound states for $E_{1} \geq 0$, the existence and uniqueness of the solution for $E_{1} \leq 0$ (recall that for $\varepsilon$ sufficiently small and $-\frac{a}{2} \leq E_{1}$ we have $F(-a, \varepsilon)>0)$, as well as (3.23).

### 4.3 Proof of Theorem 3.7

Consider first the case $E_{1} \geq 0$, such that $x_{0} \geq 0$ exists.
Lemma 4.1. Assume $E_{1} \geq 0$. For $c>0$ sufficiently small, and $0 \leq x_{0} \leq \frac{c}{2}$ we have

$$
\begin{align*}
& \int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{r}(x+i 0)}\right| d x \\
& \qquad \lesssim \begin{cases}\varepsilon^{2} \ln \frac{1}{\varepsilon}, & \text { for } 0 \leq x_{0} \leq \frac{c}{2} \\
\varepsilon^{2}, & \text { for } 0 \leq x_{0} \lesssim \varepsilon^{p}, \text { any } p>0 .\end{cases} \tag{4.7}
\end{align*}
$$

Proof. We recall that we always have $c \leq a / 2$. Furthermore, recall also that $g_{1}<0$. Then Assumption 2.3 and (3.13) imply

$$
\begin{equation*}
R(x) \equiv E_{1}-x-\varepsilon^{2} x^{2} f_{1}(x), \quad I(x)=\varepsilon^{2} \sqrt{x}\left(g_{1}+\mathcal{O}(x)\right) \equiv-\varepsilon^{2} \sqrt{x} f_{2}(x), \tag{4.8}
\end{equation*}
$$

with $f_{j}$ uniformly Lipschitz on $[0, c], j=1,2$. Taking $c$ small enough, (4.8) implies

$$
\begin{equation*}
|R(x)| \geq \frac{1}{2}\left|x-x_{0}\right|, \quad|I(x)| \geq \frac{1}{2} \varepsilon^{2} \sqrt{x}\left|g_{1}\right| . \tag{4.9}
\end{equation*}
$$

By definition of the model function (see Section 3.5) we have

$$
\begin{equation*}
\alpha=E_{1}-\varepsilon^{2} x_{0}^{2} f_{1}\left(x_{0}\right), \quad \beta=f_{2}\left(x_{0}\right) \tag{4.10}
\end{equation*}
$$

Since both $f_{1}$ and $f_{2}$ are uniformly Lipschitz, we get

$$
\begin{align*}
&\left|F(x+i 0, \varepsilon)-H_{r}(x+i 0)\right| \\
& \leq \varepsilon^{2}\left(\left|x^{2} f_{1}(x)-x_{0}^{2} f_{1}\left(x_{0}\right)\right|+\sqrt{x} \mid\right.\left.f_{2}(x)-f_{2}\left(x_{0}\right) \mid\right) \\
& \lesssim \varepsilon^{2}\left|x-x_{0}\right|(\hat{x}+\sqrt{x}), \tag{4.11}
\end{align*}
$$

where $\hat{x}$ lies between $x$ and $x_{0}$. Putting together (4.9) and (4.11) we get

$$
\begin{equation*}
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{r}(x+i 0)}\right| d x \lesssim \varepsilon^{2} \int_{0}^{c} \frac{\left|x-x_{0}\right|(\hat{x}+\sqrt{x})}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x . \tag{4.12}
\end{equation*}
$$

We estimate the integral on the right hand side in (4.12) on three subintervals. Consider first $\int_{2 x_{0}}^{c}$. In this case $\hat{x} \leq x \lesssim \sqrt{x},\left|x-x_{0}\right|<x,\left|x-x_{0}\right|>x / 2$, and then

$$
\begin{equation*}
\varepsilon^{2} \int_{2 x_{0}}^{c} \frac{\left|x-x_{0}\right|(\hat{x}+\sqrt{x})}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x \lesssim \varepsilon^{2} \int_{2 x_{0}}^{c} \frac{\sqrt{x}}{x+\varepsilon^{4}} d x \lesssim \varepsilon^{2} . \tag{4.13}
\end{equation*}
$$

Consider now $\int_{0}^{x_{0}}$. Here we have $\hat{x}<x_{0}$, such that

$$
\begin{align*}
\int_{0}^{x_{0}} \frac{\left|x-x_{0}\right|(\hat{x}+\sqrt{x})}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x \lesssim \sqrt{x_{0}} \int_{0}^{x_{0}} & \frac{x_{0}-x}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x \\
& =\sqrt{x_{0}} \int_{0}^{1} \frac{y}{y^{2}+\frac{\varepsilon^{4}}{x_{0}}(1-y)} d y \tag{4.14}
\end{align*}
$$

In estimating the last integral in (4.14) we use the notation $m=\frac{\varepsilon^{4}}{x_{0}} \gtrsim \varepsilon^{4}$. We get

$$
\begin{array}{r}
\int_{0}^{1 / 2} \frac{y}{y^{2}+m(1-y)} d y \lesssim \int_{0}^{1 / 2} \frac{y}{y^{2}+m} d y=\frac{1}{2} \ln \left(1+\frac{1}{4 m}\right) \\
\int_{1 / 2}^{1} \frac{y}{y^{2}+m(1-y)} d y \lesssim \int_{1 / 2}^{1} \frac{1}{1+m(1+y)} d y \frac{1}{m} \ln \left(1+\frac{m}{2}\right) . \tag{4.16}
\end{array}
$$

Since $\sup _{u>0} u \ln \left(1+\frac{1}{2 u}\right)<\infty$, the estimates (4.15) and (4.16) imply

$$
\begin{equation*}
\int_{0}^{1} \frac{y}{y^{2}+\frac{\varepsilon^{4}}{x_{0}}(1-y)} d y \lesssim \ln \frac{1}{\varepsilon} . \tag{4.17}
\end{equation*}
$$

Finally consider

$$
\begin{align*}
& \int_{x_{0}}^{2 x_{0}} \frac{\left|x-x_{0}\right|(\hat{x}+\sqrt{x})}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x \lesssim \sqrt{x_{0}} \int_{x_{0}}^{2 x_{0}} \frac{x-x_{0}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x} d x \\
& \quad \leq \sqrt{x_{0}} \int_{0}^{x_{0}} \frac{u}{u^{2}+\varepsilon^{4} u} d u=\sqrt{x_{0}} \ln \left(1+\frac{x_{0}}{\varepsilon^{4}}\right) \lesssim \sqrt{x_{0}} \ln \frac{1}{\varepsilon} \tag{4.18}
\end{align*}
$$

Putting together (4.13), (4.14), (4.17), and (4.18), one obtains (4.7) and the proof of Lemma 4.1 is finished.

Consider now $E_{1}<0$. In this case we claim the following result.
Lemma 4.2. Assume $E_{1}<0$. For $c>0$ sufficiently small, and $-\frac{c}{2}<E_{1}<0$ we have

$$
\begin{equation*}
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{r}(x+i 0)}\right| d x \lesssim \varepsilon^{2} \tag{4.19}
\end{equation*}
$$

Proof. In this case we write for $x<0$

$$
\begin{equation*}
F(x, \varepsilon)=E_{1}-x-g_{1} \varepsilon^{2} \sqrt{|x|}+\varepsilon^{2}|x|^{3 / 2} f(x) . \tag{4.20}
\end{equation*}
$$

From Assumption 2.3 (recall that for $F(x, \varepsilon)$ is analytic for $x<0$ ) follows that $\left||x|^{-1 / 2} \frac{d}{d x}\left(|x|^{3 / 2} f(x)\right)\right| \lesssim 1$. The equation for $\beta$ (the equality of the derivatives of $F$ and $H_{r}$ at $x_{b}$ ) leads to

$$
\beta=-g_{1}+\left.2 \sqrt{\left|x_{b}\right|} \frac{d}{d x}\left(|x|^{3 / 2} f(x)\right)\right|_{x_{b}},
$$

which implies

$$
\begin{equation*}
\left|\beta+g_{1}\right| \lesssim\left|x_{b}\right| . \tag{4.21}
\end{equation*}
$$

The equation for $\alpha$ is

$$
\alpha-x_{b}+\varepsilon^{2} \sqrt{\left|x_{b}\right|} \beta=F\left(x_{b}, \varepsilon\right)=0 .
$$

Using (4.21) we get

$$
\begin{equation*}
\alpha=x_{b}-\varepsilon^{2} \sqrt{\left|x_{b}\right|} \beta=x_{b}+\varepsilon^{2} \sqrt{\left|x_{b}\right|} g_{1}+\varepsilon^{2} \mathcal{O}\left(\left|x_{b}\right|^{3 / 2}\right) . \tag{4.22}
\end{equation*}
$$

On the other hand, $F\left(x_{b}, \varepsilon\right)=0$ and (4.20) give

$$
\begin{equation*}
E_{1}=x_{b}+\varepsilon^{2} \sqrt{\left|x_{b}\right|} g_{1}+\varepsilon^{2} \mathcal{O}\left(\left|x_{b}\right|^{3 / 2}\right), \tag{4.23}
\end{equation*}
$$

which together with (4.21) yields

$$
\begin{equation*}
\left|\alpha-E_{1}\right| \lesssim \varepsilon^{2}\left|x_{b}\right|^{3 / 2} \tag{4.24}
\end{equation*}
$$

As in the proof of the previous lemma, we need estimates on $|F|$ and $\left|H_{r}\right|$. We claim that

$$
\begin{equation*}
\min \left\{|F(x+i 0, \varepsilon)|,\left|H_{r}(x+i 0)\right|\right\} \geq \frac{1}{2}\left(\left(\left|E_{1}\right|+x\right)^{2}+g_{1}^{2} \varepsilon^{4} x\right)^{1 / 2} \tag{4.25}
\end{equation*}
$$

Concerning $|F|$, the estimate for the imaginary part is the same as in the previous lemma, i.e. $|I(x)| \geq \frac{1}{2}\left|g_{1}\right| \varepsilon^{2} \sqrt{x}$. As for $|R(x)|$, (4.8) is written as $R(x)=E_{1}-x\left(1+\varepsilon^{2} x f_{1}(x)\right)$, such that $R(x) \leq E_{1}-\frac{x}{2}$, and then $|R(x)| \geq$ $\frac{1}{2}\left(\left|E_{1}\right|+x\right)$. As for $\left|H_{r}\right|$, from its definition follows

$$
\begin{equation*}
\left|H_{r}(x+i 0)\right|^{2}=|\alpha-x|^{2}+\varepsilon^{4} \beta^{2} x . \tag{4.26}
\end{equation*}
$$

For a sufficiently small $\varepsilon$ (and using $E_{1}<0$ ), the results (4.24) and (3.23) imply

$$
\begin{equation*}
\alpha \leq E_{1}+\left|\alpha-E_{1}\right|=E_{1}+\mathcal{O}\left(\varepsilon^{2}\left|E_{1}\right|^{3 / 2}\right) \leq \frac{E_{1}}{2} \tag{4.27}
\end{equation*}
$$

On the other hand, for $\left|x_{b}\right|$ sufficiently small, we get from (4.21) the estimate

$$
\begin{equation*}
\beta=-g_{1}+\beta+g_{1} \geq\left|g_{1}\right|-\mathcal{O}\left(\left|x_{b}\right|\right) \geq \frac{\left|g_{1}\right|}{2} \tag{4.28}
\end{equation*}
$$

Putting together (4.26), (4.27), and (4.28), one obtains (4.25). Furthermore, from (4.20), (3.33), (4.21), and (4.24), we get

$$
\begin{align*}
\left|F(x+i 0)-H_{r}(x+i 0)\right|=\mid E_{1}- & \alpha+i \varepsilon^{2} \sqrt{|x|}\left(g_{1}+\beta\right) \mid+\mathcal{O}\left(\varepsilon^{2}|x|^{3 / 2}\right) \\
& \lesssim \varepsilon^{2}\left(\left|x_{b}\right|^{3 / 2}+\left|x_{b}\right| \sqrt{|x|}+|x|^{3 / 2}\right), \tag{4.29}
\end{align*}
$$

which together with (4.25) gives

$$
\begin{equation*}
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{r}(x+i 0)}\right| d x \lesssim \varepsilon^{2} \int_{0}^{c} \frac{\left|x_{b}\right|^{3 / 2}+\left|x_{b}\right| \sqrt{|x|}+|x|^{3 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+g_{1}^{2} \varepsilon^{4} x} \tag{4.30}
\end{equation*}
$$

Consider now various terms in (4.30). Due to (3.23) we have the following three estimates.

$$
\begin{gathered}
\left|x_{b}\right|^{3 / 2} \int_{0}^{c} \frac{1}{\left(\left|E_{1}\right|+x\right)^{2}+g_{1}^{2} \varepsilon^{4} x} d x \leq\left|x_{b}\right|^{3 / 2} \int_{0}^{c} \frac{1}{\left(\left|E_{1}\right|+x\right)^{2}} d x \lesssim \frac{\left|x_{b}\right|^{3 / 2}}{\left|E_{1}\right|} \lesssim 1, \\
\left|x_{b}\right| \int_{0}^{c} \frac{\sqrt{x}}{\left(\left|E_{1}\right|+x\right)^{2}+g_{1}^{2} \varepsilon^{4} x} d x \leq\left|x_{b}\right| \int_{0}^{c} \frac{\sqrt{x}}{\left(\left|E_{1}\right|+x\right)^{2}} d x \lesssim \frac{\left|x_{b}\right|}{\left|E_{1}\right|} \lesssim 1, \\
\int_{0}^{c} \frac{x^{3 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+g_{1}^{2} \varepsilon^{4} x} d x \leq \int_{0}^{c} \frac{1}{\sqrt{x}} d x \lesssim 1,
\end{gathered}
$$

which together with (4.30) gives (4.19).

Proof of Theorem 3.7. From this point onwards the proof of Theorem 3.7 follows closely the proof of Theorem 3.3 in [8]. For the convenience of the reader we outline it for the case $E_{1} \geq 0$. We take $E_{1}$ sufficiently small (e.g. $\left.E_{1} \leq \frac{c}{4}\right)$, such that $\alpha \leq \frac{c}{2}$. Then for $x \geq c$ we have $\left|H_{r}(x+i 0)\right|^{2} \gtrsim x^{2}+\varepsilon^{4} x$. Using (3.33) we get $\left|\operatorname{Im} H_{r}(x+i 0)\right| \lesssim \varepsilon^{2} \sqrt{x}$. Thus

$$
\begin{equation*}
\int_{c}^{\infty} \frac{\left|\operatorname{Im} H_{r}(x+i 0)\right|}{\left|H_{r}(x+i 0)\right|^{2}} d x \lesssim \varepsilon^{2} \int_{c}^{\infty} \frac{\sqrt{x}}{x^{2}+\varepsilon^{4} x} d x \simeq \varepsilon^{2} \tag{4.31}
\end{equation*}
$$

Let now

$$
A_{c, \varepsilon}(t)=\lim _{\eta \searrow 0} \frac{1}{\pi} \int_{0}^{c} e^{-i t x} \operatorname{Im} F(x+i \eta, \varepsilon)^{-1} d x
$$

Due to Assumption 2.3 the limit $\eta \searrow 0$ can be taken, such that

$$
\begin{equation*}
A_{c, \varepsilon}(t)=\frac{1}{\pi} \int_{0}^{c} e^{-i t x} \operatorname{Im} F(x+i 0, \varepsilon)^{-1} d x . \tag{4.32}
\end{equation*}
$$

Lemma 4.1 and (4.31) imply that

$$
\begin{align*}
& \left|A_{c, \varepsilon}(t)-\frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{r}(x+i 0)^{-1} d x\right| \\
& \qquad \lesssim \begin{cases}\varepsilon^{2} \ln \frac{1}{\varepsilon}, & \text { for } 0 \leq x_{0} \leq \frac{c}{2}, \\
\varepsilon^{2}, & \text { for } 0 \leq x_{0} \lesssim \varepsilon^{p}, \text { any } p>0 .\end{cases} \tag{4.33}
\end{align*}
$$

We finish the proof by using "Hunziker's trick", see[12]. More precisely, observe that

$$
\begin{equation*}
\left|A_{c, \varepsilon}(t)-A_{\varepsilon}(t)\right| \leq\left|A_{c, \varepsilon}(0)-A_{\varepsilon}(0)\right|=\left|A_{c, \varepsilon}(0)-1\right| . \tag{4.34}
\end{equation*}
$$

From [8, Lemma 3.4(i)] we get

$$
\begin{equation*}
\frac{1}{\pi} \int_{0}^{\infty} \operatorname{Im} H_{r}(x+i 0)^{-1} d x=1 \tag{4.35}
\end{equation*}
$$

Putting together (4.33), (4.34), (4.35), and (4.33) for $t=0$, finishes the proof of Theorem 3.7 for the case $E_{1} \geq 0$.

The proof for the case is $E_{1}<0$ similar: use Lemma 4.2 and (see Lemma 3.4(ii) in [8])

$$
\begin{equation*}
-\frac{1}{\frac{d}{d x} H_{r}\left(x_{b}\right)}+\frac{1}{\pi} \int_{0}^{\infty} \operatorname{Im} H_{r}(x+i 0)^{-1} d x=1 \tag{4.36}
\end{equation*}
$$

### 4.4 Proof of Theorem 3.8

The proof consists of the same steps as in the proof of Theorem 3.7. In this case $I(x)=\varepsilon^{2} x^{-1 / 2}\left(g_{-1}+\mathcal{O}(x)\right) \equiv \varepsilon^{2} x^{-1 / 2} f_{2}(x)$ (not the same function that was also denoted by $f) 2$ above). Consider first the case $E_{1} \geq 0$, such that $x_{0} \geq 0$ exists.

Lemma 4.3. For $c>0$ sufficiently small and $0 \leq x_{0} \leq \frac{c}{2}$ we have

$$
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{s}(x+i 0)}\right| d x \lesssim \begin{cases}\frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \ln \frac{1}{\varepsilon}, & \text { for } \varepsilon^{4 / 3} \lesssim x_{0} \leq \frac{c}{2}  \tag{4.37}\\ \varepsilon^{4 / 3}, & \text { for } 0 \leq x_{0} \lesssim \varepsilon^{4 / 3}\end{cases}
$$

A computation similar to the one in the proof of Lemma 4.1 leads to

$$
\begin{equation*}
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{s}(x+i 0)}\right| d x \lesssim \varepsilon^{2} \int_{0}^{c} \frac{\left|x-x_{0}\right|\left(\hat{x}+x^{-1 / 2}\right)}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x \tag{4.38}
\end{equation*}
$$

where $\hat{x}$ lies between $x$ and $x_{0}$. The term containing $\hat{x}$ is the same as in the regular case, so we have to consider only $\varepsilon^{2} \int_{0}^{c} \frac{\left|x-x_{0}\right| x^{-1 / 2}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x$.

Consider first the case $x_{0} \gtrsim \varepsilon^{4 / 3}$. Observe that

$$
\begin{equation*}
\varepsilon^{2} \frac{\left|x-x_{0}\right| x^{-1 / 2}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} \leq \frac{1}{2}, \tag{4.39}
\end{equation*}
$$

and then

$$
\begin{equation*}
\varepsilon^{2} \int_{0}^{\varepsilon^{2}} \frac{\left|x-x_{0}\right| x^{-1 / 2}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x \leq \varepsilon^{2} . \tag{4.40}
\end{equation*}
$$

We use the following estimate

$$
\begin{aligned}
& x^{-1 / 2} \leq\left|x^{-1 / 2}-x_{0}^{-1 / 2}\right|+x_{0}^{-1 / 2}=\frac{1}{x^{-1 / 2}+x_{0}^{-1 / 2}} \frac{\left|x-x_{0}\right|}{x_{0} x}+x_{0}^{-1 / 2} \\
& \leq \frac{\left|x-x_{0}\right|}{x x_{0}^{1 / 2}}+x_{0}^{-1 / 2} .
\end{aligned}
$$

We then get

$$
\begin{aligned}
\varepsilon^{2} \int_{\varepsilon^{2}}^{c} \frac{\left|x-x_{0}\right| x^{-1 / 2}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x & \leq \frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \int_{\varepsilon^{2}}^{c} \frac{\left|x-x_{0}\right|^{2}}{x\left|x-x_{0}\right|^{2}+\varepsilon^{4}} d x \\
& +\frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \int_{\varepsilon^{2}}^{c} \frac{\left|x-x_{0}\right|}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x \\
& \lesssim \frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \int_{\varepsilon^{2}}^{c} x^{-1}+\frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \int_{\varepsilon^{2}}^{c} \frac{\left|x-x_{0}\right|}{\left|x-x_{0}\right|^{2}+\varepsilon^{4}} d x \\
& \lesssim \frac{\varepsilon^{2}}{x_{0}^{1 / 2}} \ln \frac{1}{\varepsilon} .
\end{aligned}
$$

Consider now the case $x_{0} \lesssim \varepsilon^{4 / 3}$. Due to (4.39) it remains to estimate $\int_{\text {const. }}^{c} \varepsilon^{4 / 3}$. Here one has $\frac{x}{2} \leq x-x_{0} \leq x$ and then

$$
\begin{align*}
\int_{\text {const. } \varepsilon^{4 / 3}}^{c} \frac{\left|x-x_{0}\right| x^{-1 / 2}}{\left|x-x_{0}\right|^{2}+\varepsilon^{4} x^{-1}} d x & \leq \varepsilon^{2} \int_{\text {const. } \varepsilon^{4 / 3}}^{c} \frac{x^{1 / 2}}{x^{2}+\varepsilon^{4} x^{-1}} d x \\
& \lesssim \int_{\text {const. } \varepsilon^{4 / 3}}^{c} x^{-3 / 2} d x \lesssim \varepsilon^{4 / 3}, \tag{4.41}
\end{align*}
$$

and the proof of Lemma 4.3 is finished.
The next step (still for the case $E_{1} \geq 0$ ) is to control the error when $F$ is replaced by $H_{s}$ in the bound state contribution.

Lemma 4.4. Assume $E_{1} \geq 0$. Let $\tilde{x}_{b}$ be the unique solution on $(-\infty, 0)$ of the equation $H_{s}(x)=0$. Then

$$
\left|\frac{1}{\frac{d}{d x} F\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| \lesssim \begin{cases}\frac{\varepsilon^{4}}{x_{0}^{2}}, & \text { for } x_{0} \gtrsim \varepsilon^{4 / 3}  \tag{4.42}\\ \varepsilon^{4 / 3}, & \text { for } x_{0} \lesssim \varepsilon^{4 / 3}\end{cases}
$$

Proof.

$$
\begin{align*}
\left|\frac{1}{\frac{d}{d x} F\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| \leq & \left|\frac{1}{\frac{d}{d x} F\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(x_{b}\right)}\right| \\
& +\left|\frac{1}{\frac{d}{d x} H\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| . \tag{4.43}
\end{align*}
$$

Consider the first term in (4.43). Assumption 2.3 and (3.32) follows that

$$
\begin{equation*}
\left|\frac{d}{d x} F\left(x_{b}\right)-\frac{d}{d x} H_{s}\left(x_{b}\right)\right| \lesssim\left|\beta-g_{-1}\right| \frac{\varepsilon^{2}}{\left|x_{b}\right|^{3 / 2}}+\frac{\varepsilon^{2}}{\left|x_{b}\right|^{1 / 2}} \tag{4.44}
\end{equation*}
$$

$$
\begin{equation*}
\left|\frac{d}{d x} F\left(x_{b}\right)\right| \simeq\left|\frac{d}{d x} H_{s}\left(x_{b}\right)\right| \simeq 1+\frac{\varepsilon^{2}}{\left|x_{b}\right|^{3 / 2}} \tag{4.45}
\end{equation*}
$$

Furthermore, the equation for $\beta$ is

$$
\frac{\beta \varepsilon^{2}}{\left|x_{0}\right|^{1 / 2}}=\frac{g_{-1} \varepsilon^{2}}{\left|x_{0}\right|^{1 / 2}}+\varepsilon^{2} \mathcal{O}\left(x_{0}^{1 / 2}\right)
$$

which implies

$$
\begin{equation*}
\beta=g_{-1}+\mathcal{O}\left(x_{0}\right) \tag{4.46}
\end{equation*}
$$

Using (4.44), (4.45), and (4.46), we get

$$
\begin{equation*}
\left|\frac{1}{\frac{d}{d x} F\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(x_{b}\right)}\right| \lesssim\left(\frac{x_{0} \varepsilon^{2}}{\left|x_{b}\right|^{3 / 2}}+\frac{\varepsilon^{2}}{\left|x_{b}\right|^{1 / 2}}\right)\left(1+\frac{\varepsilon^{2}}{\left|x_{b}\right|^{3 / 2}}\right)^{-2} \tag{4.47}
\end{equation*}
$$

From (3.21) and (2.17) one has

$$
\left|x_{b}\right| \simeq \begin{cases}\varepsilon^{4 / 3}, & \text { if } 0 \leq x_{0} \lesssim \varepsilon^{4 / 3}  \tag{4.48}\\ \frac{\varepsilon^{4}}{E_{1}^{2}}, & \text { if } x_{0} \gtrsim \varepsilon^{4 / 3}\end{cases}
$$

Combining (4.47) with (4.48) one obtains

$$
\left|\frac{1}{\frac{d}{d x} F\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(x_{b}\right)}\right| \lesssim \begin{cases}\varepsilon^{4 / 3}, & \text { for } 0 \leq x_{0} \lesssim \varepsilon^{4 / 3}  \tag{4.49}\\ \frac{\varepsilon^{4}}{x_{0}^{2}}, & \text { for } x_{0} \gtrsim \varepsilon^{4 / 3}\end{cases}
$$

The last step in proving Lemma 4.4 is to estimate $\left|\frac{1}{\frac{d}{d x} H\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right|$. Taylor's theorem implies

$$
\begin{equation*}
\left|\frac{1}{\frac{d}{d x} H\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| \lesssim \frac{\left|\frac{d^{2}}{d x^{2}} H_{s}(u)\right|}{\left|\frac{d}{d x} H_{s}(u)\right|^{2}}\left|x_{b}-\tilde{x}_{b}\right| \tag{4.50}
\end{equation*}
$$

where $u$ lies between $\tilde{x}_{b}$ and $x_{b}$. Since $H_{s}\left(\tilde{x}_{b}\right)=0$ and $\left|\frac{d}{d x} H(x)\right| \geq 1$, we get

$$
\left|x_{b}-\tilde{x}_{b}\right| \leq\left|H_{s}\left(x_{b}\right)\right| .
$$

Since $F\left(x_{b}\right)=0$, one has from (2.7), (3.32), (3.35), (3.19), and (4.46) that

$$
\begin{align*}
\left|H_{s}\left(x_{b}\right)\right| & =\left|H_{s}\left(x_{b}\right)-F\left(x_{b}\right)\right| \\
& \lesssim\left|x_{0}-E_{1}\right|+\varepsilon^{2}\left|g_{-1}-\beta\right|\left|x_{b}\right|^{-1 / 2}+\varepsilon^{2}\left|x_{b}\right|^{1 / 2} \\
& \lesssim \varepsilon^{2}\left(x_{0}^{2}+x_{0}\left|x_{b}\right|^{-1 / 2}+\left|x_{b}\right|^{1 / 2}\right) . \tag{4.51}
\end{align*}
$$

Again we have to consider two cases separately. First we consider the case $x_{0} \lesssim \varepsilon^{4 / 3}$. The result (3.35) and the proof of Proposition 3.2, together with (4.48) leads to

$$
\left|x_{b}\right| \simeq\left|\tilde{x}_{b}\right| \simeq \varepsilon^{4 / 3}
$$

Since $u$ lies between $x_{b}$ and $\tilde{x}_{b}$, we get $\left|\frac{d}{d x} H(u)\right| \simeq 1$ and $\left|\frac{d^{2}}{d x^{2}} H(u)\right| \simeq \varepsilon^{-4 / 3}$. Inserting these results into (4.51) one gets from (4.50) the result

$$
\begin{equation*}
\left|\frac{1}{\frac{d}{d x} H\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| \lesssim \varepsilon^{4 / 3} \tag{4.52}
\end{equation*}
$$

Consider now the case $x_{0} \gtrsim \varepsilon^{4 / 3}$. By the same argument as before

$$
\left|x_{b}\right| \simeq\left|\tilde{x}_{b}\right| \simeq|u| \simeq \frac{\varepsilon^{4}}{x_{0}^{2}}
$$

Then $\left|\frac{d}{d x} H(u)\right| \simeq 1+\frac{x_{0}^{3}}{\varepsilon^{4}}$ and $\left|\frac{d^{2}}{d x^{2}} H(u)\right| \simeq \frac{x_{0}^{5}}{\varepsilon^{8}}$, which together with (4.51) and (4.50) leads to

$$
\begin{equation*}
\left|\frac{1}{\frac{d}{d x} H\left(x_{b}\right)}-\frac{1}{\frac{d}{d x} H_{s}\left(\tilde{x}_{b}\right)}\right| \lesssim \frac{\varepsilon^{4}}{x_{0}^{2}} \tag{4.53}
\end{equation*}
$$

Putting together (4.49), (4.52), and (4.53) finishes the proof of the Lemma 4.4.

We are left with the estimate of the error for the case $E_{1}<0$. Since the pole positions and the residues for $F$ and $H_{s}$ coincide by the definition of $H_{s}$ (see Section 3.5) the error comes only from the positive semi-axis integral.

Lemma 4.5. For $c>0$ sufficiently small and $-\frac{c}{2}<E_{1}<0$,

$$
\int_{0}^{c}\left|\frac{1}{F(x+i 0, \varepsilon)}-\frac{1}{H_{s}(x+i 0)}\right| d x \lesssim \begin{cases}\frac{\varepsilon^{2}}{\left|E_{1}\right|^{1 / 2}}, & \text { for }\left|E_{1}\right| \gtrsim \varepsilon^{4 / 3}  \tag{4.54}\\ \varepsilon^{4 / 3}, & \text { for }\left|E_{1}\right| \lesssim \varepsilon^{4 / 3}\end{cases}
$$

Proof. The arguments that lead to (4.21) (4.24) and (4.11), can be applied in this case and yield

$$
\begin{equation*}
\left|\beta-g_{-1}\right| \lesssim\left|x_{b}\right| \quad \text { and } \quad\left|\alpha-E_{1}\right| \lesssim \varepsilon^{2}\left|x_{b}\right|^{1 / 2}, \tag{4.55}
\end{equation*}
$$

and furthermore

$$
\begin{equation*}
\left|F(x+i 0)-H_{s}(x+i 0)\right|=\left|E_{1}-\alpha+i \varepsilon^{2} \sqrt{|x|}\left(g_{-1}-\beta\right)\right|+\varepsilon^{2} \mathcal{O}\left(|x|^{3 / 2}\right) \tag{4.56}
\end{equation*}
$$

Using (4.55) in (4.56), one gets

$$
\begin{equation*}
\left|F(x+i 0)-H_{s}(x)\right| \lesssim \varepsilon^{2}\left(\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right||x|^{-1 / 2}+|x|^{1 / 2}\right) . \tag{4.57}
\end{equation*}
$$

Since $E_{1}<0$, one has $|R(x)| \geq\left(\left|E_{1}\right|+x\right) / 2$. Furthermore,

$$
|I(x)|=\varepsilon^{2} x^{-1 / 2}\left(g_{-1}+\mathcal{O}(x)\right)
$$

and then

$$
\begin{equation*}
|F(x+i 0)| \gtrsim\left(\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}\right)^{1 / 2} \tag{4.58}
\end{equation*}
$$

The result (3.32) leads to

$$
\begin{equation*}
\left|H_{s}(x+i 0)\right| \gtrsim\left((\alpha-x)^{2}+\frac{\varepsilon^{4}}{x}\right)^{1 / 2} \tag{4.59}
\end{equation*}
$$

The problem with $\left|H_{s}\right|$ is that $\alpha-x$ might vanish for some $x>0$. However, for $x \gtrsim \varepsilon^{2}$, we can use (4.55) to get

$$
x-\alpha=\frac{x}{2}-E_{1}+\frac{x}{2}+E_{1}-\alpha \geq \frac{x}{2}-E_{1} \geq \frac{x+\left|E_{1}\right|}{2}
$$

and then from (4.57), (4.58) and (4.59) one has

$$
\begin{align*}
\int_{\text {const. } \varepsilon^{2}}^{c} \left\lvert\, \frac{1}{F(x+i 0, \varepsilon)}-\right. & \left.\frac{1}{H_{s}(x+i 0)} \right\rvert\, d x \\
& \lesssim \varepsilon^{2} \int_{\text {const. } \varepsilon^{2}}^{c} \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} d x . \tag{4.60}
\end{align*}
$$

We estimate (4.60) for $\left|E_{1}\right| \lesssim \varepsilon^{4 / 3}$. In this case we get Proposition 3.2(i) $\left|x_{b}\right| \lesssim \varepsilon^{4 / 3}$, and then

$$
\begin{align*}
\varepsilon^{2} \int_{\text {const. } \varepsilon^{2}}^{c} \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} & d x \\
& \lesssim \varepsilon^{2} \int_{0}^{c} x \frac{\varepsilon^{2 / 3}+\varepsilon^{4 / 3} x^{-1 / 2}+x^{1 / 2}}{x^{3}+\varepsilon^{4}} d x \\
& \lesssim \varepsilon^{4 / 3} \int_{0}^{\infty} \frac{1+y^{1 / 2}+y^{-1 / 2}}{1+y^{3}} d y . \tag{4.61}
\end{align*}
$$

Using Proposition 3.2(i) once more, we get for $\left|E_{1}\right| \gtrsim \varepsilon^{4 / 3}$ that $\left|x_{b}\right| \lesssim\left|E_{1}\right|$,
and then that

$$
\begin{align*}
\varepsilon^{2} \int_{\text {const. } \varepsilon^{2}}^{c} & \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} d x \\
& \lesssim \varepsilon^{2} \int_{0}^{c} \frac{\left|E_{1}\right|^{1 / 2}+\left|E_{1}\right| x^{-1 / 2}+x^{1 / 2}}{\left(x+\left|E_{1}\right|\right)^{2}} d x \\
& \lesssim \frac{\varepsilon^{2}}{\left|E_{1}\right|^{1 / 2}} \int_{0}^{\infty} \frac{1+y^{1 / 2}+y^{-1 / 2}}{(1+y)^{2}} d y \lesssim \varepsilon^{4 / 3} . \tag{4.62}
\end{align*}
$$

The last step is to estimate

$$
\varepsilon^{2} \int_{0}^{\text {const. } \varepsilon^{2}} \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} d x .
$$

As before, Proposition 3.2(i) implies for $\left|E_{1}\right| \lesssim \varepsilon^{4 / 3}$ that $\left|x_{b}\right| \lesssim \varepsilon^{4 / 3}$, and then

$$
\begin{align*}
& \varepsilon^{2} \int_{0}^{\text {const. }} \frac{\varepsilon^{2}}{} \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} d x \\
& \lesssim \varepsilon^{2} \int_{0}^{\text {const. } \varepsilon^{2}} \frac{\varepsilon^{2 / 3}+\varepsilon^{4 / 3} x^{-1 / 2}+x^{1 / 2}}{x^{3}+\varepsilon^{4}} x d x \\
& \lesssim \varepsilon^{4 / 3} \int_{0}^{\text {const. } \varepsilon^{2 / 3}} \frac{1+y^{1 / 2}+y^{-1 / 2}}{\left(1+y^{3}\right)^{1 / 2}} d y \tag{4.63}
\end{align*}
$$

For $\left|E_{1}\right| \gtrsim \varepsilon^{4 / 3}$, again from Proposition 3.2(i), $\left|x_{b}\right| \lesssim\left|E_{1}\right|$, and then

$$
\begin{align*}
& \varepsilon^{2} \int_{0}^{\text {const. } \varepsilon^{2}} \frac{\left|x_{b}\right|^{1 / 2}+\left|x_{b}\right| x^{-1 / 2}+x^{1 / 2}}{\left(\left|E_{1}\right|+x\right)^{2}+\frac{\varepsilon^{4}}{x}} d x \\
& \lesssim \varepsilon^{2} \int_{0}^{\text {const. } \varepsilon^{2}} \frac{\left|E_{1}\right|^{1 / 2}+\left|E_{1}\right| x^{-1 / 2}+x^{1 / 2}}{\left(x+\left|E_{1}\right|\right) \frac{\varepsilon^{2}}{x^{1 / 2}}} d x \\
&=\int_{0}^{\text {const. } \frac{\varepsilon^{2}}{\mid E_{1}}} \frac{1+y^{1 / 2}+y^{-1 / 2}}{1+y}\left|E_{1}\right| d y \simeq \varepsilon^{2} \tag{4.64}
\end{align*}
$$

Now (4.54) follows from (4.61) and (4.64), and the proof of the lemma is finished.

Proof of Theorem 3.8. From this point the proof is the same as the proof of Theorem 3.7: use Lemmas 4.4-4.5 and (see the proof of Lemma 3.2 in [8])

$$
\begin{equation*}
-\frac{1}{\frac{d}{d x} H_{r}\left(x_{b}\right)} e^{-i t x_{b}}+\frac{1}{\pi} \int_{0}^{\infty} e^{-i t x} \operatorname{Im} H_{r}(x+i 0)^{-1} d x=1 \tag{4.65}
\end{equation*}
$$

### 4.5 Proof of Proposition 3.11

Straightforward computation, which we omit.

### 4.6 Proof of Proposition 3.13

With the notation

$$
\begin{equation*}
r=\sqrt{\alpha-\frac{\varepsilon^{4} \beta^{2}}{4}} . \tag{4.66}
\end{equation*}
$$

we can write (3.47) and (3.48) as follows.

$$
\begin{equation*}
\kappa_{j}=(-1)^{j+1} i r-\frac{\varepsilon^{2} \beta}{2}, \quad q_{j}=\frac{1}{2}+(-1)^{j+1} i \frac{\varepsilon^{2} \beta}{4 r}, \quad j=1,2 . \tag{4.67}
\end{equation*}
$$

Note that $\frac{\varepsilon^{2}}{r} \simeq \varepsilon^{2-\frac{p}{2}}$. we have $\kappa_{1}=\bar{\kappa}_{2}$. Thus $i \kappa_{1}$ and $i \kappa_{2}$ lie in the third and fourth quadrants respectively. Using (A.8) and (4.67), one obtains by direct computation

$$
\begin{align*}
\hat{A}_{\varepsilon, r}=2 q_{2} e^{i t \kappa_{2}^{2}}-\frac{1}{2} \overline{\left(\mathcal{I}_{1}\left(\kappa_{1} \sqrt{t}\right)+\mathcal{I}_{1}\left(\overline{\kappa_{1}} \sqrt{t}\right)\right.} & \\
& +i \frac{\beta \varepsilon^{2}}{4 r} \overline{\left(\mathcal{I}_{1}\left(\kappa_{1} \sqrt{t}\right)-\mathcal{I}_{1}\left(\overline{\kappa_{1}} \sqrt{t}\right)\right.} \tag{4.68}
\end{align*}
$$

Now using (4.67) and the Taylor expansion for $\mathcal{I}_{1}\left(\kappa_{1} \sqrt{t}\right)$ around $\operatorname{ir} \sqrt{t}$ one gets (with a slight abuse of notation)

$$
\mathcal{I}_{1}\left(\kappa_{1} \sqrt{t}\right)=\mathcal{I}_{1}(i r \sqrt{t})-\frac{\beta \varepsilon^{2}}{2} \sqrt{t} \frac{d}{d z} \mathcal{I}_{1}(i r \sqrt{t})+\left(\frac{\beta \varepsilon^{2}}{2} \sqrt{t}\right)^{2} \frac{d^{2}}{d z^{2}} \mathcal{I}_{1}(\tilde{z}),
$$

where $\operatorname{Im} \tilde{z}=r \sqrt{t}$. This expansion (and the corresponding expansion for $\mathcal{I}_{1}\left(\overline{\kappa_{1}} \sqrt{t}\right)$ ) gives, together with (A.5), (A.6), (A.7), and Lemma A. 4 the result

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}=2 q_{2} e^{i t \kappa_{2}^{2}}-\frac{\beta \varepsilon^{2}}{2 r} \overline{\mathcal{I}_{3}(i r \sqrt{t})}+\mathcal{O}\left(\frac{\varepsilon^{4}}{r^{2}}\right) \tag{4.69}
\end{equation*}
$$

Expand once again $\mathcal{I}_{3}(\operatorname{ir} \sqrt{t})$, this time around $i \sqrt{\alpha t}$, see (4.66), and the proof of the first part of the proposition is concluded.

For the second part of the proposition, we first note that $\mathcal{I}_{p}$ are uniformly bounded on the imaginary axis (see Lemma A.5). In order to compute $\left|A_{\varepsilon}(t)\right|^{2}$ up to errors vanishing as $\varepsilon \rightarrow 0$, one need only to consider the first term on the r.h.s. of (3.53). By (3.47) we have $\operatorname{Im} \kappa_{2}^{2}=\beta \varepsilon^{2} r$, such that neglecting the terms vanishing as $\varepsilon \rightarrow 0$ in (3.48) we get

$$
\begin{equation*}
\left|A_{\varepsilon}(t)\right|^{2}=e^{-2 \beta r \varepsilon^{2} t} . \tag{4.70}
\end{equation*}
$$

To further simplify (4.70), we employ the following elementary inequality. For $a>0,|b| \leq \frac{a}{2}$ we have

$$
\begin{equation*}
\sup _{t \geq 0}\left|e^{-(a+b) t}-e^{-a t}\right| \geq \frac{2|b|}{a} \sup _{y \geq 0} y e^{y} \tag{4.71}
\end{equation*}
$$

Now (3.55) follows from (4.70), (4.71), and the fact that

$$
\begin{equation*}
r=\sqrt{\alpha}\left(1+\mathcal{O}\left(\varepsilon^{4-p}\right)\right) \tag{4.72}
\end{equation*}
$$

Finally, the definition of $\beta$ implies that

$$
\begin{equation*}
\beta=-g_{1}+\mathcal{O}\left(\varepsilon^{p}\right), \tag{4.73}
\end{equation*}
$$

which together with (3.55) and (4.71) gives (3.56), and the proof is finished.

### 4.7 Proof of Proposition 3.14

For the computation of $\hat{A}_{\varepsilon, r}(t)$ we proceed exactly as in the proof of Proposition 3.13, with the difference that here there is no need to use Lemma A.3. In this case $\kappa_{1}$ and $\kappa_{2}$ are real,

$$
\kappa_{j}= \pm r^{\prime}-\frac{\beta \varepsilon^{2}}{2}, \quad r^{\prime}=\sqrt{|\alpha|+\frac{\beta^{2} \varepsilon^{4}}{4}}, \quad j=1,2
$$

and a computation similar to the one leading to (4.69) gives

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}=-i \frac{\beta \varepsilon^{2}}{2 r^{\prime}} \mathcal{I}_{3}\left(i r^{\prime} \sqrt{t}\right)+\mathcal{O}\left(\frac{\varepsilon^{4}}{r^{\prime 2}}\right) . \tag{4.74}
\end{equation*}
$$

The contribution of the bound state at $x_{b}=-\kappa_{1}^{2}$ (see (3.36)) reads after a straightforward computation

$$
\begin{equation*}
-\frac{1}{\frac{d}{d x} H_{r}\left(\tilde{x}_{b}\right)} e^{-i t \tilde{x}_{b}}=\left(1-\frac{\beta \varepsilon^{2}}{2 r^{\prime}}\right) e^{i t \kappa_{1}^{2}} . \tag{4.75}
\end{equation*}
$$

Recall that $|\alpha|=\varepsilon^{p}$. Thus

$$
r^{\prime}=\sqrt{|\alpha|}\left(1+\mathcal{O}\left(\frac{\varepsilon^{4}}{|\alpha|}\right)\right)=\sqrt{|\alpha|}\left(1+\mathcal{O}\left(\varepsilon^{4-p}\right)\right)
$$

Expanding in (4.74) $\mathcal{I}_{3}\left(i r^{\prime} \sqrt{t}\right)$ around $i \sqrt{|\alpha| t}$, and using an argument similar to the one leading to (4.69), one obtains (3.61). Finally (3.62) is a direct consequence of (3.61).

### 4.8 Proof of Proposition 3.15

Recall that $|\alpha|=b \varepsilon^{p}, p>4$. As $\varepsilon \rightarrow 0$, and $|\alpha| \ll \frac{\varepsilon^{4} \beta^{2}}{2}$, we get $\kappa_{j}=\bar{\kappa}_{j}$. Expanding in (3.47) and (3.48), one gets

$$
\begin{gather*}
\kappa_{1}=-\frac{\alpha}{\varepsilon^{2} \beta}\left(1+\mathcal{O}\left(\varepsilon^{p-4}\right)\right), \quad \kappa_{2}=-\varepsilon^{2} \beta\left(1+\mathcal{O}\left(\varepsilon^{p-4}\right)\right),  \tag{4.76}\\
q_{1}=\mathcal{O}\left(\varepsilon^{p-4}\right), \quad q_{2}=1+\mathcal{O}\left(\varepsilon^{p-4}\right) . \tag{4.77}
\end{gather*}
$$

An argument similar to the one leading to (4.69) implies that (see (3.46) and (A.7))

$$
\begin{equation*}
\hat{A}_{\varepsilon, r}=\mathcal{I}_{1}\left(i \varepsilon^{2} \beta \sqrt{t}\right)+\mathcal{O}\left(\varepsilon^{p-4}\right) . \tag{4.78}
\end{equation*}
$$

Thus (4.77) implies that the contribution (when it exists) of the bound state is also of the order $\mathcal{O}\left(\varepsilon^{p-4}\right)$, which together with (4.78) finishes the proof of (3.64).

### 4.9 Proof of Proposition 3.17

As the proof of Proposition 3.11 this is a straightforward computation.

### 4.10 Proof of Proposition 3.18

In what follows we need the formulae for $\kappa_{j}$. Using the scaled quantities

$$
\begin{equation*}
f=\left(\varepsilon^{2} \beta\right)^{-2 / 3} \alpha, \quad y=\left(\varepsilon^{2} \beta\right)^{-1 / 3} \kappa, \tag{4.79}
\end{equation*}
$$

one has

$$
\begin{equation*}
\kappa_{j}=\left(\varepsilon^{2} \beta\right)^{1 / 3} y_{j} \tag{4.80}
\end{equation*}
$$

where $y_{j}$ are the solutions of

$$
\begin{equation*}
y^{3}+f y-1 . \tag{4.81}
\end{equation*}
$$

The Cardano formula gives (for the labelling of $\kappa_{j}$ see the discussion following Proposition 3.17).

$$
\begin{equation*}
y_{j}=\rho_{j}\left(r-\frac{f}{3 r}\right) \tag{4.82}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{j}=e^{\frac{2 \pi i}{3}(j-3)}, \quad r=\left(\frac{1+\left(1+\frac{4 f^{3}}{27}\right)^{1 / 2}}{2}\right)^{1 / 3} . \tag{4.83}
\end{equation*}
$$

In (4.83) the principal determination of fractional powers is taken.

We recall that we are assuming $\alpha=b \varepsilon^{p}$ and $0<p<4 / 3$. Thus $f=$ $b \beta^{-2 / 3} \varepsilon^{-\left(\frac{4}{3}-p\right)} \rightarrow \infty$ as $\varepsilon \rightarrow \infty$. Expanding in (4.82) one obtains

$$
\begin{gather*}
\kappa_{1}=i \sqrt{\alpha}\left(1+i \frac{\beta \varepsilon^{2}}{2 \alpha^{3 / 2}}+\mathcal{O}\left(f^{-3}\right)\right) \\
\kappa_{2}=\overline{\kappa_{1}}  \tag{4.84}\\
\kappa_{3}=\frac{\beta \varepsilon^{2}}{\alpha}\left(1+\mathcal{O}\left(f^{-3 / 2}\right)\right)
\end{gather*}
$$

and

$$
\begin{gather*}
q_{1}=\frac{1}{2}-i \frac{\beta \varepsilon^{2}}{4 \alpha^{3 / 2}}+\mathcal{O}\left(f^{-3}\right) \\
q_{2}=\overline{q_{1}}  \tag{4.85}\\
q_{3}=\mathcal{O}\left(f^{-3}\right)
\end{gather*}
$$

Now (4.85) and Lemma A. 5 imply that

$$
q_{3} \mathcal{I}_{1}\left(i \kappa_{3} \sqrt{t}\right)=\mathcal{O}\left(f^{-3}\right)
$$

uniformly in $t>0$, such that up to errors of order $\varepsilon^{4-3 p}$, we have

$$
\hat{A}_{\varepsilon, s}(t)=-\sum_{j=1}^{2} q_{j} \mathcal{I}_{1}\left(i \kappa_{j} \sqrt{t}\right)
$$

From this point the proof of Proposition 3.18 is a repetition of the proof of Proposition 3.13.

### 4.11 Proof of Proposition 3.19

In this case all $\kappa_{j}, q_{j}$ are real, and as $\varepsilon \rightarrow 0$ we have

$$
\begin{gather*}
\kappa_{2}=\frac{\beta \varepsilon^{2}}{|\alpha|}\left(1+\mathcal{O}\left(|f|^{-3 / 2}\right)\right) \\
\kappa_{1}=|\alpha|^{1 / 2}\left(-1+\frac{\beta \varepsilon^{2}}{2|\alpha|^{3 / 2}}+\mathcal{O}\left(|f|^{-3}\right)\right)  \tag{4.86}\\
\kappa_{3}=|\alpha|^{1 / 2}\left(1+\frac{\beta \varepsilon^{2}}{2|\alpha|^{3 / 2}}+\mathcal{O}\left(|f|^{-3}\right)\right)
\end{gather*}
$$

and

$$
q_{2}=\mathcal{O}\left(|f|^{-3}\right)
$$

$$
\begin{align*}
& q_{3}=\frac{1}{2}-\frac{\beta \varepsilon^{2}}{4|\alpha|^{3 / 2}}+\mathcal{O}\left(|f|^{-3}\right)  \tag{4.87}\\
& q_{1}=\frac{1}{2}+\frac{\beta \varepsilon^{2}}{4|\alpha|^{3 / 2}}+\mathcal{O}\left(|f|^{-3}\right)
\end{align*}
$$

Thus we have

$$
q_{2} \mathcal{I}_{1}\left(i \kappa_{2} \sqrt{t}\right)=\mathcal{O}\left(|f|^{-3}\right),
$$

uniformly in $t>0$, such that up to errors of order $\varepsilon^{4-3 p}$,

$$
\hat{A}_{\varepsilon, s}(t)=-\sum_{j=1,3} q_{j} \mathcal{I}_{1}\left(i \kappa_{j} \sqrt{t}\right) .
$$

Repetition of the proof of (3.60) leads to (3.80). Adding the contribution of the bound state one obtains (3.81). Finally, taking into account (4.87) one obtains (3.82) and the proof of Proposition 3.19 is finished.

### 4.12 Proof of Proposition 3.20

In this case we have $f \rightarrow 0$ as $\varepsilon \rightarrow 0$. Expanding in (4.82) one obtains

$$
\begin{equation*}
\kappa_{j}=\rho_{j} \beta^{1 / 3} \varepsilon^{2 / 3}\left(1+\mathcal{O}\left(\varepsilon^{p-\frac{4}{3}}\right), \quad q_{j}=\frac{1}{3}+\mathcal{O}\left(\varepsilon^{p-\frac{4}{3}}\right)\right. \tag{4.88}
\end{equation*}
$$

Using the expansion of $\mathcal{I}_{1}\left(i \kappa_{j} \sqrt{t}\right)$ around $i \rho_{j} \beta^{1 / 3} \varepsilon^{2 / 3} \sqrt{t}$, one obtains from (3.71) (by an argument similar to the one leading to (4.69))

$$
\hat{A}_{\varepsilon, s}(t)=-\frac{1}{3} \sum_{j=1}^{3} \mathcal{I}_{1}\left(i \rho_{j} \beta^{1 / 3} \varepsilon^{2 / 3} \sqrt{t}\right)+\mathcal{O}\left(\varepsilon^{p-\frac{4}{3}}\right)
$$

Adding the bound state contribution and using (4.88) in the form

$$
2 q_{3} e^{i \kappa_{3} t}=\frac{2}{3} e^{i \kappa_{3} t}+\mathcal{O}\left(\varepsilon^{p-\frac{4}{3}}\right),
$$

one obtains (3.83).

## A The Function $\mathcal{I}_{p}$

Define for integers $p \geq 1$, and for complex $z$ with $\operatorname{Im} z \neq 0$, the function

$$
\begin{equation*}
\mathcal{I}_{p}(z)=\frac{1}{i \pi} \int_{-\infty}^{\infty} \frac{e^{-i x^{2}}}{(x-z)^{p}} d x \tag{A.1}
\end{equation*}
$$

The integral in (A.1) is absolutely convergent, if $p \geq 2$. For $p=1$ one can define it by

$$
\begin{equation*}
\mathcal{I}_{1}(z)=\lim _{A \rightarrow \infty} \frac{1}{i \pi} \int_{-A}^{A} \frac{e^{-i x^{2}}}{x-z} d x \tag{A.2}
\end{equation*}
$$

One can also define

$$
\begin{equation*}
\mathcal{I}_{0}(z)=\lim _{A \rightarrow \infty} \frac{1}{i \pi} \int_{-A}^{A} e^{-i x^{2}} d x \tag{A.3}
\end{equation*}
$$

As an alternative to (A.2) one can use the formula

$$
\begin{equation*}
\mathcal{I}_{1}(z)=\frac{2 z}{i \pi} \int_{0}^{\infty} \frac{e^{-i x^{2}}}{x^{2}-z^{2}} d x \tag{A.4}
\end{equation*}
$$

The functions $\mathcal{I}_{p}$ for $p \geq 2$ are up to a multiplicative constant the derivatives of $\mathcal{I}_{1}$, since we have

$$
\begin{equation*}
\mathcal{I}_{p}(z)=\frac{1}{(p-1)!} \frac{d^{p-1}}{d z^{p-1}} \mathcal{I}_{1}(z) \tag{A.5}
\end{equation*}
$$

Lemma A.1. For $p \geq 2$ we have

$$
\begin{equation*}
\left|\mathcal{I}_{p}(z)\right| \leq \frac{1}{\pi|\operatorname{Im} z|^{p-1}} \int_{-\infty}^{\infty}\left(1+x^{2}\right)^{-p / 2} d x \tag{A.6}
\end{equation*}
$$

Proof. The result follows from a simple computation, which we omit.
Lemma A.2. For $p \geq 1$ and $b \in \mathbf{R} \backslash\{0\}$ we have

$$
\begin{equation*}
\mathcal{I}_{p}(i b)=(-1)^{p} \mathcal{I}_{p}(-i b) \tag{A.7}
\end{equation*}
$$

Proof. Using (A.4) we get

$$
\mathcal{I}_{1}(i b)=\frac{2 b}{\pi} \int_{0}^{\infty} \frac{e^{-i x^{2}}}{x^{2}+b^{2}} d x=(-1) \mathcal{I}_{1}(-i b)
$$

This result, together with (A.5), implies (A.7).
Lemma A.3. Assume that $\operatorname{Re} z \neq 0$ and $\operatorname{Im} z \neq 0$. Then we have the result

$$
\begin{equation*}
\mathcal{I}_{1}(z)=\overline{\mathcal{I}_{1}(-\overline{i z})}-(\operatorname{sign}(\operatorname{Re} z)-\operatorname{sign}(\operatorname{Im} z)) e^{-i z^{2}} \tag{A.8}
\end{equation*}
$$

Proof. This result follows from the calculus of residues. We sketch the details. Consider the contour $\Gamma_{A}$ in the complex plane, as shown in Figure 1. We


Figure 1: The integration path $\Gamma_{A}$
assume $A>|z|$. The residue theorem implies that we have

$$
\begin{equation*}
\int_{\Gamma_{A}} \frac{e^{-i \zeta^{2}}}{\zeta-z} d \zeta=-(\operatorname{sign}(\operatorname{Re} z)-\operatorname{sign}(\operatorname{Im} z)) i \pi e^{-i z^{2}} \tag{A.9}
\end{equation*}
$$

The contributions from the two circular arcs vanish as $A \rightarrow \infty$, since $\sin (2 t)$ is negative for $t$ satisfying $\pi / 2<t<\pi$ and $3 \pi / 2<t<2 \pi$. Thus we have

$$
\begin{align*}
\int_{-A}^{A} \frac{e^{-i x^{2}}}{x-z} d x+ & \int_{-A}^{A} \frac{e^{i y^{2}}}{y+i z} d y \\
& =-(\operatorname{sign}(\operatorname{Re} z)-\operatorname{sign}(\operatorname{Im} z)) i \pi e^{-i z^{2}}+o(1) \tag{A.10}
\end{align*}
$$

The result now follows by rewriting the second term on the left using complex conjugation, and by taking the limit $A \rightarrow \infty$.

Lemma A.4. For $\operatorname{Im} z \neq 0$ and $p \geq 2$ we have

$$
\begin{equation*}
\mathcal{I}_{p-1}(z)+z \mathcal{I}_{p}(z)=\frac{i p}{2} \mathcal{I}_{p+1}(z) . \tag{A.11}
\end{equation*}
$$

Proof. Follows from an integration by parts. The details are omitted.

Lemma A.5. We have for all $p \geq 1$ that

$$
\begin{equation*}
\sup _{b>0}\left|\mathcal{I}_{p}(i b)\right|<\infty \tag{A.12}
\end{equation*}
$$

Proof. For $p=1$ we use (A.4) to get

$$
\left|\mathcal{I}_{1}(i b)\right|=\left|\frac{2 b}{\pi} \int_{0}^{\infty} \frac{e^{-i t^{2}}}{t^{2}+b^{2}} d t\right| \leq \frac{2}{\pi} \int_{0}^{\infty} \frac{x}{t^{2}+x^{2}} d t=1
$$

For $p \geq 2$ we get a uniform estimate for $b \geq 1$ from (A.6). For $0<b<1$ we can deform the integration contour in $\mathcal{I}_{p}(i b)$ into the lower half plane, e.g. follow the real axis from $-\infty$ to -1 , the unit circle in the lower half plane, and then the real axis from 1 to $\infty$. Then we get a uniform estimate also in this case.

We now establish the connections with the error function. To this end we recall some definitions, see [1, page 297].

$$
\begin{align*}
\operatorname{erf}(z) & =\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^{2}} d t  \tag{A.13}\\
\operatorname{erfc}(z) & =1-\operatorname{erf}(z) \tag{A.14}
\end{align*}
$$

The integral in (A.13) can be taken along any path in the complex plane connecting 0 and $z$. We also need

$$
\begin{equation*}
\mathrm{w}(z)=e^{-z^{2}} \operatorname{erfc}(-i z) \quad \text { for } \operatorname{Im} z>0, \tag{A.15}
\end{equation*}
$$

see $[1,7.1 .3]$. Note that all these functions are entire functions.
We define the function

$$
\begin{equation*}
\hat{\mathrm{w}}(z)=\frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^{2}}}{z-t} d t=\frac{2 i z}{\pi} \int_{0}^{\infty} \frac{e^{-t^{2}}}{z^{2}-t^{2}} d t \quad \text { for } \operatorname{Im} z \neq 0 \tag{A.16}
\end{equation*}
$$

We have the result $[1$, (7.1.3)]

$$
\begin{equation*}
\mathrm{w}(z)=\hat{\mathrm{w}}(z) \quad \text { for } \operatorname{Im} z>0 . \tag{A.17}
\end{equation*}
$$

In the lemma below, which gives the relation between $\mathcal{I}_{1}(z)$ and $\hat{\mathrm{w}}(z)$, we use $\operatorname{Arg} z$ to denote the determination of the argument taking values in ( $0,2 \pi$ ).

Lemma A.6. Assume that $\operatorname{Im} z \neq 0$ and $\operatorname{Im}\left(e^{i \pi / 4} z\right) \neq 0$. Then we have

$$
\begin{equation*}
\mathcal{I}_{1}(z)=\sigma(z) e^{-i z^{2}}+\hat{\mathrm{w}}\left(e^{i \pi / 4} z\right) \tag{A.18}
\end{equation*}
$$



Figure 2: The integration path $\gamma_{A}$
where

$$
\sigma(z)=\left\{\begin{align*}
2, & 3 \pi / 4<\operatorname{Arg} z<\pi  \tag{A.19}\\
-2, & 7 \pi / 4<\operatorname{Arg} z<2 \pi \\
0, & \text { otherwise }
\end{align*}\right.
$$

Proof. Let $z$ be fixed and satisfying the assumption in the Lemma. We denote by $\gamma_{A}$ the path shown in Figure 2, where $A>|z|$.

The calculus of residues yields that

$$
\int_{\gamma_{A}} \frac{e^{-i \zeta^{2}}}{\zeta-z} d \zeta=\sigma(z) \pi i e^{-i z^{2}}
$$

where $\sigma(z)$ is defined in the Lemma.
On the other hand, using the explicit parameterization and the fact that the contributions from the two circular arcs tend to zero as $A \rightarrow \infty$, cf. the proof of Lemma A.3, we also have

$$
\int_{\gamma_{A}} \frac{e^{-i \zeta^{2}}}{\zeta-z} d \zeta=\int_{-\infty}^{\infty} \frac{e^{-i x^{2}}}{x-z} d x-\int_{-\infty}^{\infty} \frac{e^{-t^{2}}}{t-e^{i \pi / 4} z} d t+o(1)
$$

Thus the result follows by taking the limit $A \rightarrow \infty$ and using the definitions of $\mathcal{I}_{1}(z)$ and $\hat{\mathrm{w}}(z)$, noting the choice of signs in these definitions.

We finish by giving also the relation between $\mathcal{I}_{1}(z)$ and $\mathrm{w}(z)$. From (A.17) and Lemma A. 3 one has the result

Lemma A.7. Let for $\operatorname{Im} z \neq 0, \Sigma(z)=\operatorname{sign}(\operatorname{Im} z)$. Then

$$
\begin{equation*}
\mathcal{I}_{1}(z)=\Sigma(z) \mathrm{w}\left(\Sigma(z) e^{i \pi / 4} z\right) . \tag{A.20}
\end{equation*}
$$

Proof. For $0<\operatorname{Arg} z<3 \pi / 4$ (A.20) follows from (A.17) and Lemma A.3. By analytic continuation one obtains (A.20) for $\Sigma(z)>0$. Similarly, for $7 \pi / 4<\operatorname{Arg} z<2 \pi$, (A.20) follows from (A.17), Lemma A.3, and $\mathrm{w}(-z)=$ $2 e^{-z^{2}}-\mathrm{w}(z)$, see [1, 7.1.11].
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[^1]:    ${ }^{1}$ To clarify the terminology, $H=-\Delta+V$ on $L^{2}\left(\mathbf{R}^{d}\right), d=1,2,3$, with $V(\mathbf{x})=$ $\mathcal{O}\left(|\mathbf{x}|^{-2-\delta} \mid\right)$ as $|\mathbf{x}| \rightarrow \infty$, is said to have a zero resonance, if $H \Phi=0$ has a solution, which is not in $L^{2}\left(\mathbf{R}^{d}\right)$, but in a slightly larger space, see e.g. [14, 15]. A zero resonance is also called a half-bound state.

[^2]:    ${ }^{2}$ A better name is probably quasi-exponential decay law, in order to emphasize the fact that the equality is up to errors vanishing as $\varepsilon \rightarrow 0$.

