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Abstract—As a favorable energy storage component, 

Lithium-ion (Li-ion) battery has been widely used in the Battery 
Energy Storage Systems (BESS) and Electric Vehicles (EV). Data 
driven methods estimate the battery State of Health (SOH) with 
the features extracted from the measurement. However, excessive 
features may reduce the estimation accuracy and also increases 
the human labor in the lab. By proposing an optimization process 
with Non-dominated Sorting Genetic Algorithm II (NSGA-II), 
this paper is able to establish a more efficient SOH estimator with 
Support Vector Regression (SVR) and the short-term features 
from the current pulse test. NSGA-II optimizes the entire process 
of establishing a SOH estimator considering both the 
measurement cost of the feature and the estimation accuracy. A 
series of non-dominated solutions are obtained by solving the 
multi-objective optimization problem, which also provides more 
flexibility to establish the SOH estimator at various conditions. 
The degradation features in this paper are the knee points at the 
transfer instants of the voltage in the short-term current pulse test, 
which is fairly convenient and easy to be obtained in real 
applications. The proposed method is validated on the 
measurement from two LiFePO4/C batteries aged with the 
mission profile providing the Primary Frequency Regulation 
(PFR) service to the grid.1 
 

Index Terms—state of health estimation; multi-objective 
optimization; feature selection; lithium-ion battery. 

I. INTRODUCTION 

ITH an increasing amount of renewable energy sources 
integrated into the grid, improving the flexibility of the 
power system becomes an urgent requirement [1]. 

However, the intrinsic nature of the renewable energy (i.e., 
intermittent, variable, and not 100% predictable) has a negative 
effect on the stability of the power system.  Battery Energy 
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Storage Systems (BESS) are proposed as a suitable solution for 
enhancing the grid stability because they are able to perform 
multiple tasks, i.e., frequency regulation, peaking shaving, 
voltage support, .etc [2]–[4]. BESS has the advantages of fast 
response and good scalability. The superior performance and 
the continuously decreasing price have made Lithium-ion 
(Li-ion) battery technology the prime candidate for BESS 
[4]–[7]. As a core component, more attentions have been paid 
in order to enhance the performance of the Li-ion batteries in 
the BESS. Overusing the battery cell will accelerate the 
degradation and cause reduction of the battery pack lifetime. 
Battery lifespan management, which is closely related to the 
cost and reliability of the BESS, is one of the key functions in 
the Battery Management System (BMS). In this condition, the 
State-of-Health (SOH) of each cell in the battery pack needs to 
be known [8]. However, the ageing process of battery is 
triggered by different stress factors and their interactions, and 
it’s hardly to clarify those reactions in theory. The main reason 
for the battery degradation is the side effects of the 
electrochemistry reactions. For example, the metallic lithium 
plating causes the passivation layer growth in the anode, the 
insertion and extraction of Li-ion changes the volume of the 
active materials in the cathode, etc. Additionally, various 
battery macroscopic parameters (e.g., current rate, 
State-of-Charge (SOC) and temperature) can also accelerate the 
degradation [9]. High temperature and SOC speed up the loss of 
lithium, and the high current rate and Depth of Discharge (DoD) 
result in the loss of active material. 

SOH indicates the current health status of a battery during its 
lifespan, which can be expressed in two forms: the capacity 
fade and the power fade [10], [11]. The capacity fade means the 
amount of energy stored in a battery is decreased with the 
degradation, while the power fade indicates that the internal 
resistance increases with ageing [12]. The rates of the capacity 
fade and the power fade are varied with battery degradation, 
which means that the SOH has to be estimated after a certain 
period. Measuring the capacity and the internal resistance are 
definitely the most straightforward ways to predict the battery 
SOH. The capacity measurement needs a long testing time to 
fully charge or discharge the battery. In addition, since the 
internal resistance is usually a very small value, the internal 
resistance measurement of a battery may not be accurate 
enough considering the external resistance of the test bench. 
Online resistance estimation is easily affected by the 
measurement noises from the sensors [13], while the capacity 
estimation generally relies on an accurate SOC as a prerequisite. 
For example, in Kalman filter based method [11], SOC is often 
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used as the input of the state space equation for capacity 
estimation. However, the accuracy of the SOC estimation is 
still questionable [14], [15]. An improve Ampere-Count 
method is proposed in [16] to estimate the SOH estimation of 
Li-ion battery, which uses Incremental Capacity Analysis (ICA) 
from a specific voltage range. However, it should be noted that 
incremental capacity (IC) curve and Differential Voltage (DV) 
curve are expected to charge or discharge the battery with 
extremely low current (1/25C), which may not always realistic 
in real applications.  

Empirical models are proposed to predict the SOH by 
describing the correlation between the ageing stress factors and 
the SOH with the mathematical functions, such as, the 
exponential, polynomial, or power functions [17]–[20]. The 
parameters in the empirical model are generally extracted from 
the long-term lifetime test of a specific battery, which may not 
always ensure an accurate SOH estimation of other batteries. 
Electrochemical models, such as the ones presented in [21] and 
[22], explain the degradation mechanism of the battery based 
on complex electrochemical parameters, which are not easy to 
be implemented in the real applications. Hence, semi-empirical 
models are proposed to combine the previous electrochemical 
knowledge of the battery with the mathematical model obtained 
from the lifetime tests, in order to reach a tradeoff on the 
estimation complexity [18], [19]. 

Data driven models are another category of battery SOH 
estimation method, which essentially utilizes machine learning 
algorithms to establish a mapping from features to SOH. 
Compared with the above mentioned methods, various features 
extracted from the measurement can be integrated to estimate 
SOH by data driven models. From example, in [23], the 
velocity and arc-length curvature extracted from the terminal 
voltage during the battery charge process are utilized to 
establish a neural network based estimator. Features form 
Electrochemical Impedance Spectroscopy (EIS) [24] , are also 
possible to be used for battery SOH estimation [25]. The 
features for SOH estimation should be easily obtained in real 
applications. However, the features from [23] needs a complex 
calculation process, and EIS measurement often show high 
sensitive to the noise from sensors. Currently, the robust of 
data-driven methods rely mainly on the supervised learning 
method they chosen, since this is the most direct way to 
enhance the general performance of a learning process. For 
example, extreme learning machine [26] and neural network 
[27] have been applied to establish the connections between the 
health indicator and the battery SOH. In addition, Support 
Vector Regression (SVR) [28], [29], Gaussian process 
regression [30]–[32], Recurrent Neural Networks (RNN) [33], 
etc, are also chosen to create the regression models for SOH 
estimation. The above-mentioned algorithms have archived 
great success in handling the training process. Unfortunately, 
the optimization of the feature and the training process have not 
been fully discussed in these methods. 

The process of establishing a data driven model includes 
three steps: original measurement collection, feature extraction, 
and training the model. Despite the fact that data driven 
methods have already attracted certain interests in the literature, 
existing methods have to face following challenges.  

The first major challenge is that the features used for SOH 
estimation have a significant impact on the performance of a 
data driven model. In an estimation task, we always extract 
more features hoping that these features may not missing any 
possible information. Unfortunately, a large number of possible 
features may cause a “curse of dimensionality” and the 
redundant features will even decrease the performance of an 
estimator. 

The second challenge occurs in the phase of training the 
model. In practice, the estimating results suffer from lacking of 
the knowledge of the selection of the hyperparameters. For 
example, to ensure the performance of SVR for SOH  
estimation [28], [29], [34], tuning hyperparameters is a key. In 
order to obtain better results, a natural way is to iteratively 
adjust the parameters for those estimators, e.g., for SVR, with 
different hyperparameters C,   and  , each iteration for one 

result. However, this is obviously deficient, especially for a 
large-scale problem. 

The third challenge lies in the fact that the two major aims of 
feature extraction are sometimes conflicted, i.e, to maximize 
the accuracy of the estimator and to minimize the number of 
selected features for the purpose of alleviating the curse of 
dimensionality. How to balance these two goals is not an easy 
task. 

To our best knowledge, there is no method designed to 
simultaneously address all the aforementioned challenges. In 
this work, we aim to devise a reliable model to solve the issues 
of feature extraction and training model simultaneously. This 
approach picks up the features from the raw measurement of 
the current pulse test for the purpose of establishing an accurate 
and efficient SOH estimator. The short-term current pulse tests 
performed at different SOCs are used to capture the degradation 
information of the battery. The features are extracted from the 
knee points in the voltage response of the current pulse test. In 
addition, the proposed model is expected to get a trade-off 
between different goals of the feature extraction. The final 
optimization problem is solved by Non-dominated Sorting 
Genetic Algorithm II (NSGA-II) considering the minimization 
of the number of features and improving the estimation 
accuracy simultaneously. The main contributions of this paper 
are summarized as follows: 

(1) The knee points in the voltage response of the current 
pulse test are easily extracted in real applications. The 
short-term features, which lasts only few seconds, is very 
convenient to be obtained. 

(2) The feature extraction and the hyperparameter in SVR are 
optimized simultaneously. In addition, the decision space and 
the corresponding encoding method are made. 

(3) A series of non-dominated solutions are obtained from 
NSGA-II, which provides more freedom to train an efficient 
SOH estimator. NSGA-II optimizes the process of establishing 
the estimator according to two aspects: less indispensable 
measurement and higher estimation accuracy.  

(4) 5-fold cross-validation is used to verify the actual 
accuracy of the SOH estimators. The dataset is collected from 
two LiFePO4/C batteries aged with mission profile offering the 
Primary Frequency Regulation (PFR) service to the grid [35]. 

The rest of the paper is organized as follows. Section II 
introduces the features for SOH estimation. The SVR based 
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SOH estimator and the optimized feature selection with 
NSGA-II are detailed in Section III. Section IV shows the 
experimental validation of the proposed approach. Conclusions 
are given in Section V. 

II. FEATURES FOR SOH ESTIMATION 

Since the current pulse test can detect the power fade of the 
Li-ion battery, it is used to generate the features for SOH 
estimation. The schematic of a discharging current pulse and 
the corresponding voltage response is shown in Fig. 1. It is seen 
from Fig. 1 that the voltage gradually recovers to a stable value 
when a sudden variation of the current is applied to a battery. 
The voltage responses under the same current pulse test are 
varied with the battery ageing stages. Hence, the four knee 
points (i.e., A, B, C, D in Fig. 1) in the voltage response curve 
are selected as the features for SOH estimation. 

A

B

C

D

Current
Voltage

t

 
Fig.1. The current and voltage in one current pulse 

 

Let’s take the voltage measurement from a LiFePO4/C 
battery at SOC=20% and I=10A as an example. The voltage 
responses at the discharge current pulse are shown in Fig. 2 
from Week 1 to Week 33. It should be noted that the voltage 
responses of the battery are not exactly fixed to 18 seconds 
because of the voltage hysteresis and the physical limitations of 
the test bench. The voltage curve is varied with battery 
degradation from week to week.  

 
Fig. 2. The voltage response of a LiFePO4/C battery 

 

Therefore, the knee points (A, B, C, D) extracted from the 
voltage measurement in Fig. 2 are shown as follows. 

 
Fig. 3. The extracted features from the voltage measurement 

In Fig. 3, the features at point B are very close to each other, 
which indicates that the knee point at B may not make a 
significant contribution to the SOH estimation. The extracted 
features have to be selected to exclude those invalid 
interferences. The current pulse test is convenient to be 
performed on various SOCs and current rates. It is noted that 
the current pulse tests are not exactly the same on the high and 
low SOC area. In addition, the current rates also make a 
difference on the voltage measurement in the current pulse test. 
As a result, the current pulse tests are performed at various 
SOCs (SOC=20%, 50%, 80%) and current rates (4C, 2C, 1C) to 
obtain sufficient information for the battery degradation. More 
details about the current pulse test will be introduced in Section 
IV. It is easily realized that the proposed features are 
conveniently obtained because the current transfer time has 
already known from the controller of the power converter in 
real application. Moreover, the duration of the current pulse 
only lasts 18 seconds. In order to avoid the effect of the 
measurement noise, the features can be obtained by calculating 
the average voltage of several sampling points near the transfer 
time. Additionally, since the current pulse test can be easily 
performed in real application, the voltage measurement noise 
could also be removed by repeating the current pulse several 
times and calculating the average value. 

III. SOH ESTIMATOR WITH OPTIMIZED FEATURE 

Before describing the proposed approach in detail, we 
provide a diagram in Fig. 4 to illustrate the main procedures. 
First, the feature extraction block utilizes the data of current 
pulse test which has been described in Section II. It can provide 
sufficient information for the battery degradation. To dealt with 
redundant and corrupted features, the feature selection step is 
employed for selecting a proper combination of the features. 
Then, the selected set of features are sent to an estimator. The 
proposed method searches proper choice of features and 
hyperparameters of estimator simultaneously by using 
NSGA-II. 

 
Fig. 4. The main steps of the proposed approach 

A. NSGA-II 

This section introduces the multi-objective optimization 
algorithm, i.e., NSGA-II. Since the current pulses are measured 
at various SOC and current rates, it’s better to use the features 
at the same SOC to reduce the workload. Meanwhile, the SOH 
estimator should also be as accurate as possible. Generally, 
selecting more measurement does not mean that the estimation 
accuracy will definitely be increased or decreased. As a result, a 
two-objective optimization problem is formed to extract the 
features. 

Multi-objective optimization usually has more than one 
solution, which altogether forms the Pareto front. All the 
non-dominated solutions in the Pareto front cannot be replaced 
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without degrading the values of the objective functions. 
Therefore, the purpose of the multi-objective optimization is to 
obtain all the non-dominated solutions. 

The evolutionary algorithms are able to deal with a group of 
solutions simultaneously. Thus, it is popular to be used to 
forecast the Pareto front with high efficiency. NSGA-II is a fast 
and elitist algorithm for searching all the non-dominated 
solutions of a multi-objective optimization [36]. The flowchart 
of NSGA-II is illustrated as follows. 

As shown in Fig. 5, the non-dominated sorting approach can 
sort the population of each new generation at the beginning. 
The crowding distance, which indicates the density of the 
solution inside the cuboid formed by the nearest neighbors, is 
assigned to each solution in NSGA-II. Then, the crowded 
comparison operator is performed to select the individuals 
acted as the parents in the current generation, while the 
crossover and mutation are applied to generate the offspring. 
After combining the parents and offspring, the elitism selection 
can choose the solutions for the next generation. If the 
terminated condition is not reach, the NSGA-II will continue 
with the next term.  

 

 
Fig. 5. The flowchart of NSGA-II 

 

Non-dominated sorting, crowding distance and elitism 
endow the NSGA-II with the efficiency to solve the 
multi-objective optimization. The fast non-dominated sorting 
approach is capable of sorting the population members 
according to their non-domination level. At the same 
non-domination level, the crowding distance is calculated to 
ensure the diversity of the population. Afterwards, the elitism 
can help to find the best solutions for the next generation.  

The crowding distance means the density of the solution in 
one population, which actually can be measured by the absolute 
normalized difference of the two adjacent solutions. The 
crowding distance is calculated by in NSGA-II [36], 

 
    

 ,max ,min

1 . 1 .
distance distance

distance
m m

D i m D i m
D i

f f

  



      (1) 

where the  distance
D i  is the crowding distance of the i-th 

solution,   .
distance

D i m  is the m-th value of the objective 

function, fm,max and fm,min are the maximum and minimum of the 
m-th objective function.  

B. SVR based estimator 

This paper utilizes the SVR to establish the regression 
between the features and the battery SOH. Taking the 
advantage of the Vapnik-Chervonenkis (VC) and statistical 
theory, SVR is able to form the regression between the 
dependent variables and the predictors with a good 
generalization to the unknown dataset. The kernel function 
maps the input to a higher dimensional space, which can easily 
solve the nonlinear regression by using a hyperplane in a new 
space. On the foundation of the kernel function, the nonlinear 
regression can be generated by SVR without increasing much 
computational burden. 

The expression of SVR is, 

   x w xTf b                               (2) 

where w is the combination weights of the support vectors, 

 x maps the input to a new feature space. After introducing 

the slack variables i  and *
i , the following optimization 

problem is formed [37].  
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where C is a positive constant determining the trade-off 

between the flatness of  xf  and the selection of the “soft 

margin”. SVR can find the largest ε deviation from the training 
dataset as well as ensure the flatness of the Eq. (3). 

In most conditions, Eq. (3) can be solved in a dual 
formulation. Hence, w is calculated by using the Lagrange 
multipliers as follows, 

   *

1

w x
N

i i i
i

 


                               (4) 

where 
*
i  and i  are Lagrangian multipliers.  

Afterwards, Eq. (2) is rewritten as, 

      *

1

,x x x
N

i i i
i

f K b 


                        (5) 

where      ,x x x xi i jK     is the kernel function that 

meets the Mercer’s condition [38].  
The kernel functions are able to convert the nonlinear space 

into a linear one. Among the kernel functions, Radial Basis 
Function (RBF) is used to construct the SVR in this paper. The 
expression of the RBF is, 

   
21

2,
x x

x x
i

iK e
  

                       (6) 
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where   is the parameter of the kernel function. One advantage 

of the RBF kernel function is that it can straightforwardly 
approximate other kernel functions by tuning the parameter  . 

From the descriptions in this section, it is known that the 
parameters C, ε, and   are critical for the training process of 

SVR. 

C. Optimized feature extraction with NSGA-II 

This subsection introduces how the NSGA-II is used to select 
the features from the current pulse test. In this work, we model 
feature extraction and hyperparameters selection as one 
optimization problem and try to solve it by simultaneously 
considering the estimation accuracy as well as the length of 
features. Before that, the individual representation and the 
fitness evaluation should be designed. A chromosome-like 
structure is generally used to represent each individual in the 
evolutionary algorithm. Hence, the selection of the candidate 
features is encoded into a chromosome-like form. The binary is 
applied to represent the selection of each candidate feature. For 
example, 1 means the candidate feature is selected, while 0 
indicates it is excluded. In addition, the parameters C, ε, and   

should also be optimized to guarantee an excellent performance 
of the SVR. Therefore, those parameters are encoded in a 40 
bits binary format. As a result, the individual representation is 
as follows, 

 

 
Fig. 6. The individual representation in the NSGA-II 

 

After encoding the feature extraction and the 
hyperparameters in the SVR, the genetic operations (crossover 
and mutation) are applied to generate the offspring. Since the 
hybrid encoding is used to represent each individual by a 
chromosome-like structure as shown in Fig. 6, the crossover is 
operated in two parts separately according to the feature 
extraction and the parameter optimization. In this way, the 
genetic operation can create the new individuals for the two 
parts at the same time. For the same reason, the mutation is also 
operated in two parts independently.  

The fitness evaluation guides the search of the optimal 
solutions in the NSGA-II. For the purpose of reducing the labor 
and excluding the invalid features, less measured features are 
preferred. The accuracy of the SOH estimation anyway needs 
to be guaranteed. Thus, the two objective functions are defined 
as, 

1 featuref N                                                   (7) 

  22
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SVR i i i
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where Nfeature is the number of the selected features,   
represents the training dataset including all the candidate 
features, i  is the testing dataset to evaluate the accuracy of 

the SOH estimator.  
Since less features in different SOCs can save the 

measurement labor, a smaller f1 means a better result. The SOH 
estimator needs to be accurate enough, and a smaller f2 also 
means a better estimation accuracy. It should be noted that the 

accuracy of the SOH estimation in this paper is based on the 
5-fold cross-validation. It means that the training dataset is 
divided into 5 groups randomly each time, and the validation 
repeats 5 times to traverse all the subsets. In each term, 4 groups 
are used to train the SVR estimator and the remaining one is the 
dataset for validation. It can be seen that the cross-validation 
has the ability to verify the performance of the estimator on an 
independent dataset. The MSE with 5-fold cross-validation is 
closer to the performance of the estimator in real application.  

IV. EXPERIMENTAL VALIDATION 

The cycling ageing test on two LiFePO4/C batteries is used to 
verify the proposed method. The detailed parameters of the 
LiFePO4/C battery are list in TABLE I. 

TABLE I PARAMETERS OF THE TESTED BATTERY 
Parameter Value 

Shape cylindrical 

Weight [g] 76 

Dimensions [mm] Ø 26 x 65 

Nominal capacity [Ah] 2.5 

Nominal voltage [V] 3.3 

Maximum voltage [V] 3.6 

Minimum voltage [V] 2.0 

Maximum continuous 
charge current [A] 

10 

Maximum continuous 
discharge current [A] 

50 

Operating temperature -30oC ~ +55oC 

 
Fig. 7. The mission profile for cycling the battery 

 

A mission profile from BESS, which provides PFR service to 
the grid, is used to cycle the two LiFePO4/C batteries for one 
week [35]. The SOC variation of the mission profile is shown in 
Fig. 7, and the average SOC is 50 %. The battery SOC ranges 
from 10% to 90% during the cycling profile, the degradation 
process is thus accelerated. During the test, the batteries are 
cycled in the chamber of the FuelCon test station. The ambient 
temperature in the test chamber is set to 25 oC, in order to 
alleviate the effect of temperature. 

  

The entire procedure of the cycling ageing test in this paper 
contains three main steps. In the first step, the Li-ion battery is 
cycling with the profile in Fig. 7. Then, the battery is fully 
charged and discharge for twice to obtain the reference capacity 
as shown in Fig. 8. Thirdly, the current pulse test in Fig. 9 is 
performed to collect the features for SOH estimation. A testing 
period of 56 weeks in total is spent on the two batteries. The 
capacity degradation of the batteries during the test is shown in 
Fig. 8. 
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Fig. 8. The capacity degradation of the battery during the cycling test 

 

Since 4 points are received from 1 current pulse, 18 current 
pulses generate the feature with 72 dimensions. NSGA-II is 
then used to select the features from various measurement 
conditions, in order to obtain an accurate SOH estimation with 
less measurement labor.  

The current pulses are performed at several SOCs and 
current amplitudes to capture the features. The schematic of the 
current pulse test is shown in Fig. 9. The current pulses are 
performed at three different SOCs (20%, 50%, 80%) and 
current rates (1C, 2C, 4C). Each current pulse lasts for 18 
seconds, and then rests 15 minutes before performing the next 
one. The knee points in the voltage response curve are extracted 
as the features, which are f1, f2, …, f18. 

 
Fig. 9. The current pulse test 

 

In order to clarify how the features affect the performance of 
the data-driven model, the estimation process with different 
dimension of the feature matrices is repeated for 4 times as 
shown in Fig. 10. The dimensions of the feature are gradually 
increased, and the subsets of features are randomly extracted 
from dataset. We can find that the estimation shows unstable 
performance if very limited number of dimensions is selected. 
The instability will fade when the scale of dimensions is 
increased, yet the performance may not be always improved 
with the consistently increased features. 

The features are selected according to the measurement at 
different SOCs. In order to clarify the performance of the SOH 
estimation with feature selection, seven different conditions are 
optimized by NSGA-II. The feature selection of Cell 1 with 
NSGA-II is shown in Fig. 11. In the legend, SOC=20% & 50 % 
& 80% means that at least one feature should be selected at 
20%, 50% and 80% SOC respectively; SOC=20% represents 
the feature can only be selected from 20% SOC, and so on. 

 

 
Fig. 10. The trajectories of the estimation process with different dimension 

features 
 

Hence, all the points in Fig. 11 are the optimal solutions for 
the feature selection of Cell 1. Since none of the non-dominated 
solutions in Fig. 10 can be replaced by the others without 
degrading the values of f1 and f2, all the solutions can be 
regarded as the best one from a specific point of view. However, 
the best solution can still be chosen from those solutions 
according to the requirement of a specific application. As 
previously described, f1 is the number of the selected features, f2 
is the MSE of the SOH estimation. If an application can easily 
perform the corresponding current pulse test at various SOCs, 
the solutions with smaller f2 should be chosen for SOH 
estimation. Meanwhile, if the features can only be measured at 
one certain SOC, the solutions, which have a smaller f1, should 
be considered with a higher priority.  

 
Fig. 11. The optimized feature selection of Cell 1 by NSGA-II 

 

Three regions, A1, A2 and A3, are picked up from Fig. 11 for 
the discussion of how to choose a suitable solution. In general, 
the solutions close to the coordinate origin are a better trade-off 
of the two objectives. Therefore, the solutions in A2 are a better 
trade-off than the other solutions. Nonetheless, the solutions in 
A1 and A3 can also be regard as the best solution from a specific 
point of view. For example, the MSE of the solutions in A1 are 
usually less than the others, and the required number of the 
current pulses is fewer in A3. All the solutions close to the 
ordinate are possibly used to guide the feature selection in real 
application. The SOH estimation results of two typical 
solutions S1 and S2 from A1 and A2 are illustrated in Fig. 12. In 
S1, two current pulses at SOC = 20% and 50% are excluded. 
The rest is used as the features to train the SVR. The selected 
features in S2 include only two current pulses as shown in Fig. 
12(b). The performance of the proposed method is compared 
with three other methods to prove its advantages. Method 1 
uses all the features and the Extreme Learning Machine (ELM) 
[26]. Method 2 optimizes both the hyperparameters of SVR and 
the feature extraction simultaneously as shown in [34]. Method 
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3 uses all the features and only optimizes the hyperparameters 
of SVR by grid search algorithm. In order to validate the 
performance of the proposed method in reality, all the 
estimation results are obtained through 5-fold cross-validation.  

The estimation results and the absolute error in Fig. 13 prove 
the effectiveness of the proposed SOH estimators regarding to 
the two solutions. The MSE of S1 solution is 3.726910-4, 
while it is 9.701710-4 for S2. The MSE of Method 1 is 0.0027 
and the MSE is 0.0056 for Method 3, which indicates the 
advantage of simultaneously optimizing the hyperparameters 
and the feature extraction. Although the MSE of Method 2 is 
3.656210-4,  Method 2 can only provide one solution for SOH 
estimation. If the real application cannot meet the specific 
requirement of Method 2, the SOH is impossible to be 
estimated. It can be found that the proposed method provides 
sufficient non-dominated solutions for various conditions, 
which improves the flexibility of the SOH estimation using 
features from the current pulse test. It is noted that the proposed 
method also provides the solutions with a comparable accuracy 
compared with Method 2.  

 
(a) S1 

 
 (b) S2 

Fig. 12. The solutions of feature selection: S1 and S2 

 

 
(a) Estimation results 

  
(b) Absolute error 

Fig. 13. Estimation results for Cell 1 
 

The optimized solutions from NSGA-II of Cell 2 are shown 
in Fig. 14. The solutions in A4 has a smaller f2, which means the 
feature selections in A4 are able to train a more accurate SVR 

based estimator. Meanwhile, the solutions in A5 rely on fewer 
current pulses, and the features in that area are convenient to be 
extracted in real applications. In order to clarify the 
performance of the SOH estimation, three solutions (S3, S4, and 
S5) are chosen from Fig. 14. 

The SOH estimation results of Cell 2 are shown in Fig. 15. 
As shown in Fig. 15(a), all the estimation results follow the 
reference during the entire degradation process of Cell 2. The 
maximum absolute error of the three chosen solutions is less 
than 0.07 Ah. Especially, in Fig. 15(b), the estimation results of 
S5 receives the absolute errors less than 0.04 Ah. The MSE of S3 
is 9.528610-4, and it is 0.0011 for S4. As for S5, the MSE is 
only 2.833710-4. However, the MSE of Method 1 is 0.0038 
and the MSE is 0.0051 for Method 3, which proves the 
necessity of the optimization process. The MSE of Method 2 is 
1.727910-4. Compared with Method 2, the proposed method 
provides more freedom to train an efficient SOH estimator 
considering both the estimation accuracy and the current pulses 
measurement complexity.  

 
Fig. 14 The optimized feature selection of Cell 2 by NSGA-II 

 

  
(a) Estimation results 

  
(b) Absolute error 

Fig. 15 Estimation results of SVR in Cell 2 
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From the above experimental results, we can find that 
measuring the current pulses at SOC=20% and SOC=20% & 
50% is a better choice for the SOH estimation of both Cell 1 
and Cell 2. According to the solutions in Figs. 11 and 14, more 
features does not guarantee a more accurate SOH estimator. 
The value of the feature selection process is then proved.  

 
Fig. 16. Estimation results of Cell 2 using optimized solutions from Cell 1 

In order to further verify the generalization of the proposed 
method, the optimized solution in Cell 1 is directly used to 
establish the SOH estimator for Cell 2. The results are shown in 
Fig. 16. Since the average MSE of Cell 2 in all conditions is 
0.0046 and it is 0.0035 using the results from Cell 1, the good 
generalization of the proposed method is thus proved. 

V. CONCLUSION 

This paper establishes an efficient SOH estimator with 
features selected from the short-term current pulse test. The 
current pulse tests, lasting only few seconds, are convenient to 
be performed at various working conditions of the Li-ion 
battery. In order to train an accurate SOH estimator with less 
measurement labor, the features from the current pulse test are 
selected by NSGA-II. The optimized results in Figs. 11 and 14 
have already proved the necessity of the feature selection 
process. According to the parameters optimized by NSGA-II, 
SVR is used to establish the SOH estimator. The estimator is 
validated on two LiFePO4/C batteries with mission profile 
providing the PFR service to the grid. 5-fold cross validation is 
used to verify the accuracy of the SOH estimators. Five typical 
solutions are picked up from the optimized feature selection 
solutions to show the performance of the proposed SOH 
estimator. The maximum MSE of the S1-5 is less than 0.0011, 
which proves the validation of the SOH estimator. It should be 
noted that all the solutions from NSGA-II can be regarded as 
the optimal solution from a certain point of view. The best 
solution is chosen according to the requirement of a specific 
application. Thus, more freedom is given to design an efficient 
SOH estimator by using the proposed method. A comparison 
with three other methods also demonstrates the advantages of 
the proposed method. 

Temperature will affect the performance of the battery cell in 
reality. Thus, future works are focusing on investigating the 
performance of the proposed method when the temperature of 
each cell is varied in the battery pack. In addition, some online 
learning methods should be investigated in the future such that 
the proposed method could adaptively learn online whenever 
new data is available. 
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